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Chapter 1

Introduction

After the oil price shocks in the 1970’s and beginning 1980’s, a lot of empirical research on consumer behavior and demand elasticities has been done. Espey (1998) provides a detailed analysis of past studies on gasoline demand. Since the recent shocks in the oil price this topic becomes more important in economic debates. On one hand for ecological reasons. The debate of global warming seems to become more important for policy makers and the coefficient of demand elasticity is crucial when it comes to the decision of taxation. But gasoline is also a good which is used by many people in every day life. Bearing in mind the extent of the media reports during the price peaks in the past years, the price of gasoline seems to be of vital interest for a large part of the population.

In this paper we investigate whether there has been a change in gasoline demand elasticities of the U.S.A., and if gasoline elasticities vary between different European countries. Austria, Germany and the UK. Although many studies exist on this topic, a comparison of them is difficult because the dataset and the estimated models vary extensively. We use a coherent dataset for the whole period 1975 - 2007 for the US, and 1990 - 2004\(^1\) for the European countries.

\(^1\) As will be explained later in more detail we use a dataset supplied by Pock (2007)
Analyzing more than 100 studies and distinguishing between ten different categories of models, Dahl and Sterner (1991) conclude that income and price are the most important factors influencing gasoline demand. We build on these findings and construct our models accordingly.

As it will turn out during our investigation the time series we use conform to integration of first or higher order, therefore the method of cointegration is used to produce valid results.

A special feature of this method is, that the result of a cointegration equation is a long-term equilibrium relationship and the implied vector error correction model gives the speed of adjustment to this equilibrium in case of a shock. So this method provides us with the possibility to model both long run and short run effects.

In the first section of this work we give an introduction to the method of cointegration and present the two estimators which are used during this study. Additionally we show difficulties and possible traps one has to deal with, when working with non-stationary data.

In the second part we investigate if the gasoline elasticities for the U.S.A. have changed or not. We chose the time periods 1975 - 1981 and 2001 - 2007. Both periods contain similar shocks and the distance between them is large enough that a change could be expected.

In the third part of the study we compare national differences between Austria, Germany and the UK. Different policies regarding public transport and taxation on the different kind of fuels are expected to produce different responses for each country. As Pock (2007) showed, a major point when analyzing gasoline demand in Europe is the spread of diesel powered cars. We stick to our model presented above and do not include variables to capture the effect of diesel and look if it is still possible to receive reasonable results. Due to data problems we are bound in this part of our investigation to the period 1990 - 2004, so the price turbulences which peaked in the summer 2008 could not be captured.
In both, the American and the European parts, we estimate the long-term cointegration relationship and the according VEC model. For this purpose we use from Engle and Granger (1987) the Engle-Granger two step estimator (EG-2) and the maximum likelihood (ML) method developed by Johansen (1988) and compare the outcomes. The EG-2 estimator is consistent and easy to implement, but as Banerjee et al. (1993) argue inefficient and therefore the ML is more commonly used.

Finally we summarize our results, discuss strengths and weaknesses of this study and give an outlook for possible future studies.
Chapter 2

Cointegration and Vector error correction

In time series analysis, the non-stationarity of the observed time series is a crucial problem. The standard proof of consistency of OLS shows that with increasing sample size the sample moments settle down to their population values, see Banerjee et al. (1993). But this is only true in case of stationarity. When estimating a regression using non stationary data, the investigator might receive a significant correlation between two independent time series. This phenomenon was described by Yule (1926) as spurious regression. Transforming the time series to make them stationary, for example by differencing, is one solution, but one has to accept a loss of information about the long run relationship. Another possibility to tackle this problem is using cointegration.

We want to give an overview about the method of cointegration and vector error correction. First we give an explanation of the concept of cointegration and vector error correction. Afterwards we give a short introduction to the Engle-Granger two step procedure and the ML-estimator from Johansen (1988). Finally in section 2.6 we give an example from Stock and Watson (1988) to show the difficulties when working with integrated data. Read-
ers who are already familiar with these techniques can skip this section and proceed with the estimations and the results in section 3.

2.1 Concept of cointegration

First we want to give a general idea about cointegration before continuing with the definitions and application. As already mentioned above, using cointegration techniques gives us the insight about long run equilibrium relationships of variables of interest. Here, equilibrium is not meant as Quandt (1978) defined it, where supply equals demand and following market clearing exists. But as Banerjee et al. (1993) summarize, an equilibrium state is defined as one in which there is no inherent tendency to change.

A intuitive explanation is presented by Engle and Granger (1991), who explain the concept of cointegration using the example of the regional price difference between tomato prices in north and south California. If the difference between the two regions is getting too large, it would be possible to make profits by purchasing tomatoes in one region, transporting and selling them in the other one. It is expected that market mechanism increase prices in the region where they are low and decrease in the other one. If the difference is small enough no profits can be made because of risk and transport cost. So if a shock occurs that has the effect that the two prices drift away, there will be a tendency that pulls them back together. Even if the prices rise in the long term, they are expected to move together. The ratio to which the two prices are tending, is called equilibrium.

2.2 Definitions and Explanations

We will now give some formal definitions for cointegration and will then show how this method can be used in practice, starting with Engle and Granger (1991)
"If \( x_t, y_t \) are I(1) but there exists a linear combination

\[ z_t = m + ax_t + by_t \]

which is both I(0) and has a zero mean, then \( x_t, y_t \) are said to be cointegrated"

Or, another definition from Banerjee et al. (1993)

"The components of the vector \( x_t \) are said to be co-integrated of order \( d, b \), denoted \( x_t \) CI\((d,b)\), if (i) \( x_t \) is I(\(d\))\(^1\) and (ii) there exists a non-zero vector \( \alpha \) such that \( \alpha'x_t \) I\((d-b)\), \( d \geq b > 0 \). The vector \( \alpha \) is called the co-integration vector."

In this case, there is also spoken of co-integration, although the result of \( \alpha'x_t \) is not stationary. Nevertheless the definition above is correct, co-integration is only useful if \( \alpha'x_t \) is a stationary time series. Otherwise the problem of spurious regression still exists.

We will now go ahead with presenting an example from Banerjee et al. (1993)\(^2\) to illustrate the definitions presented above. Consider the two time series \( x_t \) and \( y_t \)

\( x_t + \beta y_t = u_t \) \hspace{1cm} (2.1)
\( x_t + \alpha y_t = \epsilon_t \) \hspace{1cm} (2.2)

with

\( u_t = u_{t-1} + \epsilon_{1t} \) \hspace{1cm} (2.3)
\( \epsilon = \rho \epsilon_{t-1} + \epsilon_{2t} \) \hspace{1cm} (2.4)

\(^1\)Where I\((d)\) describes a time series which gets stationary after taking differences \( d \) times.

\(^2\)We follow the example from Banerjee et al. (1993) very closely, who base themselves on Engle and Granger (1987)
where $|\rho| < 1$, and $(\epsilon_{1t}, \epsilon_{2t})'$ are iid error terms.

$$E(\epsilon_{1t}) = E(\epsilon_{2t}) = 0$$  \hspace{1cm} (2.5)

$$\text{var}(\epsilon_{1t}) = \sigma_{11}; \quad \text{var}(\epsilon_{2t}) = \sigma_{22}; \quad \text{cov}(\epsilon_{1t}, \epsilon_{2t}) = \sigma_{12}$$  \hspace{1cm} (2.6)

Solving (2.1) and (2.2) for $x_t$ and $y_t$ with $\alpha \neq \beta$ gives

$$x_t = \alpha (\alpha - \beta)^{-1} u_t - \beta (\alpha - \beta)^{-1} \epsilon_t$$  \hspace{1cm} (2.7)

$$y_t = -(\alpha - \beta)^{-1} u_t + (\alpha - \beta)^{-1} \epsilon_t$$  \hspace{1cm} (2.8)

The linear dependence of $x_t$ and $y_t$ on $u_t$, which is a random walk, makes them I(1) variables. But since $\epsilon_t$ is stationary, $x_t + \alpha y_t$ is I(0). $[1:\alpha]$ is the cointegration vector and $x + \alpha y$ is the long-run equilibrium relationship.

Although it is possible to use OLS to estimate the correlation of non-stationary time series, in case a cointegration relationship, as described above, exists, the interpretation of the estimation output, specially concerning the coefficient and the reported standard error is different.

In a usual regression like

$$y_t = c + \beta x_t + u_t$$  \hspace{1cm} (2.9)

the coefficient $\beta$ is interpreted as the effect of a change in $x_t$ on $y_t$. The characteristics of a cointegration estimation however are described by Johansen (2006).

"A coefficient in an identified cointegration relation can be interpreted as the effect of a long-run change to one variable on another, keeping all others fixed. The difference with the usual interpretation of a regression coefficient is that because the relation is a long-run relation, that is, a relation between
long-run values, the counter factual experiment should involve a long-run change in the variables."

There is an additional effect on the reported standard errors. The coefficients from a cointegration equation are super-consistent. That means, relying on Stock and Watson (1988), that they converge at a rate of $T$ to their true values instead of the root of $T$ as in an OLS regression. As a consequence the true standard errors are smaller than they are reported in in the estimation output. This makes it difficult to determine the true confidence interval. This question is crucial for our work, since we want to figure out if certain coefficients, in our case the ones for price and disposable income, have changed or not.³

### 2.3 Vector error correction

Since a cointegration equation only gives a static relationship, error correction models are useful to capture the short-run dynamics related to the long-run relationship. Or as Banerjee et al. (1993) explain.

"Error-correction mechanism (ECMs) are intended to provide a way of combining the advantages of modeling both levels and differences. In an error-correction model the dynamics of both short-run (changes) and long-run (levels) adjustment processes are modeled simultaneously."

Following Engle and Granger (1987), the idea is that a proportion of the disequilibrium from a period is corrected in the following one. As Banerjee et al. (1993) explain, if there exists an equilibrium relationship as

$$y^* = \theta x^*$$  \hspace{1cm} (2.10)

³Hughes et al. (2006) solve this question comparing the F-statistics from the different estimations. Their method, however, only admits assessing whether all coefficients have changed but cannot tell which of them. Since the influence of the seasonal dummies are very strong, distinction between the F-statistics could capture a change in the seasonal consumer behavior and not imply an increase in dependence of gasoline.
the error correction term is
\[ y_t - \theta x_t \]  
(2.11)
or in case the equilibrium relationship is not known but estimated
\[ y_t - \hat{\theta} x_t \]  
(2.12)

The error correction term can also take the form
\[ y_t - \sum_{j=1}^{p} \theta_j x_{jt} \]  
(2.13)

A formal definition is given by Engle and Granger (1987) in terms of the backshift operator B

"A vector time series \( x_t \) has an error correction representation if it can be expressed as:
\[ A(B)(1 - B)x_t = -\gamma z_{t-1} + u_t \]

where \( u_t \) is a stationary multivariate disturbance, with \( A(0) = I \), \( A(1) \) has all elements finite, \( z_\gamma = \alpha' x_{\gamma} \), and \( \gamma \neq 0 \).

The relationship between cointegration and error correction model was first stated by Granger (1981) and later defined in the Granger Representation Theorem, which states that every cointegrated time series can be expressed as an error correction model\(^4\).

### 2.4 Two step estimator

Engle and Granger (1987) introduced a two-step estimator for models using

\(^4\)For a more detailed explanation or the mathematic proof, see Engle and Granger (1987)
cointegrated time series. Since this method is used in the empirical part of this work we give a short overview of this technique.

In the first step the coefficients of the cointegration equation are estimated and in the second step, they are used in the error correction form to determine the short-run dynamics. Engle and Granger (1987) show that in both steps only OLS is required and all parameters are consistently estimated.

If \( y_t \) and \( x_t \) are cointegrated, the cointegration vector \( \alpha \) can be estimated through the regression

\[
y_t = \hat{\alpha} x_t + v_t \tag{2.14}
\]

Banerjee et al. (1993) argue that \( v_t \) contains all the omitted dynamics. In the second step the dynamics are modeled.

\[
\Delta y_t = \hat{\theta} v_{t-1} + \hat{\gamma}_1 \Delta y_{t-1} + \ldots + \hat{\gamma}_j \Delta y_{t-j} + \hat{\rho}_1 \Delta x_{t-1} + \ldots + \hat{\rho}_k \Delta x_{t-k} \tag{2.15}
\]

The coefficient \( \hat{\theta} \) states the proportion of how much of the disequilibrium in the period \( t - 1 \) is adjusted in \( t \). The estimates of the parameters in the first step converge to their probability limits at rate \( T \), while in the second step with the usual asymptotic rate \( T^{1/2} \).

### 2.5 Maximum likelihood estimator

Although the estimates are consistent, Banerjee et al. (1993) argue that the EG-2 is inefficient and therefore suggest dynamic estimation methods. One of the most commonly used is the maximum likelihood estimator introduced by Johansen (1988). The ML delivers better results than the EG-2 because it takes the error structure of the process into account when modeling the long-term relationship. We just sketch the idea of the maximum likelihood estimator. For a deeper understanding see Johansen (1988, 1991, 2006).
Starting with a VAR of the form

\[ X_t = \mu + \sum_{j=1}^{p} \eta_j X_{t-j} + \epsilon \]  

(2.16)

where \( X_t \) is a \( k \)-vector of I(1) variables and \( \epsilon \) are iid Gaussian errors. This VAR can be rewritten in the form.

\[ \Delta X_t = \mu + \Pi X_{t-1} + \sum_{j=1}^{p-1} \Gamma \Delta X_{t-j} + \epsilon_t \]  

(2.17)

where

\[ \Pi = \alpha \beta' \]  

(2.18)

\( \alpha \) and \( \beta \) are \( p \times r \) matrices, and the linear combinations \( \beta' X_t \) are stationary. The space spanned by \( \beta \) which Johansen (1988) defines as the cointegration space, is the space spanned by the rows of the matrix \( \Pi \).

While the Engle-Granger 2 step estimator can only estimate one cointegration relation, Johansen (2006) presents a ML-estimator which estimates the rank of the \( \Pi \) matrix, using the eigenvectors and the eigenvalues, and thus the number of cointegration relations. This restriction is then used to estimate the cointegration relationship.

2.6 A tale of two Econometricians

We now want to reproduce an example from Stock and Watson (1988) to illustrate the dangers involved when ignoring the order of integration of time series. In this example two econometricians study the relation between aggregate real per capita consumption \( C_t \), aggregate disposable income \( Y_t \) and the price index \( P_t \).

The according processes are generated by Stock and Watson (1988), who rely on the theories of the consumption function of Friedman (1957), which
are unknown to the econometricians\(^5\).

\[
Y_t = Y_t^P + Y_t^S \quad (2.19)
\]

\[
Y_t^P = Y_{t-1}^P + u_t \quad (2.20)
\]

\[
C_t = Y_t^P \quad (2.21)
\]

\[
P_t = P_{t-1} + v_t \quad (2.22)
\]

The disposable income consists of two parts, the permanent \(Y_t^P\) and the transitory \(Y_t^S\) components, where the first one is assumed to follow a random walk, while the second is an independently and identically distributed random variable.

According to Friedman’s permanent income hypothesis, consumers spend precisely the permanent part of their disposable income.

The price level is a random walk with unforecastable changes and mean zero. But it does not confuse consumers since real disposable income and consumption are independent of the price level. \(u_t\) and \(v_t\) are mutually independent and normally distributed with mean zero and unit variance.

The first econometrician estimates the following equations:

\[
c_t = \alpha_1 + \beta_1 p_t \quad (2.23)
\]

\[
c_t = \alpha_2 + \beta_2 t \quad (2.24)
\]

\(^5\)Using a pseudo random number generator Stock and Watson (1988) produced time series with 150 observations according to the equations (2.19)-(2.22)
\[ \Delta c_t = \alpha_3 + \beta_3 \Delta y_t \]  
\[ (2.25) \]

\[ \Delta c_t = \beta_4 y_{t-1} \]  
\[ (2.26) \]

(2.23) to check the influence of the price level on consumption (money illusion), whether consumption has a linear trend (2.24), or not. (2.25) for the marginal propensity to consume and (2.26) to test the permanent income hypothesis.

\begin{tabular}{|l|c|c|}
\hline
Coefficient & Value & t-statistic \\
\hline
\beta_1 & 0.4 & 5.12 \\
\beta_2 & 0.69 & 16.9 \\
\beta_3 & 0.28 & 8.06 \\
\beta_4 & 0.41 & -2.15 \\
\hline
\end{tabular}

Table 2.1: Results of estimations (2.23) - (2.26)

The results are astonishing. \( \beta_1 \) and \( \beta_2 \) are both strongly significant. The marginal propensity is significant but rather small. So the econometrician receives significant results and concludes that beside a very small marginal propensity to consume, consumers have money illusions and consumption contains a linear time trend. As clear as the results of the estimations might appear, they are all wrong.

The first regression is the classical case of a spurious regression. \( C_t \) and \( P_t \) are both uncorrelated random walks. In the second equation the econometrician tries to explain a random walk by a deterministic trend, and therefore according to Banerjee et al. (1993) is also spurious. The coefficient of the third equation is biased downwards, because disposable income measures the

---

\( ^6 \)Equation (2.26) is not, like the others, taken from Stock and Watson (1988) but from Banerjee et al. (1993) to illustrate, as will turn out later, the example of an unbalanced regression.
change in permanent income with error. (2.26) is an example for an unbalanced regression, since it tries to explain an I(1) variable through an I(0), which leads to biased t-statistics and misleading inferences about the significance of the coefficient.

The second econometrician estimates the following regressions:

\[ c_t = \gamma_1 + \delta_1 y_t \]  
(2.27)

\[ c_t = \gamma_2 + \delta_2 c_{t-1} + \delta_3 c_{t-2} \]  
(2.28)

\[ c_t = \gamma_3 + \delta_4 c_{t-1} + \delta_5 y_{t-1} \]  
(2.29)

\[ c_t = \gamma_4 + \delta_6 c_{t-1} + \delta_7 p_{t-1} + \delta_8 \Delta p_{t-1} \]  
(2.30)

(2.27) for the marginal propensity to consume, (2.28) to test whether consumption follows a random walk and (2.29) and (2.30) to find further variables for a potential forecast.

The results for the time series produced by Stock and Watson (1988) are presented in table 2.6.

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Value</th>
<th>t-statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta_1 )</td>
<td>0.94</td>
<td>-2.74</td>
</tr>
<tr>
<td>( \delta_2 )</td>
<td>0.97</td>
<td>11.7</td>
</tr>
<tr>
<td>( \delta_3 )</td>
<td>-0.01</td>
<td>-0.13</td>
</tr>
<tr>
<td>( \delta_4 )</td>
<td>1.03</td>
<td>14.3</td>
</tr>
<tr>
<td>( \delta_5 )</td>
<td>-0.07</td>
<td>-0.97</td>
</tr>
<tr>
<td>( \delta_6 )</td>
<td>0.95</td>
<td>45.0</td>
</tr>
<tr>
<td>( \delta_7 )</td>
<td>0.004</td>
<td>0.17</td>
</tr>
<tr>
<td>( \delta_8 )</td>
<td>0.06</td>
<td>0.87</td>
</tr>
</tbody>
</table>

Table 2.2: Results of estimations (2.27) - (2.30)

The marginal propensity to consume is large but less than one. When
testing the hypothesis that consumption follows a random walk, she finds only the first lag significant and receives no different result when replacing the second lag of consumption through the first of income. Lags of the price deliver no better forecasting model as well.

Following Stock and Watson (1988) it can be said that the results of our second econometrician are largely correct. Consumption and income are cointegrated so (2.27) produces super-consistent estimators. At estimation (2.28) Stock and Watson (1988) suggest that it can be rewritten as

\[ c_t = \gamma_2 + (\delta_2 + \delta_3)c_{t-1} - \delta_3(c_{t-1} - c_{t-2}) \]  \hspace{1cm} (2.31)

As a result \( \delta_3 \) is a coefficient of a stationary variable. The same strategy is suggested for (2.29), which gives

\[ c_t = \gamma_3 + (\delta_4 + \delta_5)c_{t-1} - \delta_5(c_{t-1} - y_{t-1}) \]  \hspace{1cm} (2.32)

Here \( \delta_5 \) is a coefficient on a stationary time series because income and consumption \( (y_{t-1} - c_{t-1}) \) are cointegrated. At regression (2.30) \( \Delta P_{t-1} \) is a mean zero random variable, so following Stock and Watson (1988) the estimator is consistent. \( P_{t-1} \) is not cointegrated with any other variable and therefore the coefficient cannot be written as coefficient on a mean zero stationary regressor. Hence the estimator has a non-standard-distribution and the usual critical values do not apply.

Final remarks are delivered by Banerjee et al. (1993) "The moral of the econometricians’ story is the need to keep track of the orders of integration on both sides of the regression equation, which usually means incorporating dynamics; models that have restrictive dynamic structures are relatively likely to give misleading inferences simply for reasons of inconsistency of orders of integration.”
Chapter 3

Gasoline elasticities in the U.S.A.

In this section we investigate if the gasoline elasticities in the U.S.A. change from the period 1975-1981 to 2001-2007.

3.1 Model specification

We choose a common model, where per capita gasoline demand (G), is a function of per capita real disposable income (Y) and the real price (P).

\[ G = f(Y, P) \]  

(3.1)

This kind of model has been used on various studies before, see Dahl and Sterner (1991). This is favorable for our purpose, since we don’t want to investigate on new types of models, but check if the elasticity and consequently the dependence on gasoline has changed or not. For our empirical estimation we express (3.1) as:

\[ \ln(G_t) = \beta_0 + \beta_1 \ln P_t + \beta_2 \ln Y_t + m_{it} + \epsilon_t \]  

(3.2)

All the variables have the meaning as described above, but \( \epsilon_t \) is an error term and \( m_{it} \) is a monthly seasonal dummy built in to capture the seasonal
effects present in the consumption of gasoline. Using this model, we rely on Hughes et al. (2006) who used this model before.\footnote{Hughes et al. (2006) used this model for similar purposes but had a different approach concerning the dynamic structure and the way to compare the models.} The result of this estimation gives the long run relationship of G, Y and P. We estimate the same model for the periods 1975 - 1981 and 2001 - 2007. As can be seen in figure 3.1, both contain similar price shocks. Afterwards we estimate, accordingly.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{real_gasoline_price}
\caption{Real Gasoline Price}
\end{figure}

to the cointegration relationships, the vector error correction model which gives us the speed of adjustment to the long-run equilibrium. For a deeper explanation of cointegration and vector error correction techniques see Section 2. The different coefficients can then be compared to find out, whether there has been a shift in gasoline elasticities, or not.
3.2 Data

We use a monthly dataset, coherent from January 1975 to December 2007. Gasoline consumption consists of US domestic production plus imports minus exports and stock changes measured in total barrels. This time series is made available by the Energy Information Administration (EIA) under the category Product Supplied.

The stated price stands for U.S. city average price per gallon for unleaded regular gasoline, adjusted with GDP deflator base 2000². Source, U.S. Bureau of labour statistics.

Disposable income is given as monthly seasonal data adjusted at annual rates, corrected with the GDP deflator base 2000, from the Bureau of Economic Analysis. Gasoline consumption and disposable income are both used as per capita, and therefore are divided by the total US population from the US bureau of census.

3.3 Estimations & Results

By the estimation of our equations we follow closely the suggestions of Engle and Granger (1987) and the theoretical advices from Banerjee et al. (1993).

First we take a look at our time series of interest and check whether they are stationary or not. The ADF unit root test showed, that all time series are not stationary at levels, but are stationary after taking the first differences. Afterwards the cointegration regression was estimated for both periods. From January 1975 to December 1981 and 2001 to 2007 for the same months, see Figure 3.2 and Figure 3.3. We decided to include all seasonal dummies into the equation, although some of them are insignificant, to make sure that most of the seasonal effects are captured. Since the number of observations is 84, the loss of degrees of freedom seems acceptable. The same approach is

²For the year 1975, the price for leaded gasoline was used, due to a lack of data.
also used later at the error correction model.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOG(Y)</td>
<td>0.511488</td>
<td>0.097687</td>
<td>-6.259641</td>
<td>0.0000</td>
</tr>
<tr>
<td>LOG(P)</td>
<td>-0.361822</td>
<td>0.024227</td>
<td>-14.93490</td>
<td>0.0000</td>
</tr>
<tr>
<td>M1</td>
<td>-0.065682</td>
<td>0.014801</td>
<td>-4.707926</td>
<td>0.0000</td>
</tr>
<tr>
<td>M10</td>
<td>0.000824</td>
<td>0.014745</td>
<td>0.05620</td>
<td>0.9567</td>
</tr>
<tr>
<td>M11</td>
<td>-0.065798</td>
<td>0.014738</td>
<td>-3.99578</td>
<td>0.0002</td>
</tr>
<tr>
<td>M2</td>
<td>-0.136524</td>
<td>0.014821</td>
<td>-9.211295</td>
<td>0.0000</td>
</tr>
<tr>
<td>M3</td>
<td>-0.022670</td>
<td>0.014798</td>
<td>-1.531917</td>
<td>0.1301</td>
</tr>
<tr>
<td>M4</td>
<td>-0.020248</td>
<td>0.014808</td>
<td>-1.367430</td>
<td>0.1759</td>
</tr>
<tr>
<td>M5</td>
<td>-0.012685</td>
<td>0.014762</td>
<td>-0.870649</td>
<td>0.3869</td>
</tr>
<tr>
<td>M6</td>
<td>0.024913</td>
<td>0.014818</td>
<td>1.682617</td>
<td>0.0969</td>
</tr>
<tr>
<td>M7</td>
<td>0.038570</td>
<td>0.014794</td>
<td>2.471982</td>
<td>0.0159</td>
</tr>
<tr>
<td>M8</td>
<td>0.039166</td>
<td>0.014779</td>
<td>2.651667</td>
<td>0.0099</td>
</tr>
<tr>
<td>M9</td>
<td>-0.025487</td>
<td>0.014772</td>
<td>-1.725395</td>
<td>0.0889</td>
</tr>
<tr>
<td>C</td>
<td>-4.345151</td>
<td>0.706064</td>
<td>-6.154566</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

R-squared: 0.580953  Mean dependent var: -0.087765
Adjusted R-squared: 0.556845  S.D. dependent var: 0.073363
S.E. of regression: 0.227570  Akaike info criterion: -4.193135
Sum squared resid: 0.252209  Schwarz criterion: -3.787959
Log likelihood: 190.1117  F-statistic: 39.84665
Durbin-Watson stat: 1.457376  Prob(F-statistic): 0.000000

Figure 3.2: Long-term equilibrium relationship, 1975 - 1981

Before we continue to analyze the result, it is necessary to examine whether a cointegration relationship exists, or not. Therefore the residuals of the estimations have to be checked on stationarity. The reported t-values of the ADF-unit root test are -3.802 for the first and -5.706 for the second period. As Banerjee et al. (1993) explain, the critical values for the confidence interval stated by the ADF-Unit root test are invalid and must not be used. MacKinnon (1991) gives an alternative procedure to calculate correct values instead. Following this method we receive a 5% critical value of -3.41. Therefore a cointegration relationship exists and the estimation output gives the corresponding coefficients of the long run equilibrium relationship. The result is very satisfying, because all variables have the expected sign and with
the exception of some seasonal dummies, are strongly significant. The size of the coefficients seem, from an economic point of view, also reasonable.

We proceed with estimating the vector error correction model. Taking the error term of the cointegration equation

\[ \ln(G_t) = \beta_0 + \beta_1 \ln P_t + \beta_2 \ln Y_t + m_{it} + \epsilon_t \tag{3.3} \]

and using it as a regressor of \( \Delta G \), together with the first four differences of price and income to get:

\[ \Delta G = \gamma_1 \epsilon(t-1) + \gamma_2 \Delta Y(t-1) + \ldots + \gamma_5 \Delta Y(t-4) + \gamma_6 \Delta P(t-1) + \ldots + \gamma_9 \Delta P(t-4) + \theta_i m_{it} + u_t \tag{3.4} \]

In the estimation output, \( \epsilon \) of equation (3.3) will be denoted as \( EC75_81 \) for the first period from 1975 - 1981, and \( EC01_07 \) for the later one. Here again all insignificant variables except the seasonal dummies have been excluded. See Figures 3.4 and 3.5.

The \( EC \) coefficient gives the speed of adjustment to the long-run equilibrium in case of a deviation. For the years 75 - 81 this means that 91% of the deviation from the equilibrium will be adjusted in the next month. For the years 2001 - 2007 it’s 60%. They are highly significant and have the expected sign, but from an economic point of view the numbers seem to be very high.

The objective of this work is to explore whether the dependence on gasoline has increased in the last 30 years. For this purpose we compare the coefficients of the estimations of the two time periods and check if they have changed, or not. This task turns out to be more complex than expected. As described in Section 2.2, the coefficients are super-consistent and therefore the reported standard errors and t-Statistics are not correct. Although it is not possible to compute the correct confidence interval, we do know that the true one is smaller. And therefore our procedure to determine the change in the coefficients is to calculate confidence intervals for each factor for both
periods, using the standard errors from the estimation output. If they overlap, it is not possible to make a reliable statement, but otherwise we can conclude that there has been a significant change in the regarding variable.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lower limit</td>
<td>Upper Limit</td>
</tr>
<tr>
<td>Y</td>
<td>0.416</td>
<td>0.806</td>
</tr>
<tr>
<td>P</td>
<td>-0.410</td>
<td>-0.313</td>
</tr>
</tbody>
</table>

Table 3.1: Cointegration coefficients

As can be seen in figures 3.2 & 3.3 the coefficient of $Y$ changed from 0.611 to 0.417 implying that the influence of the disposable income on gasoline consumption decreased, but since the confidence interval is overlapping, see table 3.1 it is not possible to talk of a significant change.

But concerning the price on the other hand the decrease from -0.361 to -0.035 is significant.

To compare the VEC-coefficients we proceed the same way, but since super-consistency is here not the case, the estimated confidence interval is correct.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lower limit</td>
<td>Upper Limit</td>
</tr>
<tr>
<td>EC</td>
<td>-0.97</td>
<td>-0.52</td>
</tr>
</tbody>
</table>

Table 3.2: VEC coefficients

The error correction term decreased from -0.919 to -0.603 which implies that consumers need longer to adjust their behavior and return to the equilibrium state. Due to the overlapping confidence intervals, this change can not be considered as significant.

Now, we repeat the estimation but using the ML estimator instead. At this approach the three time series demand, income and price are the endoge-
nous variables and the seasonal dummies are used as exogenous variables. The lag length has been selected by using the Akaike and Schwarz Information Criterion. The Johansen cointegration test rejects the null hypothesis of no cointegration relationship, but does not reject the null for one. The results of the cointegration coefficients for the ML method, normalizing $g = 1$, can be seen in table 3.3 and the error correction terms in table 3.4. Standard errors are in () and t-statistics in [ ].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Income</td>
<td></td>
<td>0.41</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.15)</td>
<td>(0.19)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[-2.69]</td>
<td>[-1.93]</td>
</tr>
<tr>
<td>Price</td>
<td>-0.37</td>
<td>-0.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.04)</td>
<td>(0.03)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[9.94]</td>
<td>[1.45]</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.3: Johansen Cointegration coefficients

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Demand</td>
<td>-0.52</td>
<td>-0.36</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.11)</td>
<td>(0.05)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[-4.64]</td>
<td>[-6.34]</td>
<td></td>
</tr>
<tr>
<td>Income</td>
<td>-0.08</td>
<td>-0.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.04)</td>
<td>(0.05)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[-1.99]</td>
<td>[-0.96]</td>
<td></td>
</tr>
<tr>
<td>Price</td>
<td>-0.08</td>
<td>0.69</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
<td>(0.32)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[-1.21]</td>
<td>[2.16]</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.4: Johansen Error correction coefficients

The outcome of the ML estimates confirm the results of the EG-2 estimator. The decline of the coefficient for income is not significant, but for the price it is. Furthermore are the coefficients for price from the two estimator
almost the same and the error correction terms for price and income change significantly.

Taking into account the empirical results of the first part of this study, there exists statistical evidence that dependency on gasoline increased during the last 30 years. The most striking point is the change in the coefficient for the price in the long-run equilibrium relationship.
Figure 3.3: Long-term equilibrium relationship, 2001 - 2007

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOG(Y)</td>
<td>0.417063</td>
<td>0.078995</td>
<td>5.306496</td>
<td>0.0000</td>
</tr>
<tr>
<td>LOG(F)</td>
<td>-0.035450</td>
<td>0.010661</td>
<td>-3.263845</td>
<td>0.0017</td>
</tr>
<tr>
<td>M1</td>
<td>-0.045586</td>
<td>0.006103</td>
<td>-7.469794</td>
<td>0.0000</td>
</tr>
<tr>
<td>M11</td>
<td>-0.035296</td>
<td>0.006132</td>
<td>-5.770598</td>
<td>0.0000</td>
</tr>
<tr>
<td>M2</td>
<td>-0.125612</td>
<td>0.006119</td>
<td>-20.52789</td>
<td>0.0000</td>
</tr>
<tr>
<td>M3</td>
<td>-0.010600</td>
<td>0.006196</td>
<td>-1.710692</td>
<td>0.0916</td>
</tr>
<tr>
<td>M4</td>
<td>-0.023514</td>
<td>0.006379</td>
<td>-4.626533</td>
<td>0.0000</td>
</tr>
<tr>
<td>M5</td>
<td>0.022810</td>
<td>0.006486</td>
<td>3.517038</td>
<td>0.0008</td>
</tr>
<tr>
<td>M7</td>
<td>0.040265</td>
<td>0.006254</td>
<td>6.438466</td>
<td>0.0000</td>
</tr>
<tr>
<td>M8</td>
<td>0.042636</td>
<td>0.006270</td>
<td>6.808503</td>
<td>0.0000</td>
</tr>
<tr>
<td>M9</td>
<td>-0.039482</td>
<td>0.006291</td>
<td>-6.275799</td>
<td>0.0000</td>
</tr>
<tr>
<td>C</td>
<td>-3.324664</td>
<td>0.616696</td>
<td>-5.391053</td>
<td>0.0000</td>
</tr>
<tr>
<td>M6</td>
<td>-0.021577</td>
<td>0.006388</td>
<td>-0.377665</td>
<td>0.7386</td>
</tr>
<tr>
<td>M10</td>
<td>0.001620</td>
<td>0.006211</td>
<td>0.250885</td>
<td>0.7949</td>
</tr>
</tbody>
</table>

R-squared: 0.947056
Mean dependent var: -0.066263
Adjusted R-squared: 0.937223
S.D. dependent var: 0.045263
S.E. of regression: 0.011341
Akaike info criterion: -5.969799
Schwarz criterion: -5.564663
Log likelihood: 264.7316
F-statistic: 96.31924
Prob(F-statistic): 0.000000
<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>EC75.81(-1)</td>
<td>-0.747242</td>
<td>0.113654</td>
<td>-5.574705</td>
<td>0.0000</td>
</tr>
<tr>
<td>M1</td>
<td>-0.132038</td>
<td>0.014550</td>
<td>-9.074892</td>
<td>0.0000</td>
</tr>
<tr>
<td>M10</td>
<td>-0.028600</td>
<td>0.013976</td>
<td>-2.084781</td>
<td>0.0444</td>
</tr>
<tr>
<td>M11</td>
<td>-0.116660</td>
<td>0.013976</td>
<td>-8.325617</td>
<td>0.0000</td>
</tr>
<tr>
<td>M2</td>
<td>-0.133065</td>
<td>0.013976</td>
<td>-9.520900</td>
<td>0.0000</td>
</tr>
<tr>
<td>M3</td>
<td>0.053136</td>
<td>0.013976</td>
<td>3.601908</td>
<td>0.0003</td>
</tr>
<tr>
<td>M4</td>
<td>-0.062154</td>
<td>0.013976</td>
<td>-4.394016</td>
<td>0.0001</td>
</tr>
<tr>
<td>M5</td>
<td>-0.025387</td>
<td>0.013976</td>
<td>-1.816427</td>
<td>0.0736</td>
</tr>
<tr>
<td>M6</td>
<td>-0.065825</td>
<td>0.013976</td>
<td>-3.994341</td>
<td>0.0002</td>
</tr>
<tr>
<td>M7</td>
<td>-0.049501</td>
<td>0.013976</td>
<td>-3.641792</td>
<td>0.0007</td>
</tr>
<tr>
<td>M8</td>
<td>-0.058836</td>
<td>0.013976</td>
<td>-4.066629</td>
<td>0.0001</td>
</tr>
<tr>
<td>M9</td>
<td>-0.123819</td>
<td>0.013976</td>
<td>-8.859304</td>
<td>0.0000</td>
</tr>
<tr>
<td>C</td>
<td>0.060060</td>
<td>0.008883</td>
<td>6.077371</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

- R-squared: 0.954719  Mean dependent var: 7.51E-05
- Adjusted R-squared: 0.953814  S.D. dependent var: 0.053381
- S.E. of regression: 0.025147  Akaike info criterion: -4.307260
- Sum squared resid: 0.047856  Schwarz criterion: -3.928406
- Log likelihood: 191.7513  F-statistic: 34.31892
- Durbin-Watson stat: 2.073271  Prob(F-statistic): 0.000000

Figure 3.4: VEC 1975 - 1981
Figure 3.5: VEC 2001 - 2007

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>EC01_07(-1)</td>
<td>-0.603595</td>
<td>0.102738</td>
<td>-5.876051</td>
<td>0.0000</td>
</tr>
<tr>
<td>D(LOG(P(-2)))</td>
<td>0.035441</td>
<td>0.019676</td>
<td>1.801281</td>
<td>0.0760</td>
</tr>
<tr>
<td>M1</td>
<td>-0.084475</td>
<td>0.005302</td>
<td>-15.90426</td>
<td>0.0000</td>
</tr>
<tr>
<td>M2</td>
<td>0.126010</td>
<td>0.006083</td>
<td>-33.61151</td>
<td>0.0000</td>
</tr>
<tr>
<td>M3</td>
<td>0.071981</td>
<td>0.005199</td>
<td>13.02735</td>
<td>0.0000</td>
</tr>
<tr>
<td>M4</td>
<td>-0.063231</td>
<td>0.006264</td>
<td>-12.01278</td>
<td>0.0000</td>
</tr>
<tr>
<td>M5</td>
<td>0.008263</td>
<td>0.005457</td>
<td>1.514131</td>
<td>0.1346</td>
</tr>
<tr>
<td>M6</td>
<td>-0.067412</td>
<td>0.005567</td>
<td>-12.11022</td>
<td>0.0000</td>
</tr>
<tr>
<td>M7</td>
<td>0.002550</td>
<td>0.005303</td>
<td>0.480795</td>
<td>0.6322</td>
</tr>
<tr>
<td>M8</td>
<td>-0.036270</td>
<td>0.006102</td>
<td>-7.500769</td>
<td>0.0000</td>
</tr>
<tr>
<td>M9</td>
<td>-0.122662</td>
<td>0.005114</td>
<td>-23.98732</td>
<td>0.0000</td>
</tr>
<tr>
<td>M10</td>
<td>0.000315</td>
<td>0.005156</td>
<td>0.158125</td>
<td>0.8743</td>
</tr>
<tr>
<td>M11</td>
<td>-0.077964</td>
<td>0.006219</td>
<td>-14.76575</td>
<td>0.0000</td>
</tr>
<tr>
<td>C</td>
<td>0.041013</td>
<td>0.003689</td>
<td>11.11944</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

| R-squared    | 0.977479    | Mean dependent var | 0.065814 |
| Adjusted R-squared | 0.973230 | S.D. dependent var  | 0.058112 |
| S.E. of regression | 0.009507 | Aikake info criterion | -6.320975 |
| Sum squared resid | 0.006230 | Schwarz criterion    | -5.912973 |
| Log likelihood | 276.3205   | F-statistic          | 230.3717 |
| Durbin-Watson stat | 2.037805 | Prob(F-statistic)    | 0.000000 |
Chapter 4

Gasoline elasticities in Europe

In the second part of the study we compare the gasoline elasticity of three European countries, Austria, Germany and Britain. Using the same model as in the first part, with real price and income per capita as the chosen factors influencing per capita gasoline demand.

\[ G = f(Y, P) \]

The approach will be very similar as in the section on the U.S. After checking the degree of integration of the time series of the different countries, we try to estimate the cointegration relation and the according vector error correction model of each country. The comparison will be done the same way as in the preceding section. The investigated time period is 1990 - 2004.

The goal is to detect national differences in the response to changes in the gasoline price. Since the economic framework conditions, for example the extent of public transports, tolls and taxation of the different kinds of fuel varies in each country, different elasticities would not be surprising.

Investigating on gasoline demand in Europe seems to be more problematic than in the U.S. Leaving aside the national differences mentioned above, one reason for this might be, that the usage of diesel powered cars is more widespread. In the United States the proportion of sold diesel to gasoline rose
just two percentage points during the period 1990 - 2004\textsuperscript{1}. In Austria for example the share of diesel powered passenger cars went up from 13.7 % in 1990 to 49.2 % in 2004, see Pock (2007). One reason for this development is the technological progress like direct injection and turbo charges which improved the driveability of diesel cars. Another reason is the taxation of gasoline and diesel in European countries, which leads to an on average 18 cents per litre higher gasoline price\textsuperscript{2}. By contrast, in the United States diesel is still more expensive than gasoline. This leads to a decreasing total gasoline consumption in Europe, see figure 4.1, while in the US total and per capita gasoline consumption is still increasing, see figure 4.2.

\textbf{Figure 4.1: Total Gasoline Demand}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.1.png}
\caption{Total Gasoline Demand}
\end{figure}

\textsuperscript{1}We compare Distillate Fuel Oil and Finished Motor Gasoline of the category Products Supplied provided by the Energy Information Agency. Although Distillate Fuel Oil includes products which are used not only for automobiles and trucks, but also for railroad locomotives and agricultural machinery, the comparison seems appropriate.

\textsuperscript{2}The average is calculated for all EU countries for the period 1990 - 2004. Here again we rely on Pock (2007).
In earlier studies Baltagi and Griffin (1983) estimated different models for 18 European countries and found that for the period 1960 - 1978 the income effect is insignificant for the majority of the countries and the price of gasoline is statistically not significant for seven out of 18 countries. When using pooling estimators, instead of OLS, better results have been achieved. Pock (2007) built on the findings of Baltagi and Griffin (1983) and added the shift to diesel powered cars in his estimations. He concluded that, "car owners react to increasing fuel prices by gradually replacing their gasoline powered cars with diesel powered ones" Pock (2007). This makes sense, since the acquisition costs of diesel cars are higher than for gasoline ones. Switching to diesel cars is only rational beyond a certain price level\(^3\). This implies, that models which do not include the shift to diesel powered cars and therefore the rise in diesel demand, deliver overstated gasoline demand elasticities. Keeping these findings in mind we proceed and watch, if the use of cointegration and vector error correction techniques can tackle the problems mentioned above.

### 4.1 European Data

After starting to collect European data, one problem appeared immediately. While for American data the institutions offer coherent time series, for Europe this is not the case. Data available from Eurostat is insufficient for our purpose and the statistics offered by the national institutions are hardly comparable with each other. Fortunately Markus Pock made his data set from Pock (2007), in which he completed or substituted the eurostat data when necessary from national statistics agencies, ministries and automobile associations, available for our work.\(^4\) This however limits our estimations to the

\[^3\]The exact break even point is given by Pock (2007) as the total life-cycle cost 
\[ A + \sum_{i=1}^{T} (1 + r)^{-t} (p_t q_t + c_t) \]
with acquisition costs A, operating life expectancy T, retail fuel price p, annual fuel consumption q, interest rate r and non fuel operating costs c.

\[^4\]Without this contribution the second part of our study could not have been completed. So we want express at this point our most profound thanks.
time period 1990 - 2004. Therefore the response to the oil price shock which lasted to 2008 and had his biggest jumps after 2005 can not be captured.

Another difficulty concerning this dataset, since the time series are yearly data, is the small number of observations. Whereas the US dataset contained 84 data points for each time period, which left us even after including 11 seasonal dummies with a comfortable large number of degrees of freedom, for our European estimations there are only 15 observations.

As in the previous section we use per capita gasoline consumption real income and the real price.

Where fuel consumption is measured in tonnes per year. Real income per capita is measured as PPP adjusted real GDP in US$ per total population and the prices are CPI-adjusted retail prices in EURO per liter.

All time series used in our estimations are in logarithmic form.

4.2 Model Estimation

We start the estimations determining the order of integration of our time series using an augmented-Dickey-Fuller unit root test.

Only two time series are stationary, see table 4.1. So the usage of standard OLS estimations can be excluded. But in order that cointegration techniques can be applied the degree of integration of for each country must be the same. This is clearly not the case for Austria and Germany.

The null hypothesis of a unit root in the German real per capita GDP data can be rejected with a t-statistic of \(-3.77^5\). So the decision is very clear. But at least a cointegration relationship between the price and demand may exist. For Austria however this is not the case. While the null hypothesis can not be rejected for the real retail price with a t-statistic of \(-2.87^6\), the income gets only stationary after differentiating three times. For the UK the

---

5 The corresponding p-value is 0.015
6 Which gives a p-value of 0.07
results are more pleasant. All three times series are integrated of order one.

As an outcome of the unit root test, we have to exclude Austria from our further investigations, and the following comparison between Germany and UK excludes income. Although estimating gasoline elasticities for UK including income would be valid, since the aim of this study is to compare different countries there is no point in doing so. Recalling the findings of Baltagi and Griffin (1983) a negligible influence of income on the European gasoline demand is not surprising.

Therefore our estimated regression for the longterm equilibrium relationship is\footnote{Since we use yearly data, the seasonal dummies have also been excluded.}

\[
ln(G_t) = \beta_0 + \beta_1 ln P_t + \epsilon_t
\] (4.1)

The outcome can be seen in figures 4.3 and 4.4. The coefficient of the price is significant in both regressions and has the expected sign. The size is
at -0.7 for Germany twice as much as for the UK with -0.3, which suggests a higher dependence on gasoline for the latter country. To verify this statement, we calculate lower and upper limits for a 95% confidence interval for each country.

\[
\begin{array}{|c|c|c|}
\hline
\text{Price} & \text{Lower limit} & \text{Upper Limit} \\
\hline
\text{Germany} & -0.92 & -0.55 \\
\text{UK} & -0.49 & -0.13 \\
\hline
\end{array}
\]

Table 4.2: 95% confidence interval

As can be seen in table 4.2, the upper limit for Germany of -0.55 and the lower limit for Great Britain of -0.49 are not overlapping. So the difference of the elasticities can be seen as significant. As in section 3.3, the coefficients of a cointegration relationship are superconsistent, therefore the true confidence interval is smaller as the one given in table 4.2.

Before this outcome can be considered as certain, the error terms of the equilibrium relationships have to be checked on stationarity. We compare the critical values from an augmented Dickey-Fuller unit root test with the adjusted ones from MacKinnon (1991).

\[
\begin{array}{|c|c|c|}
\hline
\text{Country} & \text{aDF unit root test} & 5\% \text{ Critical values} \\
\hline
\text{Germany} & -2.9 & -1.97 \\
\text{UK} & -3.05 & -1.97 \\
\hline
\end{array}
\]

Table 4.3: Results of the unit root test

As can be seen in table 4.2 the null hypothesis of a unit root in the error terms can clearly be rejected. Therefore the regressions in figures 4.3 and 4.4 are said to be long-term equilibrium relationships, the statements made above are valid and we can proceed by estimating the vector error correction model.

The error term $\epsilon$ of the equation (4.1) is taken together with first two lags of the change in price as regressors of $\Delta G$.
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\[ \Delta G = \gamma_1 \epsilon_{t-1} + \gamma_2 \Delta P_{t-1} + \gamma_3 \Delta P_{t-2} \]  

(4.2)

Following the general to specific method insignificant variables have been excluded. The outcome is presented in figures 4.5 and 4.6. For the German model none of the lags on the price are significant. After eliminating all insignificant price terms, the coefficient of the error correction term is highly insignificant. Regarding the R-squared, the explanatory power of this model is very low. Therefore we estimate the error correction model, using \( \Delta P \) as the dependent variable, see figure 4.7. Here the coefficient of the error correction term is significant and confirms the finding that a cointegration relationship exists.

The coefficient of the error correction term for the UK is significant and has with \(-0.34\) the expected sign and a reasonable size.

Now we repeat again the estimations using the maximum likelihood method. The Johansen cointegration test confirms the cointegration relationship for the UK. But for Germany he fails to reject the null hypothesis of no cointegration for both, the three and the two dimension model. So the EG-2 might have produced incorrect results concerning Germany. We therefore just estimate the cointegration relationship for the UK and compare it with the result of the EG-2 estimator. See the results in table 4.4. Standard errors are in (), t-statistics in [ ]

In contrast to the results for the United States, for Europe the outcome of the ML-Estimator contradicts the ones of the EG-2 estimator. While for the UK, the difference of the coefficients \(-0.3\) and \(-0.42\) is not significant, for Germany the case looks different. While the EG-2 estimator confirms the existence of a cointegration relationship, the ML-estimator rejects it. As Banerjee et al. (1993) explains the Engle-Granger 2 step procedure is strongly biased in small samples, so the results for Germany, based on the Johansen procedure, have to be taken more seriously.
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Table 4.4: Maximum likelihood estimates

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>United Kingdom</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Demand</td>
</tr>
<tr>
<td>Cointegration coefficient</td>
<td>-0.42</td>
</tr>
<tr>
<td></td>
<td>(0.11)</td>
</tr>
<tr>
<td></td>
<td>[-3.8]</td>
</tr>
</tbody>
</table>
### Figure 4.3: Gasoline elasticity Germany

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>DE_P</td>
<td>-0.736457</td>
<td>0.091573</td>
<td>-8.042324</td>
<td>0.0000</td>
</tr>
<tr>
<td>C</td>
<td>-1.196680</td>
<td>0.018817</td>
<td>-63.70026</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

R-squared: 0.832645  
Adjusted R-squared: 0.819771  
S.E. of regression: 0.033492  
Sum squared resid: 0.014582  
Log likelihood: 30.73593  
Durbin-Watson stat: 1.269241  

Mean dependent var: -1.064270  
S.D. dependent var: 0.078891  
Akaike info criterion: -3.831457  
Schwarz criterion: -3.737050  
F-statistic: 64.67898  
Prob(F-statistic): 0.000002
Figure 4.4: Gasoline elasticity UK

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>UK_P</td>
<td>-0.309195</td>
<td>0.090982</td>
<td>-3.398431</td>
<td>0.0048</td>
</tr>
<tr>
<td>C</td>
<td>-1.042049</td>
<td>0.023540</td>
<td>-44.26736</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

R-squared       | 0.470454    | Mean dependent var | -0.980860 |
Adjusted R-squared | 0.429720  | S.D. dependent var  | 0.077770  |
S.E. of regression | 0.058730   | Akaike info criterion | -2.708171 |
Sum squared resid  | 0.044840   | Schwarz criterion   | -2.613765 |
Log likelihood    | 22.31128    | F-statistic         | 11.54934  |
Durbin-Watson stat | 0.437368   | Prob(F-statistic)   | 0.004757  |
Figure 4.5: VEC Germany

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>EC_DE(-1)</td>
<td>-0.010336</td>
<td>0.246959</td>
<td>-0.041852</td>
<td>0.9673</td>
</tr>
<tr>
<td>C</td>
<td>-0.017601</td>
<td>0.006524</td>
<td>-2.698104</td>
<td>0.0194</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.000146</td>
<td>Mean dependent var</td>
<td>-0.017653</td>
<td></td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>-0.083175</td>
<td>S.D. dependent var</td>
<td>0.023037</td>
<td></td>
</tr>
<tr>
<td>S.E. of regression</td>
<td>0.023976</td>
<td>Akaike info criterion</td>
<td>-4.491984</td>
<td></td>
</tr>
<tr>
<td>Sum squared resid</td>
<td>0.006898</td>
<td>Schwarz criterion</td>
<td>-4.400690</td>
<td></td>
</tr>
<tr>
<td>Log likelihood</td>
<td>33.44389</td>
<td>F-statistic</td>
<td>0.001752</td>
<td></td>
</tr>
<tr>
<td>Durbin-Watson stat</td>
<td>1.751210</td>
<td>Prob(F-statistic)</td>
<td>0.967305</td>
<td></td>
</tr>
</tbody>
</table>
Figure 4.6: VEC UK

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>EC_UK(-1)</td>
<td>-0.344593</td>
<td>0.106232</td>
<td>-3.243769</td>
<td>0.0101</td>
</tr>
<tr>
<td>D(UK_P(-2))</td>
<td>0.165128</td>
<td>0.043351</td>
<td>3.809057</td>
<td>0.0042</td>
</tr>
<tr>
<td>C</td>
<td>-0.024174</td>
<td>0.004693</td>
<td>-5.150646</td>
<td>0.0006</td>
</tr>
</tbody>
</table>

R-squared: 0.678224  Mean dependent var: -0.018472
Adjusted R-squared: 0.606718  S.D. dependent var: 0.024831
S.E. of regression: 0.015572  Akaike info criterion: -5.274362
Sum squared resid: 0.002182  Schwarz criterion: -5.153135
Log likelihood: 34.64617  F-statistic: 9.484881
Durbin-Watson stat: 2.514630  Prob(F-statistic): 0.006081
Figure 4.7: VEC Germany
Chapter 5

Conclusion

In the past there have been many studies on gasoline demand elasticities, sometimes with contradictory results. For example Espey (1998) argues that the periodicity of the data does not affect the elasticities in general, while Dahl and Sterner (1991) come to the result that models using monthly or quarterly data maybe more unreliable than those who use yearly data. A common finding of these two meta-analyse is that income and price are the main factors influencing gasoline demand. Dahl and Sterner (1991) describe models which do not include both variables even as misspecified. Taking these recommendations we built our model correspondingly. Since the aim of this study has been to compare different elasticities regarding time and country we stick with this rather simple model.

For the U.S.A. the estimations for the long-run equilibrium relationship show a decisive change from 1975 - 1981 to 2001 - 2006, which mainly confirms the findings of Hughes et al. (2006). The influence of income declined, concerning the EG-2 estimator, from 0.61 to 0.41, but the change for the coefficient of income can not be considered as significant. The coefficient of price changed significantly from -0.36 to -0.03. One possible interpretation of these figures is that dependence on gasoline has increased and that for drivers for example it is more difficult to switch to alternative ways of
The corresponding vector error correction models state the speed of adjustment to the equilibrium relationship. It changed from -0.91 to -0.61 but because of the overlapping confidence intervals this change cannot be considered as significant.

Another point that should be noted is that coefficients for the error correction term are very high. For the period 1975 - 1981 this would mean that 91% of the deviation from the equilibrium are adjusted after one month.

The repetition of the estimations, using the ML-estimator developed by Johansen (2006) confirmed the results widely. The coefficients for income changed from 0.41 to 0.36, here again the change is not significant. The coefficients for price of -0.37 to -0.04 are almost identical to those obtained by the EG-2 method.

Despite some difficulties, with showing that elasticities have changed, the first part of the study has achieved its goal.

The part for European demand delivers less substantial results. We started again with the EG-2 estimator. Austria had to be excluded due to not matching orders of integration. The remaining comparison between Germany and UK did not contain income as an explanatory variable for the same reason. The long-run relationships for these countries show significant differences. While for Germany the coefficient of the price is -0.73 for the UK it is -0.3. Therefore it can be said, concerning the EG-2 method, that German consumers react stronger to price changes than British consumers.

The VECM for the UK delivers with an ec-term of -0.34 a reasonable result, but as in the US part a lagged change of price appears with an unexpected sign. For Germany the error correction term is insignificant when taking demand as the dependent variable, but significant for the price.

The estimations from the ML-estimator deliver a price elasticity for the UK of -0.42, so not significantly different from the results from the EG-2 estimator. The outcome for Germany however is contradictory. The EG-2
approach confirms the existence of a cointegration relationship, while the Johansen cointegration test rejects it. This result does not catch us completely by surprise since Banerjee et al. (1993) explains that the EG-2 estimator tends to be strongly biased in small samples. Our study seem to confirm this finding. For the U.S.-section, where we investigated on time series with 84 observations, the results delivered by the Engle-Granger 2 step estimator are very close to the ones from the ML-method. But for the Europe section, where only 15 data points have been available per time series, the results are contradictory.

The findings for Europe must be described as less meaningful. This is most likely for two reasons. First, the data available for this study was restrictive concerning the time period and therefore the degrees of freedom in our estimations are very low. Additionally some time series behaved unexpectedly. For example the real retail price for Austria turned out to be stationary.

The second reason might be a possible misspecification of our European models. At the beginning of the European section we stated the findings of Pock (2007), that when estimating models for gasoline demand in Europe, one should include a variable that captures the increasing spread in diesel powered cars. Not doing so could have led to misleading results.

Summarizing it can be said that this study delivers some answers concerning gasoline demand, but opens up questions for possible future studies. To research why elasticities changed in the U.S.A. or why price, income and demand are not cointegrated for Austria and Germany might be of some interest. But therefore more empirical research is necessary.
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Abstract

The recent spike in the price of gasoline has shown its economic importance. The reaction of consumer behavior to turbulences in the gasoline price has important implications for policy makers. Not just for ecological reasons, but also the economic dependence on gasoline seems to be of some interest. There have been many studies on the elasticities of gasoline demand, but most of them focus on the period of the late 1970’s. In this paper, we investigate if there has been a change for gasoline elasticities. We compare the period 1975-1981 with the recent period 2001-2007 for the U.S., using the method of cointegration and vector error correction to investigate the long run relationship and the speed of adjustment. In the second part we investigate if the gasoline elasticities differ between countries, comparing Austria, Germany and Britain.