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Abstract

English

In this master’s thesis a simple, constraint-based skin simulation for faces is presented, which is independent of face meshes or the way they were obtained. Furthermore, a muscle simulation presented as well, which deforms a face mesh in an efficient and simple manner. The basis for both simulations is the master’s thesis of Leon Beutl from 2011 and a paper written by Leon Beutl and Helmut Hlavacs in 2012. The approaches presented in these works had been revised and adapted with the goal of integrating it into a bigger project, namely a Virtual Reality conference room, in mind. In scope of this task, a showcase application was written to demonstrate the skin and muscle simulations, to examine the feasibility of a port from OGRE to Unity, as well as to highlight the difficulties which can be expected. Furthermore, to allow greater reusability, the mathematical calculations needed for the skin and muscle simulations had been detached from the showcase application, which will allow future projects to make use of the results of this thesis in a straightforward manner.
Deutsch
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1 Introduction

1.1 Motivation

One of the most intriguing and challenging usages of computer graphics is the realistic simulation of human faces. The application areas are numerous. Perhaps the biggest sector is the entertainment sector. Animated faces are a must-have for 3D animated films, while they are encountered more and more often also in live-action film productions for animated characters. Video games rely almost exclusively on animated characters, being another big field of application for animated faces. Recently, there has also been a surge of animated avatars for various communication channels, especially in combination with the growing Virtual Reality sector, like for example Facebook Spaces [25]. There are, however, also other sectors besides the entertainment sector, which can make good use of a simulation of a human face. For medical purposes it can for instance be a very helpful tool to have an animation of a patient before surgery, or having a schematic head, on which for instance the workings of the facial muscles or the characteristics of human skin can be analyzed and taught.

In particular in applications, where an actual human being shall be realistically represented, difficulties frequently arise. While making animated faces soon are by all means and purposes recognizable as human-like and thus eliciting a positive reaction, increasing with the quality of the animation, this reaction at one point drops sharply. While still unmistakably human, the now rather minor differences seem to feel more repulsive to the viewer, thus eliciting either a rather negative emotional response or simply disbelief. This phenomenon goes by the name "Uncanny Valley" and is known from the field of robotics and has been described already in 1970 [16]. This valley can be bridged by further increasing the quality of the animation, eliminating more of the imperfections of the animated face.

One of the most important factors for making a face believable, are wrinkles in the skin. Whenever a facial muscle is moved, human skin on the face wrinkles to a certain degree, which depends on the contracted muscle as well as how strong the muscle is contracted. These wrinkles are important for
conveying emotions and are perceived as natural for the human observer. Animated faces without or with a rather simplistic wrinkle generation may be able to convey what emotion is supposed to be shown, but such a face will not be perceived as natural. The smoothness appears too artificial and unnatural.

In [3] and its extension [12], a fairly convincing method for muscle and skin simulation was presented, with the advantage of being computationally cheap in comparison to several other methods. The muscles for a face need to be positioned by hand, which is a time-consuming and difficult process. However, from then on, the calculations for the muscle contractions and skin deformations are rather simple to perform. This is made possible by the absence of springs and by muscles which are not anatomically fully correct but are sufficient for the simulation. Another big advantage is that this approach works for every face in the same fashion, without a need to adjust anything besides the facial muscles for a new face.

As mentioned above, Virtual Reality is one of the application fields for facial animations and is the big newcomer. With its recent boom, a host of applications has been developed and is still in development, while the same can be said about VR glasses like the Oculus Rift [29] or the HTC Vive [26]. Given the technical possibilities offered by VR, the immersion is far greater than with "conventional media". The user feels to be in the middle of the scenery and is able to observe it in a natural way with head and eye movements, and not with rather unnatural input via consoles, keyboards or a mouse. Furthermore, the user can even interact with the scenery, often with motions much more truthful to real life than via aforementioned input devices.

However, right because of this greater immersion, it is very important to not allow the setting to break this immersion, which may happen easier with elements looking odd or unnatural. An unrealistic face of a character interacting with the user in this manner most likely can be counted among destroyers of the suspension of disbelief.

1.2 Research Question and Problem Description

The research question of this master’s thesis is: Is it possible to enhance the work of [3][12] in a way to use it with more modern technologies in order
to be usable for a VR setting with focus on a virtual conference room, and if yes, can it be improved?

The work presented in [3] was written in C++ as an OGRE application. OGRE did not offer any VR support at the time this thesis was written. Thus, a new environment needed to be found, which would allow these facial calculations to be run also as a VR application. Furthermore, to allow greater reusability, the mathematical calculations needed to be separated from the presentation itself, preventing the need to extract the mathematical aspect of this project another time in the future.

While the performance of the OGRE project was satisfactory, it was needed to determine whether at least the same performance could be kept, while an improvement in speed, believability of the face or both, was desired.

The idea behind the VR conference room is that a virtual conference room would be created, in which the user would partake in a conversation with other people. There would be two advantages over a video conference. The first advantage would be the enhanced experience. Instead of just seeing the conversation partner on a screen, the user would have the feeling to physically be within the same room as the other involved party or parties, giving an enhanced feeling of closeness. For this reason, it is important to have believable faces with believable facial expressions, lest the experience be perceived of lower quality, perhaps even inferior to classic video-telephony.

The second advantage would be the greatly reduced amount of data, which needs to be exchanged between the partaking parties. Instead of encoding, sending and decoding large video information, the virtual conference room would merely send parameters for facial expressions. This handful of values would then be taken as input for the communication partner, which would locally calculate the facial expressions. Naturally, the audio component would not be affected.

The creation of a face mesh was not a part of this thesis. While writing this work and the application accompanying it, the author made use of provided face meshes. Likewise, the definition of muscles is not done in the scope of this thesis - these were, again, provided.

However, it should be possible to work not only with a predefined set of faces, but instead with any given face. The results of course may vary, depending on the quality of the face.
2 Related Work

A good overview of the various approaches to facial animation and modelling has been laid out in [8], classifying them into several categories. However, there the focus was mainly on the modelling of faces, whereas skin wrinkles are given less attention.

2.1 Shape Interpolation

The oldest approach is shape interpolation, which also goes by the names of blend shapes or morph targets. As Parke describes [17], this technique can be accurately compared to classic animations, in which a head artist draws the key poses for a character, and then passes these on to an assistant, who draws the frames in-between. With Shape Interpolation, the artist creates the key poses, while the frames in-between are calculated.

The artist manually repositions vertices of the face to create facial expressions. These deformations of various parts of the face are stored. Each necessary facial action, like raising an eyebrow, pulling the corner of the mouth etc., needs to be considered in this process. With these deformations, blend shapes are created, to which certain weights are assigned. To obtain a facial expression, the face in its neutral state is deformed by using the blend shapes, making use of the weights [3][12]. The simplest way of calculating these frames between the neutral face and the desired facial expression, is linear interpolation [2][19], although cosine interpolation [23] can be used as well, as well as a host of other options.

The big advantage of shape interpolations is that, once all preparatory work has been set up, they are fast, and it is easy to create primitive facial animations with them. The disadvantages however are that either an artist must sculpt a face, or a face needs to be generated via live capturing. The key frames need to be created by an artist as well, which is a tedious and unforgiving work. This work is made harder the higher the resolution of the face is, since the number of vertices, which need to be repositioned, grows. This means that shape interpolation depends a lot on an artist’s skill. Moreover, this process needs to be done for every used face [3][8][12].
Shape interpolation is still commonly used. Most animation software like Maya or Blender offer this technique, with shape interpolation having seen use in blockbuster movies like Lord of the Rings or Star Wars [8].

2.2 Free Form Deformation

The approach of free form deformation (FFD) attempts to overcome some of the mentioned drawbacks of shape interpolation. The face is approximated by a simpler shape, which is embedded in a three-dimensional control point lattice. This control point lattice has several control points, via which the model can be deformed by changing the positions of the control points. Usually this lattice is of a cubic shape [20]. However, the method of extended free form deformation uses a cylindrical lattice for additional flexibility of shape deformation [7].

Rational free form deformation adds weight factors to the control points, allowing to deform the face via changing the weight factors instead of the positions of the control points [21].

In [11] a combination of FFD and MPEG-4 is proposed, making use of the Facial Animation Parameters and Facial Definition Parameters, which are supported by that video standard. That way not only the generation of facial expressions was achieved, but also the generation of different faces by deforming a base face.
The main advantage of all three variants of this approach is that the deformation of the face is independent of the specifics of the model surface, given that it is completely calculation based. Thus, a higher resolution of the face does not mean more manual work. The disadvantage however is that no precise muscle and skin simulation can be achieved, given that only the surface is being manipulated [3][8].

2.3 Performance Driven Facial Animation

An entirely different route is taken by the approach of performance driven facial animation. For this approach, an actor is needed, whose facial expressions are recorded with the help of markers on the actor’s face. The recordings of the marker movements are then translated to a face model, which has corresponding markers. Since these systems often run in real-time, the actors can watch the results of their work immediately, thus allowing them to adjust their facial expressions for more desirable results.

In [4] there can be seen an implementation of performance driven facial animation. Three optical properties were defined for the creation of facial expressions: course scale properties represented the movements of muscles (pulling a lip corner etc.); spatial scale properties were wrinkles created by skin compression; and fine scale properties were small details of the skin (freckles, pores, etc.). With commercial scanning software the face model was created at a resolution of 500k-700k vertices, while another scanning system, consisting of six cameras, was used to track facial motions. Facial markers, in the form of 80 to 90 blue dots, were painted on the face of the actor. With this setup, the facial expressions could be tracked and mapped to the face.
However, in order to also generate wrinkles, bright colours needed to be applied at the actor’s face, so that the contrast would even out more.

![Figure 3 Tracking of facial expressions and wrinkles [4].](image)

In the extension [5] of [4], a data driven approach for the creation of wrinkles was proposed. Around 100 handling vertices were defined, which could either be matched with tracking data, or could be manipulated by an artist. The wrinkles were no longer created in real-time but were instead taken from an example database, filled with example poses of the actor.

Position differences of the handle vertices were captured during the facial expression performance of an actor. These position differences were then used to define a set of strains, with which skin compression would be represented and which would be used then to calculate wrinkles. The shorter the distance between the vertices, the more pronounced the wrinkles become.

The results of [4] and [5] are very satisfactory.

To obtain performance driven facial animation of higher quality however, facial motion capture is needed. For this a high number of cameras are needed, which track the facial expressions of an actor, which are then either converted into blend shapes or used to drive muscle simulation [8][12].

While this is not commonly used for real-time applications, it is an often-used method in the movie industry, although it has also seen some use in the video game industry.

A good example can be found in “The Digital Emily Project” [1], which had the goal to create a synthetic face of such a quality, that it would easily be mistaken for a real one. A female actor was placed into a lighting cage with 156 LED lights and 15 cameras, while 40 small markers were drawn on her face with a make-up pen. The actress performed 38 facial expressions, which were based on Paul Ekman’s Facial Action Coding System [10].
Multiple photos were taken of the face, capturing the face and its skin details, down to the stretching of skin pores. These photographs were then converted into different texture maps (like specular maps), storing the amount of light reflections, as well as normal maps, storing fine skin details. Each facial scan provided a face model with approximately three million polygons.

However, from these face models, lower resolution meshes of about 4000 polygons were created. These lower-resolution meshes were to resemble the neutral face positions and naturally lost information due to the downsampling, which is why the texture maps were necessary in order to be able to preserve that information. Then blend shapes were created from the face scans, using the marker points on the actress’s face.

Finally, the actress could drive these blend shapes by a video performance. The resulting video showed a phenomenal result.

The big disadvantage, that must be noted for this approach, is that it has a cost-intense setup.

### 2.4 Muscle Models

The vector muscle model developed by Keith Waters was another approach in 1987 [22]. The idea was to approximate the behaviour of facial muscles, using merely two muscle types for this: the linear muscle (sometimes also called parallel or vector muscle) and the sphincter muscle. The linear muscle, which is used for most of the facial muscles, consists of two parts – a surface part, which is pulled to the fixed point at the skull. Despite the not overly complicated principle, a good variety of emotions for a face could be created.

The linear muscle is conically shaped, with the tip of the cone being the point fixed at the skull, while the wide base of the cone is the surface part. To define such a linear muscle, two points are needed: one for the fixed endpoint at the skull, and one for the middle point of the base of the cone. Furthermore, an angle is needed, which defines the width of the cone, thus also the area of influence.

The sphincter muscle is of an ellipsoid shape, pulling towards the centre. The sphincter muscle is used only for the circular muscles around the eyes and the mouth. To define a sphincter muscle, a centre point is needed, as well as three radii for the ellipsoid.
The advantage of muscle simulations like Waters’ vector muscle model is for one their independence of the resolution of the model, and on the other hand the ease of adjustment for different faces, since the facial expressions are not surface based.

Figure 4 A face in the neutral position and displaying happiness [22].

The disadvantage of this approach is the time consuming and unforgiving task of positioning of the muscles, given that already minor mistakes can lead to very unrealistic deformations. Often it is a tedious task of trial and error.

A method similar to Waters' model was used for Pixar's short animated film "Tin Toy" in 1987 [18].

An improvement on Waters’ work was presented in 2003 [6]. The main concern of this work were the unrealistic vertex deformations in cases where multiple muscles influence the same set of vertices. The entire head model was divided into eleven regions, and it was determined, that more expressive regions like the forehead need more vertices than rather static regions like the back of the head. Furthermore, another pseudo muscle was introduced to simulate jaw rotation.

The problem with multiple muscles affecting the same vertices, which [6] set out to rectify, was that vertices could leave the zone of influence of one of the affecting muscles, which would then cause abrupt changes in deformation, producing unrealistic results. To combat this occurrence, parallelism for the muscle contraction was suggested for the muscle contraction, thus not applying the full contraction forces of each muscle on top of each other, but rather applying smaller forces until no contraction force is left anymore. This approach turned out to be effective and produced more realistic deformations in cases where several muscles influenced the same vertices.
[6] also dealt with the question of wrinkle generation in combination with Waters’ Muscle Model. The assumption is made, that muscles align with the skin. Thus, a certain number of wrinkles is predefined for each muscle, as are their heights. After applying muscle contraction, the wrinkle amplitude is calculated and added to the force repositioning the vertex. This rather simple technique adds a bit to the achieved realism.

Waters and Terzopolous [24] later introduced a more complex muscle model, called layered spring model. It was designed to model anatomical facial features, which are implemented as a three-layer model and represent the bone layer, the fatty tissue layer (also called “dermis”) and the skin layer (also called “epidermis”). The face is to be approximated by a point lattice,
with the points being connected by springs. Mimicking the properties of actual human skin, the points of the outer layer (skin/epidermis layer) are connected with rather stiff springs, offering moderate resistance to deformations. The middle layer (fat tissue/dermis layer) points are connected with highly elastic springs, making them highly deformable. The inner layer (bone layer) points are connected with highly resistant springs, allowing for very little deformation. Similarly to the linear muscles in [22], the layered spring model defines muscles with a point attached to the bone layer and another one attached to the skin layer. All muscle contractions are computed and the points moved, depending on the weighted sum of their influencing forces, for the animation of the face model.

In [3][12] the approach of [22] was taken a step further. Likewise an approach of muscle simulation which deforms the surface, one more muscle type was added – the rotation muscle. This muscle type was deemed necessary to perform the opening and closing of the lids, whereas using a linear muscle produced unrealistic results, giving the appearance of the lids being drawn inside the head, and for the rotation of the lower jaw. However, given that the shapes of the areas to be rotated varied greatly, two subtypes were devised, namely the lid muscle, and the jaw muscle. The difference between these two types is mainly the shape, though in terms of calculation they are almost identical. The lid muscle is, like the sphincter muscle, an ellipsoid, which means that the same parameters are needed to define it. The jaw muscle has the shape of a cube, meaning that an origin point is needed, as well as length, height and width. The muscles were based on the FACS model by Ekman [10].

To create believable wrinkles, a solution for the skin was needed. Soft-body simulation, commonly used to simulate cloth, was adapted for the skin simulation, with a few minor changes. Unlike cloth however, the human skin does not react that noticeable to external forces, like gravity or wind. The skin should therefore not hang loosely. Given that this work focused on the creation of expressive wrinkles, the influence of external influences was dropped entirely.

A toolbox was created to showcase the abilities of this approach, which shows satisfactory results.
In [13] a similarly complex face simulation can be found with the aim to build animated, anatomically correct head models. Unlike [24], a five-component model was used. The first component was the skin surface, represented by the triangle mesh. It was built with the idea in mind to give more expressive regions of the face more polygons (see also [6]). Under the skin layer there is a layer of muscles, which is modelled as an array of fibres with the ability to contract in a linear and circular way. The next layer was built around a model representing the human skull. This is used only for the initialisation of the muscle layer and is not present during the animation. These three components, which form layers similar to [24], were then connected through a mass-spring system, with each vertex being assigned a certain mass and being connected to the underlying muscles by springs. The next component is represented by separate models for eyes, teeth and the tongue. Finally, during the creation of the head model, landmarks were placed on the skin surface, with corresponding landmarks also placed on the skull. The reason for this was to generate an offset between skin and skull, which would be maintained also during animation.

In order to animate the face, the contraction values of the muscles are changed, and the resulting forces directly applied to the skin mesh. Given that the muscles are automatically calculated from the space between skull and
skin, a recalculation after the skin surface deformation is used to visualize their contraction.

\section*{2.5 Wrinkle Creation}

Wrinkle maps are an approach to generate wrinkles on animated faces and are commonly used in video games. In a similar way as normal maps, these wrinkle maps are laid over the texture of a face when the wrinkles should appear. By regulating the transparency of the texture, a smooth transition can be achieved, preventing a sudden appearance of wrinkles.

A wrinkle map is usually created by an artist during the modelling process of a character. A high-resolution sculpture is built first, from which later a low polygon version is derived. The high-resolution sculpture however contains such details, that it can provide wrinkle information of the skin, which in turn makes it possible to calculate the wrinkle maps from it.

However, this approach makes the wrinkle maps dependant on the character. In order to mitigate this problem, an easy wrinkle map acquisition technique was devised by [9], obtaining the information needed for wrinkle maps from a real person and mapping them to any mesh character.

The same face is recorded in different poses, with the wrinkles being calculated by the illumination differences on the face. To obtain the best possible pixel matches between two poses, a deformation algorithm was developed, which makes use of manually placed markers. On top of that, Gaussian smoothing is performed, with the aim of reducing noise in regions of interest, which are marked with a simple painting tool. The wrinkles are then calculated by approximating the light source as coming from the camera direction, while also assuming that the skin is a diffuse surface. Finally, via interpolation the marked space is mapped to the equivalent texture space of the character mesh, making once more use of manually placed markers.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{wrinkle_acquisition}
\caption{Wrinkle acquisition by calculating the illumination differences.}
\end{figure}
It should be noted that this approach serves only the acquisition of wrinkles, but not of a whole face.

A solution for creating wrinkles by mesh deformation was presented by [14]. A planar wrinkle curve is defined by an origin point, a target point and the distance between these endpoints. By pushing the origin point towards the target point, wrinkles are gradually created. Control points can be defined between the origin and the target point, each of them representing a wrinkle to be created.

When the origin point is pushed towards the target point, the control point positions are recomputed with the aim to keep the rest length of the planar wrinkle curve constant. That way the surface is bulging.

Using this approach is quite straightforward. The control curve needs to be drawn over an arbitrary region of influence, no specific prerequisites need to be fulfilled. The curve anchors to the underlying mesh, with all vertices in the influence zone being attached to the nearest control point. The vertices are now manipulated depending on their nearest control point.

![Figure 8 Wrinkle curves explained and in action.](image)
3 Theoretical Discussion

Basing this thesis on [3] [12], the main approach and structure was found to hold great merit. The task at hand can be split up into the skin simulation and the muscle simulation, with the muscle definitions being based on the Facial Action Coding System [10].

This approach has several advantages. Compared to most other approaches laid out in the Related Works section of this thesis, it is not computationally expensive and does not require much preparation, save for the creation of the face mesh and the muscle data. It is also rather simple.

Additionally, by splitting the task into a skin and a muscle simulation, which are independent of each other, a great measure of exchangeability is achieved, which may prove very fruitful for eventual future work in this field.

Mathematically this thesis follows [12] more closely, since a number of improvements and corrections were undertaken by the authors after [3]. A few improvements are included as well, though this thesis largely follows the paths laid out by the mentioned works.

3.1 Skin Simulation

In order to be able to create a realistic animation of facial expressions, an appropriate skin simulation is needed. This simulated skin must not only be respondent to forces generated by facial muscles, but it must at the same time create wrinkles, so that believable facial expressions can be created. As described in the Related Work section of this thesis, there exists a number of solutions for this problem. Some of them, however, are computationally expensive, while others require a lot of manual preparation work for each face.

[3, pp. 17-22] points out that there is an object behaving somewhat similar to skin - cloth. Cloth, like skin, needs to wrinkle when compressed in order to look believable. For a, at least visually, correct simulation of cloth, jelly, or other soft bodies, an aptly named physics simulation called soft body simulation [15] is needed.
Soft body simulation differs in a number of points from solid body simulations. Forces which are applied on a solid body, move it as a whole. They are not elastic, meaning that they do not deform as a reaction to forces, nor do they deform upon collision with another object or let that other object pass through.

Soft bodies on the other hand behave quite differently. A soft body can very well be deformed or give in to a force or another object upon collision, meaning that they are elastic. This is achieved by treating every single vertex in the mesh of a soft body as a separate entity (or, indeed, a solid body), each of them being valid targets for forces to be applied on.

However, the description of soft body simulations above is not yet complete. Soft bodies need to be able to give in, but not allow other bodies to actually go through them. Furthermore, once a force stops affecting the soft body, it should move back into a rest position in order to truly fulfill the requirements of elasticity. To achieve this, it is common to use various springs and constraints.

Springs usually include structural springs, whose task it is to keep the horizontal and vertical distances between vertices, diagonally placed shear springs, which prevent the mesh squares from forming flat diamonds, and bend springs for the bending stiffness of the soft body [12, p. 2]. These springs react to external forces, like gravity or collisions with other objects.

Constraints are another element in this model, which generate forces to keep certain characteristics of mesh vertices or edges and which need to be
fulfilled at any given time. If they are not fulfilled, they generate a force to counter this state, until they are fulfilled. Most commonly used are point constraints, which keep a vertex fixed at its place (for example the part of the flag fixed to a flagpole), or linear constraints, which demand that the edges between vertices maintain their rest length.

The approach described above works very well for cloth simulations. In the case of skin simulations, a few adjustments need to be made. Since the scope of [3] was to create expressive wrinkles, which is also the goal of this thesis, external forces, for example gravity, were ignored. As pointed out in [3, p. 22], for aging skin this approach may need an update as it does indeed hang loosely, but for now this is out of scope. By eliminating external forces, the need for shear springs is not given, since there is no force which actually could flatten the squares to diamonds.

The linear constraints in fact already do what would be done by structural springs, which leaves no reason to keep them around.

Point constraints, as described above, are not usable for the skin simulation, since they fixate a vertex to its position, preventing it to ever leave it. Instead, a position constraint was developed, which tries to keep a vertex at its original position, but does not prevent it from moving away. Instead, a force is generated, which pulls the vertex back to its original position in case that it moves, which also satisfactorily implements elasticity [12, p. 3].

And finally, bend springs would not work well on faces, which may very well be asymmetrical. They would produce too different results for each half of the face [12, p. 4].

The described skin simulation, which is being used and adapted by this thesis, thus makes use of no springs at all. Instead, three different kinds of constraints are used: the aforementioned linear and position constraints, as well as the muscle constraint, which simulates the forces generated by the various facial muscles.

### 3.1.1 Common Math for Constraints

All of these constraints work essentially the same way, which can be shown with this base formula:

\[ f = M \times Dir \]
With \( f \), the force generated by a constraint is denoted. \( M \) means the magnitude of the force. \( \text{Dir} \) denotes the force direction.

Every force generated by the constraints affecting a particular vertex, needs to be added to a common net force. This net force is added to the vertex position after all constraint forces of an iteration had been calculated. However, some weighting must be introduced as well, which is done by simply dividing the resulting net force by the number of forces affecting the vertex.

\[
V_{\text{curr}}' = V_{\text{curr}} + \frac{\sum_i f_i}{l}
\]

This does not apply to muscle constraints though, for which no weighting must be introduced. The reason is that the muscles affecting the same vertex would otherwise cancel each other out, even if inactive.

Obviously, the constraint forces not affect each other within the same iteration during their calculations.

### 3.1.2 Linear Constraint

The linear constraint is a constraint which tries to keep mesh edges at an optimal rest length. It is thus the only constraint, which affects two vertices at the same time, given that an edge in the mesh must have exactly two vertices, which it connects.

As mentioned, the aim of this constraint is to keep the mesh edges at their optimal rest lengths. As the optimal rest length, the mesh length during initialization is taken. At this time, the face is still in a neutral, expressionless position. Whenever a force now moves one or both vertices of the linear constraint, the length of the edge is changed. The vertices will either move closer together, or drift further away. At this point the linear constraint develops a force, which counters this development, pushing the vertices either further away from each other when they got too close, or pushing them closer together when they drifted away from each other.

The role of the linear constraint is to actually create the wrinkles by preventing the vertices to get too compressed, which would mean that they would be allowed to overlay each other, which in turn would mean that surfaces would stay very smooth. Since human skin does not work that way, it has to evade the force to the sides. By enforcing the initial distance between
the vertices despite other forces affecting them, the vertices are bound to at some point evade to the side in order to fulfil this constraint, thus giving the skin its wrinkles.

Every mesh edge of the face must have exactly one linear constraint. Every vertex in the face must have a number of linear constraints. They must have at least two linear constraints and thus two edges, since otherwise mesh triangles could not be formed, or three when working with mesh rectangles. While there is no real upper limit, it appears to be rare to have more than eight linear constraints affecting it [3, p. 23].

![Linear constraints in action](image)

**Figure 10** Linear constraints in action [3, p. 24].

### 3.1.2.1 Calculation of the Linear Constraint

For calculating a linear constraint, the initial and current positions of the two vertices connected by a mesh are needed, which will be called $V1_{init}$ and $V2_{init}$, as well as $V1_{curr}$ and $V2_{curr}$ respectively.

To calculate $M$ for a linear constraint, the initial distance between the two vertices needs to be subtracted from the current distance:

$$M = Dist_{curr} - Dist_{init}$$

As a quick help, the formula for calculating the Euclidean distance between two vectors - the coordinates of a vertex ultimately are a vector - is presented here. The presented example works with the initial positions, though, obviously, this works the same way in all cases.
\[ \text{Dist}_{\text{init}} = \sqrt{(V_{1\text{init}x} - V_{2\text{init}x})^2 + (V_{1\text{init}y} - V_{2\text{init}y})^2 + (V_{1\text{init}z} - V_{2\text{init}z})^2} \]

The bigger the difference between \( \text{Dist}_{\text{init}} \) and \( \text{Dist}_{\text{curr}} \), the higher \( M \) will be, which translates to a stronger developed force. If \( M \) is a positive value, the two vertices of the mesh edge have drifted away and will, as a result, be pushed towards each other. If \( M \) is a negative value however, the two vertices have actually come closer to each other and will thus be pushed away from each other.

The direction \( \text{Dir} \) of the force is calculated from \( V1 \) to \( V2 \). For this \( V1 \) needs to be subtracted from \( V2 \), with the result being normalized. Naturally, the current positions are to be used.

\[ \text{Dir} = \frac{V_{2\text{curr}} - V_{1\text{curr}}}{|V_{2\text{curr}} - V_{1\text{curr}}|} \]

In order to normalize a vector, each of its components need to be divided by the vector length. If the length happens to be zero, \( \text{Dir} \) becomes a zero vector.

\[ V_{\text{length}} = \sqrt{V_x^2 + V_y^2 + V_z^2} \]

With \( M \) and \( \text{Dir} \) calculated, they can be put into the constraint base formula. There is however a peculiarity, which needs to be taken into account.

\[ f_{\text{lin}} = 0.5 \times M \times \text{Dir} \]

Given that this generated force needs to push two vertices around, it needs to be multiplied by 0.5, since the whole force needs to be split evenly between both vertices.

Another peculiarity resulting from the fact that two vertices are affected, is that the generated force needs to be added to the net forces of both vertices.

\[ F_{1\text{net}} = F_{1\text{net}} + f_{\text{lin}} \]
\[ F_{2\text{net}} = F_{2\text{net}} - f_{\text{lin}} \]
Given that the force developed by a linear constraint needs to push the vertices into opposite directions, it needs to be added to the net force of one vertex, while subtracted from the net force of the other. It is important to keep in mind that the force needs to be added to that vertex, which has been used as the starting point for the direction, and consequently subtracted from the other. Otherwise the vertices would drift even further apart, if $M$ is positive, or come even closer, if $M$ is negative.

### 3.1.3 Position Constraint

The position constraint aims to keep a vertex at its original position. This means that whenever a vertex is moved away, the position constraint will develop a force to push the vertex back to its initial position. The further the vertex moves away from its original position, the stronger this push will be. That way the position constraint also keeps the model from deforming in completely unrealistic ways, i.e. by widening the face with a smile – the force generated by the position constraint prevents this.

The reason behind the position constraint is to simulate the elasticity of the skin. Human skin can be deformed but will always return to its rest state once the force which deformed it dissipates. Skin can also not be stretched endlessly, which is another point simulated by the position constraints.

![Figure 11](image-url) Position constraints in action [3, p. 23].

To calculate a position constraint, merely the force direction as well as the skin elasticity are needed. The direction is being calculated from the current to the initial position of the vertex, with the desired rest direction being zero,
meaning that current and the initial position are equal. The skin elasticity is a constant, which is determined before the actual simulation and does not change anymore.

Every vertex of the face must have exactly one position constraint.

3.1.3.1 Calculation of the Position Constraint

The only things that are necessary to be able to calculate the position constraint for a given vertex, are the initial position $V_{\text{init}}$ and the current position $V_{\text{curr}}$ of that vertex, as well as the skin elasticity, as mentioned above. The skin elasticity is designated $\alpha$. For $\alpha$ the following applies:

$$\alpha \in [0, 1)$$

Obtaining $M$ for a position constraint is easy, as it equals the skin elasticity. This means that the higher the value of skin elasticity, the stronger the force developed by the position constraint will be, while a lower value will allow further stretching, since the counter force will not be that strong.

$$M = \alpha$$

$Dir$ is calculated simply by subtracting $V_{\text{curr}}$ from $V_{\text{init}}$, since the vertex shall move from its current position towards its initial position. Unlike for the linear constraint, the resulting vector is not normalized.

$$Dir = V_{\text{init}} - V_{\text{curr}}$$

The formula for the position constraint can thus be written also in the following way:

$$f_{\text{pos}} = \alpha \times (V_{\text{init}} - V_{\text{curr}})$$

3.1.4 Muscle Constraint

The muscle constraint is what actually gets things into motion. It is the constraint responsible for letting muscle contractions take effect on the face.

Each muscle has an area of effect, with which it is determined during initialization, which vertices are being affected by the muscle. Upon contraction, all affected vertices are moved. This causes the position and linear constraints to stop being satisfied, in turn making them generate forces
to get back into a satisfying state. Once the muscle stops contracting, the affected vertices return eventually to their initial positions.

Every vertex can be affected by multiple muscles. Every muscle can affect an infinite number of vertices.

3.1.4.1 Calculation of the Muscle Constraint

To calculate a muscle constraint, a target position $V_{tar}$ in addition to $V_{init}$ is needed. The target position is the position, to which the vertex would be moved if the force of the muscle associated with the muscle constraint would be unopposed. It is obtained via the muscle calculation, which is done differently for every muscle type.

$\text{Dir}$ is being calculated by simply subtracting $V_{init}$ from $V_{tar}$ as the vertex is supposed to move towards the target position. Like with the position constraint, $\text{Dir}$ is not normalized.

$$\text{Dir} = V_{tar} - V_{init}$$

Since $M$ is always 1 for muscle constraints, the constraint formula can be also written as:

$$f_{mus} = V_{tar} - V_{init}$$

3.2 Muscle Simulation

The facial muscles, which are represented in the muscle simulation presented by this thesis, need to be categorized into different types, based on their shape and effect upon contraction.

Since this work is based heavily on Waters Muscle Model, two of the three types are taken from [22]. These types are the linear and the sphincter muscle. A third type was introduced by [3][12], namely the rotation muscle. The addition of this type had been necessary, since eye lid and jaw movement could not be handled well with Water's model, with the eye lids for example appearing to be straightly pulled into the skull [3, p. 30], giving an unrealistic look. However, due to the shape difference of the lids and the jaw, this muscle had to be split further into the lid muscle and the jaw muscle.

The result of each muscle calculation, triggered by muscle contraction, is the target position $V_{tar}$, which is needed for the muscle constraints. The base
for the calculation always has to be $V_{\text{init}}$, as otherwise the results would not be predictable.

The contraction strength is named $K$, sometimes also referred to as muscle spring constant. In this work it is assumed that the contraction strength is given as percentage in the following form:

$$K \in [0, 1]$$

### 3.2.1 Linear Muscle

The linear muscle, sometimes also called vector muscle, is the most common type of muscle in the face model. This muscle type is used for all muscles, which pull on a section of the skin surface. The linear muscle is one of the two muscles defined in [22].

The linear muscle consists of two points. The origin point of the muscle is attached to a bone, which means that it remains static during contraction. The endpoint is attached to the skin and is pulled towards the origin point during contraction. Furthermore, around the endpoint an area of influence is created, with all vertices finding themselves in it, being pulled towards the muscle origin point as well.

However, the generated force needs to be dampened for vertices which are too close to the origin point. This is necessary to firstly prevent affected vertices from being moved beyond the origin point and secondly this aids the skin simulation, given that skin, despite compression and evasion, at some point has nowhere left to go. To achieve this task, a muscle falloff needs to be defined, which is a distance shorter than the distance from origin to endpoint. If the distance between origin and affected vertex is equal or less than the muscle falloff, the dampening is triggered.

To define a linear muscle, an origin and endpoint are needed, as is a muscle falloff start and an angle. With the two points and the angle, a sphere segment is created, ultimately being the zone of influence of the muscle.

#### 3.2.1.1 Linear Muscle Calculations

The formula for the calculation of the target position $V_{\text{tar}}$ of a linear muscle, is the following:

$$V_{\text{tar}} = V_{\text{init}} + adv \times K \times rdv \times \text{Dir}$$
Figure 12 Schematics of a linear muscle by [22]. Note that $V1$ is called $P_{op}$ in this thesis, and $V2$ is called $P_{EP}$. While the drawing suggests otherwise, $Rf$ is indeed $Dist_{OP EP}$. $\Omega$ is the whole angle of the linear muscle.

The Angular Displacement Value, in the formula denoted as $adv$, is a factor which depends on how far off the vertex $V$ is from the line $P_{op}P_{EP}$. The further away it is, the weaker the developed strength. It is calculated the following way:

$$adv = \cos \mu$$

The angle $\mu$ is the angle opened between $P_{op}P_{EP}$ and $P_{op}V$.

The Radial Displacement Value $rdv$ is another factor, which diminishes the generated strength. It simulates the muscle falloff, which means that the closer $V_{init}$ is to the origin point of the linear muscle, the weaker the force has to become. There are two formulas for the $rdv$, which depend on how far away from the origin point $V_{init}$ is.

If the distance $Dist_{opv}$ is below or equal $R_e$, which is the distance between $P_{op}$ and the muscle falloff start, $rdv$ is calculated the following way:

$$rdv = \cos \left(\left(1 - \frac{Dist_{opv}}{R_s}\right) \times \frac{\pi}{2}\right)$$

However, if $Dist_{opv}$ is greater than $R_e$, the formula changes:
The theoretical discussion

\[ r d v = \cos \left( \left( \frac{\text{Dist}_{\text{OPV}} - R_S}{R_f - R_S} \times \frac{\pi}{2} \right) \right) \]

\( R_f \) is the maximal distance the muscle can affect. Thus, it is Dist_{\text{OPEP}}.

The direction Dir points from \( V_{\text{init}} \) to \( P_{\text{OP}} \), since this is the direction towards which the vertices shall be pulled. It needs to be normalized. Thus, the formula is:

\[ \text{Dir} = \frac{P_{\text{OP}} - V_{\text{init}}}{|P_{\text{OP}} - V_{\text{init}}|} \]

3.2.2 Sphincter Muscle

The second of Waters’ muscles is the sphincter muscle. This type of muscle takes care of the circular compression around eyes and mouth, which for example are used for lip puckering.

The area of influence of the sphincter muscle has the shape of an ellipsoid and it pulls vertices towards its center. This center represents the bone attachment of the muscle.

To define a sphincter muscle, its origin point is needed, as well as its three radii, with which the ellipsoid can be formed.

As with the linear muscle, a muscle falloff exists, which prevents vertices from being dragged across the origin point. To achieve this, a set of inner radii needs to be provided, creating an ellipsoid within the ellipsoid. If a vertex is within the inner radii, the muscle falloff is activated.

Furthermore, a scale factor needs to be added as well. This scale factor is needed to enhance the muscle behaviours for their specific areas of use. To give a realistic impression, the effect of the horizontal muscle contraction must have a far less pronounced effect than the vertical one, if the sphincter muscle is responsible for the area around the eye. For the area around the mouth however, it is the exact opposite – the vertical muscle contraction needs to be less prominent than the horizontal one [3, p48].
3.2.2.1 Sphincter Muscle Calculations

The formula for the sphincter muscle is very similar to the formula for the linear muscle:

\[ V_{tar} = V_{init} + K \times rdv \times Dir \times S \]

\( Dir \) and \( rdv \) denote the very same factors as for the linear muscle and are calculated the very same way. The Angular Displacement Value \( adv \) is not needed anymore, while a new Scale Factor \( S \) appeared.

\( S \) is a three-dimensional vector which, when factored in, negates the \( x \)-value of the force vector, when working with the muscles around the eyes, while same is done with the \( y \)-value when working with the muscles around the mouth. In both cases, the \( z \)-value is somewhat dampened. That way the desired effect of having a less pronounced effect of horizontal/vertical muscle contraction, as described above, is achieved.

![Sphincter muscle](image)

*Figure 13 Sphincter muscle [3, p. 48].*

3.2.3 Lid Muscle

The lid muscle is a rotation muscle and one of the two muscles, which were added to the model proposed by Waters [22].
As mentioned in 3.2, the problem with simulating the eyelids with linear muscles was that they appeared to be pulled straightly into the head, giving an unrealistic feel. It was decided to instead let the lid rotate inside.

Since the eyelids can be approximated as a quarter of a sphere, [3] made the decision to make the lid muscle spherical in shape, exactly like the sphincter muscle.

To be able to define a lid muscle, merely its origin point and its three radii for the area of influence, which is shaped like an ellipsoid, need to be provided.

### 3.2.3.1 Lid Muscle Calculations

The target position provided by the lid muscle is calculated with the following formula:

\[ V_{tar} = P_{joint} + Dir \times m_{rot} \]

The joint point \( P_{joint} \) is calculated by subtracting \( R_z \), the ellipsoid radius for the z-axis:

\[ P_{joint} = P_{OP} - R_z \]

Here the direction is calculated as follows:

\[ Dir = (V_{init} - P_{joint}) \]

The rotation matrix \( m_{rot} \) is the part, where the changes happen. The permitted angle ranges from 0° to 90°, any further rotation is unnecessary and in fact would look unrealistic. This is also where the contraction strength comes into play for the rotation muscles. The angle of 90° in \( m_{rot} \) needs to be multiplied with \( K \), before calculating \( V_{tar} \). One thing to keep in mind is whether the initial position of the lids is closed or opened, thus if the muscle needs to pull them down or up. For adjustment, it may be necessary to multiply the angle with \(-1\). See 4.5.2.3. for further details.
3.2.4 Jaw Muscle

The jaw muscle is the second muscle added to Waters’ Muscle Model and is likewise a rotation muscle and working very similarly.

The main difference is that the shape of the muscle is approximated as a cube, which for this purpose is precise enough (see figure 14).

3.2.4.1 Jaw Muscle Calculations

Calculating $V_{tar}$ for the jaw muscle is very similar to calculating it for the lid muscle. The formula is:

$$V_{tar} = P_{joint} + \text{Dir} \times m_{rot}$$

As mentioned in the theoretical section for the jaw muscle, its shape is approximated by a cube. A bit peculiar, the origin point of the jaw muscle is assumed to be located centrally on the top plane of the cube. This means that, since the joint point is meant to be located on the middle of the upper back edge on the cube, the joint point is calculated again by:

$$P_{joint} = P_{OP} - R_Z$$

The direction Dir is calculated the same way as before:
\[ \text{Dir} = (V_{\text{init}} - P_{\text{joint}}) \]

However, there is one additional step to be taken when working with the jaw muscle. To give a somewhat more realistic look, the lower lip needs to curve slightly more when opening the mouth. To achieve this, y-position of the \( V_{\text{tar}} \) needs to be adjusted after calculation. To achieve this, the following formula was used:

\[
V_{\text{tar}Y}' = V_{\text{tar}Y} + \sqrt{|L_X - (V_{\text{tar}X} - P_{\text{joint}X})| \times |L_Y - (V_{\text{tar}Y} - P_{\text{joint}Y})| \times N}
\]

The variable \( L \) denotes the cube lengths of the jaw muscle, while \( N \) denotes a necessary strength multiplier. For \( N \) the following formula was found to give satisfying results during experimentations:

\[
N = \frac{K}{15}
\]

For the jaw muscle it was found that \( 90^\circ \) mean a too big mouth opening, looking very unrealistic. In trials it was found that around \( 35^\circ \) are enough to simulate the opening of the mouth realistically. Like with the lid muscle, the angle of \( 35^\circ \) needs to be multiplied with \( K \) to obtain the correct effect. Once again attention must be paid to what the idle position of the jaw is, though it is highly unlikely that it will be open.

### 3.3 Facial Action Coding System

The Facial Action Coding System (FACS) [10] is a manual for human facial expressions, as well as which muscles are needed to achieve them and how they need to be used. Muscles are made part of Action Units, which define the behaviour of the muscles and their visual impact on the facial expression. An Action Unit combines all muscles needed for the behaviour it characterizes, usually creating small groups of muscles, whereas sometimes it can also be a single muscle. These Action Units can be combined as desired to create any possible facial expression. Altogether the Facial Action Coding System knows a total of 46 Action Units.
The Facial Action Coding System describes each Action Unit verbally, with a set of still images, and a short video clip. The name of each Action Unit describes concisely its function. In addition, each Action Unit is assigned an arbitrary number. Most Action Units are symmetric, influencing both sides of the face equally. Some units, however, exist twice, once on each side of the face. In these cases, the letter 'L' is put before the Action Unit number to denote it being on the left side, or the letter 'R' for the right side.

The description of each Action Unit is split into three sections. The first section is called "Appearance Changes" and deals with all visual deformations of the face, which may occur due to the Action Unit in question, be it coarse deformations like raising an eyebrow, or finer deformations, like wrinkling of the skin. The second section is called "How to" and details how to perform an Action Unit. The third and last section is called "Intensity Scoring". It contains a scoring scale, ranging from A to E, with A denoting the weakest and E the strongest deformation.

![Figure 15](image15.png)

*Figure 15* Left: image with anatomically correct muscles. Right: image on muscular actions of an Action Unit [10].

The description of each Action Unit is accompanied by two images (see **Figure 15**). One image shows the relevant muscular anatomy for the Action Unit. The muscles are drawn anatomically correct and very detailed. These muscle drawings are superimposed on a photograph of a face, giving a better
understanding of the sizes, locations and shapes of the muscles. The other image shows the muscular action of the Action Unit, which schematically shows how the muscles of the Action Unit affect the face.

The Action Units are divided into upper face and lower face Action Units. The Upper Face Action Units are responsible for the forehead, the eyebrows and the eyelids and are not categorized any further. The Lower Face Action Units are however categorized in five further groups: Up/Down, Horizontal, Oblique, Orbital and Miscellaneous Actions.
4 Implementation

This chapter is dedicated to explaining how the theory laid out in 3. was implemented, which limitations of the chosen technology were found and what challenges presented themselves during this work.

4.1 Technical Starting Position

In this section the technical starting position is detailed. It is explained why certain tools were chosen, and which data had been provided and was used as a basis.

4.1.1 Unity

One of the requirements for this master’s thesis was to port the work of [3] from OGRE to Unity.

OGRE is a very popular 3D rendering engine based on C++ [30]. While it is in the meanwhile somewhat old, with having its beginnings at the end 1999, it is nevertheless still continuously updated and maintained. While it does its job very well, it is quite cumbersome and unwieldy to be used in a project. OGRE needs to be integrated in a time-consuming way into the project to be able to use it.

Unity is a somewhat newer game engine [32]. Similar to OGRE, it has been continuously developed and is very popular in the gaming industry, in particular among indie developers. However, being a game engine, Unity is way simpler to integrate into a project - or rather, to have a project built around it. Despite staying a separate development tool, it has an excellent interface for working with MonoDevelop or Visual Studio (which was the tool of choice of the author). Furthermore, the scripting is done in C\# instead of C++, which has lately seen a great expansion with the removal of platform dependability as well as an increase of speed.

The biggest advantage of Unity however is its readily available support of Virtual Reality, which follows the direction this thesis is pointing in.
Figure 16 The Facetools toolbox of [3], using OGRE.

Both, OGRE and Unity, continue to be used for various projects, be it for game development or for scientific or experimental applications.

4.1.2 Provided Data

Obtaining face models or determining meta data for muscles, such as positions, is explicitly not part of this thesis. The approaches laid out in this thesis require at least one face model, and all necessary muscle information to be obtained in-beforehand.

4.1.2.1 Faces

Three head models had been provided, with two of them being provided by the Research Group Entertaining Computing of the Faculty of Computer Science at the University of Vienna, while another one was obtained from [27]. By gathering different face meshes from different sources, it could be made sure that the approach continued by this thesis is not dependant on some arbitrary parameters or ways of obtaining a face mesh, nor that the approach is specifically tailored for a specific face.
4.1.2.2 Muscle Data

Muscle data is information which is necessary for initializing muscles properly so that they can work as intended. The data needed varies from muscle type to muscle type and is explained in detail in 4.5.2.

Determining this muscle data is unfortunately a very time-consuming process, since it has to be determined for each face, manually. This is however necessary, since every face is different and even small errors in e.g. positioning the muscle origin points can have grave consequences.

4.2 Implementational Overview

According to the author of this thesis, one of the major shortcomings of the implementation in [3] was the strong coupling of the mathematical implementation to the presentation model. It was a showcase application with all necessary calculations built in, but it was not readily reusable.

It was thus decided to split the application into two parts: a presentation part, and a calculation part. The presentation part is the Unity application, responsible for the GUI, handling the user input, presenting the results of the calculation on the face mesh, and handling of the eyes and teeth, which, after all, are not part of the skin and muscle simulation.

The calculation part was made as a library in pure C#. While this prevented the usage of predefined Unity classes for vectors, vertices and calculations associated with them, this decision also gives the flexibility to reuse the DLL with whatever application in the future might need it. The downside of this is of course the fact that the aforementioned classes for vectors etc. needed to be implemented for the DLL.

All requests from the presentation part are handled by one controller, which then calls the appropriate methods for the constraints and muscles upon initialisation, contraction and force application. This way a model-view-controller pattern was implemented, with the model being represented by the vertices of the face, the view being the presentational application in Unity, and the controller being the aforementioned controller in the DLL, handling all muscle contractions and force calculations [34].
Figure 17 Note that while the implementation principles changed a lot to [3], the idea of how the application works has remained the same [3, p. 39].

4.3 Face Meshes in Unity

The first challenge faced was the usage of the provided face meshes. These were received in the native OGRE mesh format .mesh, which cannot be used by Unity nor Blender. Luckily, with the help of an online converter [28], the mesh could be converted into the Wavefront .obj format, which many mesh editors can interprete.

However, this solution is not ideal, as the converter seems to downsample the mesh, with the resulting face mesh having only slightly over half of the vertices the original has. See 5.1.2. for further details.

After converting and importing the face meshes into the Unity project, the textures had to reassigned to the meshes as a finalising step. After that, the meshes were imported.
4.3.1 Challenges with Unity

A big issue needs to be kept in mind when working with engines like OGRE or Unity, and that is the handedness of the coordinate system used. OGRE and Unity unfortunately differ here, with OGRE using a right-hand coordinate system, while Unity uses a left-hand coordinate system.

Luckily, Unity handles this issue fairly well with imported models by automatically converting the mesh from right-hand to left-hand, keeping texture intact and without mirroring the face. It goes by unnoticed, without any further input required.

This becomes problematic however for additional external data, which refers to the positions in the face. In the case of this master’s thesis this additional external data were the origin points of the muscles and, in the case of the linear muscles, also of their endpoints. These needed to get their x-coordinate inverted in order to really be where they were actually meant to be.

Failing to invert the aforementioned muscle positions does not prevent the calculations from working. The results are in fact even still fairly good, given that the human face is relatively symmetric. However, since human faces are not completely symmetric, minor differences do occur, giving in some cases, when muscles are contracted fully, somewhat unnatural wrinkles.

Another issue that comes up with the usage of Unity is that it by default sets an option called “Weld Vertices” for imported meshes. This option takes vertices, which have the same coordinates, and replaces them with only one vertex. While this makes perfect sense for a game engine, where in most cases those vertices are rather a nuisance and their unification yields gains in performance, for the needs of this master’s thesis this was detrimental. Since the skin and muscle simulations are based on the vertices of the model, clusters of vertices in a particular area may actually be desired to, for instance, allow for somewhat finer results of the muscle constraints in very expressive areas, like around the mouth. Furthermore, unifying all these vertices means to also unify their edges, which then would reduce the number of generated wrinkles or their quality, since less linear constraints are generated. Luckily, just by unchecking that option, the welding of vertices stops being an issue.

There is however also a benefit from the Unity conversions. Likewise by default, Unity sets for imported meshes an option called “Optimize Mesh”.

This option lets Unity rearrange vertices in order to lower caching times during animation. Since no vertex is actually moved and no edges are created, changed or removed, this option does not affect the calculations and can thus be left checked.

4.4 Implementation of the Skin Simulation

As was described in 3.1., the skin simulation is based on three constraints: the linear, position and muscle constraints.

When a face and a muscle set are loaded, the constraints are initialized. For the position and linear constraints, the face mesh itself is sufficient, while for the muscle constraints the muscle data is needed as well. It needs to be kept in mind for creating the linear constraints, that Unity saves mesh edges as triangles in the form of a one-dimensional integer array, with three consecutive values denoting the IDs of the vertices making up a mesh triangle. Consequently, the length of that array must be a multiple of three.

The approach of [3] and [12] demands that every frame the effects of all constraints are calculated over a set number of iterations. However, the author of this thesis found that since the approach demands that for each frame the calculations are started anew from the initial positions of the vertices, the results are bound to be the same as in the last frame. Because of this, it was decided to not kick-off the calculations every frame, but instead do them on demand, which is whenever the contraction strength of a muscle changes, which then sets off a chain-reaction among the constraints. (The DLL responsible for the mathematical calculations does support either approach though.)

The approach of having iterations within such a cycle were found to be very important. They were however tweaked.

In [3] and [12] a common net force $F$ is calculated for each vertex during every iteration by summing up the forces of all constraints which affect the vertex. During the implementation of the ideas discussed in 3.1., it was found that the forces of the muscle constraints are suffocated by the other constraints due to the much larger amount of generated linear and position constraints. It was decided to calculate two different, independent net forces.

The muscle constraints must go first, since they are the ones whose results let all the other constraints lose their resting positions. Not following this
order of operations leads to at least the first iteration of position and linear constraints being entirely pointless, since as long as no change took place, they will never not be fulfilled.

Unlike with the position and linear constraints, which need a weighting of forces, the forces of the muscle constraints must not receive any weighting whatsoever. The reason behind this is that otherwise the muscle constraints may very well cancel each other out, even if inactive. Weighting only active muscles also does not give a desirable result either, as the vertices make sudden jumps at the activation of each muscle, since a force active so far all at once is cut in half by a second muscle constraint suddenly affecting a common vertex.

Next come the position and linear constraints with their own net forces. Their task is to counteract the muscle forces. However, since they disturb each other in this task by not letting each other come to rest, vertices are moved to the sides and not directly to their resting positions, which results in wrinkles. The more iterations there are, the closer does the result come to a smoother and more realistic looking appearance. Too few iterations may result in rather unnatural looking wide cracks in the face, while too many on the other hand may become too smooth, ironing out the wrinkles.

The constraints need to be checked every iteration and as long as they are not fulfilled, they must develop forces with the aim to bring about a state in which they are fulfilled.

No matter how many iterations are set, the muscle constraints are calculated only once in their own iteration. This is imperative, since they are not weighted, their full forces are applied to the vertices, which then would never allow the other constraints to achieve meaningful results.

It is imperative to let every constraint work with the unaltered positions of its affected vertices in the current iteration. Only after all constraints had been calculated and added to the appropriate net force of a vertex, the net force of that iteration shall be applied to the vertex. The resulting new position is then valid for the entire next iteration. As noted in 3.1.1., it is important to give the forces generated by linear and position constraints a weight, with dividing the netforce by the number of added forces being sufficient for this purpose. Otherwise the skin simulation leads to very disfiguring results, ranging from a neverending “wobbly face” with constraints never coming to rest, to outright completely destroying the face.
As stated above, for each cycle, these operations must be performed over a number of iterations. The number of iterations is not fixed and while [3, p. 73][12, p. 7] found three iterations per frame to be optimal in terms of results and performance, the author found eight iterations to actually provide acceptable results, with only three iterations not sufficiently ironing out some artifacts related to the jaw and lid muscles, while still providing a tolerable performance. The library, however, was written in a way to allow a departure from this way and to add an own number of iterations, though eight is indeed the default value. It should be noted that due to the lower quality of face models, the need for more iterations for a smoother appearance may have very well be caused by the models and not the approach itself.

After each cycle, the vertex normals need to be recalculated to allow the mesh to actually reflect the created wrinkles. Without this step, the wrinkles become not nearly as pronounced as they should be [3, p. 43].

It is important to start calculating at every cycle from the initial vertex positions and to forget the current vertex positions, as otherwise the results are barely predictable, and muscle constraints may pull way beyond their designated target. This approach is also faster and does not give the facial movements a lagging appearance.

As noted in 3.1.3.1., the value for the skin elasticity needs to be between 0 and 1. During the implementation of the showcasing application, a value of 0.75 was chosen, since it allowed the skin to deform notably, but did not stretch to unreal proportions. In general, the lower the value, the more pronounced the deformations will be.

**Figure 18** The order of constraint calculation and force application.

### 4.5 Implementation of the Muscle Simulation

The skin simulation is responsible for delivering the target positions $V_{tar}$ for the muscle constraints and are active whenever a muscle contracts.
4.5.1 General Approach

The centrepiece of the muscle simulation are the muscles and the constraints they update. Given that the skin simulation is at rest as long as no muscle is contracted, the muscles are what gets things going.

Each muscle has its predefined set of muscle constraints which does not change during runtime. It was decided that vertices wandering into an area of influence of a muscle as a result of contraction by another (or indeed, also the very same) muscle should not create new muscle constraints. The results would not be satisfactory, pulling for example eyebrows much further up, because after the contraction of the lower brow raisers they would be in the area of influence of the upper brow raisers.

Like with the constraints, the contractions of all simultaneous muscle contractions are performed in a way to not interfere with each other. This was however not a too big issue, since the muscles always use the initial positions of the vertices for their calculations and never the current positions.

The reason as to why initial positions and not current positions were used, is to simply have a deterministic outcome of the mathematical operations. Otherwise the muscles would allow for being boosted by each other, with one muscle pulling a vertex out and kickstarting the next one to pull it out way further, since the current position was already much further away to begin with.

Once the target positions are set, the muscle constraints are not fulfilled anymore, thus beginning to develop forces to deform the mesh, to which the other constraints of the skin simulation need to react.

4.5.2 The Muscles

To initialize a muscle, a certain set of information needs to be passed in form of a string. This set of information varies, depending on the type of the muscle. The various passed values need to be separated by semicolons, which need a leading and a trailing white space. The sets will be discussed further below in the appropriate sections with examples.

During the initialization the affected vertices are calculated. For each affected vertex, a muscle constraint is established, and every time a muscle contracts, it modifies these muscle constraints by determining new target positions for them.
As mentioned in 4.3.1, Unity switched the coordinate system from right-hand to left-hand, which meant that position data of the muscles needed to get their x-coordinates inverted as well.

### 4.5.2.1 Linear Muscle

Linear muscles need these informations for initialization:

\[ VM \; ; \; AU1\_left\_inner\_brow\_raiser\; ; \; 1.2 \; 4.2 \; 0.2 \; ; \; 0.7 \; 1.3 \; 0.65 \; ; \; 0.6 \; ; \; 45 \]

The first section is the type section, which for a linear muscle needs to be “VM” (for vertical muscle, an alternative name for this muscle type, needed to distinguish from the lid muscle).

The second section is the name. In this case the muscle in question is used for the left side application of AU1, which is the inner brow raiser.

The third section contains the coordinates of \( P_{0P} \), while the fourth gives the coordinates of \( P_{EP} \).

The fifth section contains the area not affected by the muscle falloff in percent – the given example thus means 60%. This value tells us, how much of the length, looking from \( P_{EP} \), does not belong to the muscle falloff area. Differently put, this is the percentage of \( R_f - R_s \).

The last section gives the muscle angle \( \Omega \) in degrees.

With this information provided, the search for the affected vertices can begin. There are two criteria a vertex needs to fulfil in order to be affected by a linear muscle.

The first criterion is that \( \text{Dist}_{OPV} \) is shorter or equal to \( \text{Dist}_{OPEP} \). Any vertex that is further away of \( P_{OP} \), can never be affected by that linear muscle.

The second criterion is that the angle \( \mu \) is smaller or equal to the passed angle \( \Omega \). This was calculated using the following formula:

\[
\mu = \cos^{-1}\left( \frac{\text{Dir}_{OPEP} \cdot \text{Dir}_{OPV}}{\text{Dir}_{OPEP,L}_{\text{Length}} \times \text{Dir}_{OPV,L}_{\text{Length}}} \right)
\]

The directions must not be normalized. Another very important note is to keep in mind whether the angles are calculated in radians or degrees. C# math libraries usually work in radians, which is why the author of this thesis also used them in calculations. However, the provided data had the muscle angle given in degrees, which made a conversion necessary.
Vertices, which fulfil both criteria, are affected by the linear muscle, and a muscle constraint is created for them.

To calculate $R_s$, the inverse percentage of the appropriate passed parameter needs to be taken. The actual value of the distance $R_s$ is then that percentage of $R_f$.

### 4.5.2.2 Sphincter Muscle

Sphincter muscles need their muscle information in this form:

```
SM ; AU6_left_lid_tightener ; -1.42 1.2 0.5 ; 1.4 1.6 1.5 ; 1 0.1 1.3 ; 0 1 0.5
```

The first section is the type section, with sphincter muscles being identified via the code ‘SM’.

The second section contains the name. The given example is for the left lid tightener, Action Unit AU6.

The third section is also the same as for the linear muscle, as it contains the muscle origin.

The fourth section contains the outer radius $R_o$, which denotes the area of influence of the sphincter muscle.

The fifth section contains the inner radius $R_i$, from which on there is a muscle falloff.

The sixth section contains the scale factor $S$, which is needed to tweak the results somewhat to better fit their purposes.

Since the sphincter muscle is ellipsoidal in shape, the affected vertices must be calculated differently. For this purpose, the ellipsoid standard equation can be used:

$$\frac{V_x^2}{R_x^2} + \frac{V_y^2}{R_y^2} + \frac{V_z^2}{R_z^2} = 1$$

Any Vertex, for which the above equation results in a value of 1 or less, is within the boundaries of the muscle. As a hint, it is suggested to translate the ellipsoid to the origin point of $(0, 0, 0)$ for the calculation.

The rest of the calculation behaves exactly like with the linear muscle, sans the lacking angular displacement value. However, calculating the distances
Rs and Rr was much more challenging, given that merely the ellipsoids were given. It was now important in which direction the vertices were located, as Rs and Rr varied accordingly, due to the ellipsoid proportions.

Both, Rs and Rr, are calculated the same way. For starters, the direction from Vinit to Pop needs to be calculated, with normalisation.

The next step is to find a vertex which is definitely outside of the radius in question. It is recommended to simply seek for a vertex outside of Ro, as it then by definition is also outside Rr. This can be done by recursively multiplying the normalised direction vector recursively by some scalar (the author used the factor 10) and check during each recursion, whether the vertex is outside the boundaries of the sphincter muscle or not, until it is outside Ro.

To make matters easier, it is recommended to start not from the Pop, but instead from the coordinate (0, 0, 0). Calculations are much easier this way, while the direction vector and the radii are unaffected by this. It is however important to stick to this new origin for the rest of the calculation of Rs/Rr.

Taking the helper vertex P_H and the inverse direction – which then must be the direction from P_H to Pop or Vinit – the function of the ellipsoid can be written like this:

\[ P_R = P_H + t \times \text{dir}_{HOP} \]

PR is the vertex on the radius in the same direction as the affected vertex is, looking from Pop, while t is the factor with which the direction vector needs to be multiplied, so that after adding it to P_H, PR is calculated.

This factor t is calculated with the quadratic equation.

\[ t = \frac{-b \pm \sqrt{b^2 - 4ac}}{2a} \]

The three variables in the formula (a, b and c) can be calculated as seen below. For mathematically inclined readers, Appendix A) shows how to come to this final formula.

\[ a = (R_y^2 \times R_z^2 \times \text{dir}_X^2) + (R_x^2 \times R_z^2 \times \text{dir}_Y^2) + (R_x^2 \times R_y^2 \times \text{dir}_Z^2) \]
\[ b = 2 \times \left( (R_y^2 \times R_z^2 \times V_{HX} \times \text{dir}_X) + (R_x^2 \times R_z^2 \times V_{HY} \times \text{dir}_Y) + (R_x^2 \times R_y^2 \times V_{HX} \times \text{dir}_X) \right) \]
\[ c = \left( V_{HX}^2 \times R_Y^2 \times R_Z^2 \right) + \left( V_{HY}^2 \times R_X^2 \times R_Z^2 \right) + \left( V_{HZ}^2 \times R_X^2 \times R_Y^2 \right) - \left( R_X^2 \times R_Y^2 \times R_Z^2 \right) \]

Finally, with the calculated \( t \), \( P_R \) can be calculated. Once this is done, the distance between \((0, 0, 0)\) and \( P_R \) has to be calculated. Whether \( R_s \) or \( R_f \) was calculated, depends on the radius used in the calculations. If \( R_i \) was used, \( R_s \) was calculated. If \( R_o \) was used, \( R_f \) was calculated.

One last word of notice: \( R_i \) is set to \((0, 0, 0)\) when working with the lip pucker Action Unit (AU18). This needs to be kept in mind, as a check is needed to prevent divisions by zero while calculating \( R_s \). \( R_s \) can safely be assumed to simply be \( 0 \), since no muscle falloff exists in that case.

4.5.2.3 Lid Muscle

Lid muscles require their muscle information in the following form:

\[ \text{LM ; AU5_left_lid ; -1.7 1.48 0.3 ; 1 0.45 1.5 ; 1 1 1} \]

In the type section, the lid muscle is identified with the letters 'LM'.

The second section tells the name of the Action Unit, in this case AU5, the lid, on the left side.

The third section is, as always, the coordinates of \( P_{OP} \).

The fourth section gives \( R \), the radii of the ellipsoid, with which the lid muscle is approximated.

The last section is actually entirely unused and may be a leftover from experimenting with the shape of the lid muscle, which seems to have been at one point based on the sphincter muscle.

Since both muscles are in the shapes of ellipsoids, the same formula for calculating the affected vertices can be used:

\[ \frac{V_X^2}{R_X^2} + \frac{V_Y^2}{R_Y^2} + \frac{V_Z^2}{R_Z^2} = 1 \]

Any Vertex, for which the above equation results in a value of 1 or less, is within the boundaries of the muscle. As with the sphincter muscle, it is suggested to translate the ellipsoid to the origin point of \((0, 0, 0)\) for the calculation.
In 3.2.3.1. and [3, p. 50] it was stated that the rotation of the lid muscle needs to be at a maximum of 90°. However, since the lid rotates upwards, it was necessary to take -90° for implementational purposes.

For the $m_{rot}$, the rotation matrix for the x-axis could be used, since the model was arranged in a way that the face is perpendicular to the x-axis. With $\theta$ being -90°, the rotation matrix looks like this:

$$m_{rot} = \begin{pmatrix}
1 & 0 & 0 \\
0 & \cos(-90^\circ \times K) & -\sin(-90^\circ \times K) \\
0 & \sin(-90^\circ \times K) & \cos(-90^\circ \times K)
\end{pmatrix}$$

Once again it must be considered, which measuring units are being used for the angle. The values here are given in degrees. However, the implementation in C# demanded radians, due to the C# math libraries. $K$ is the contraction strength, which regulates how far the eye lids really are to be opened.

### 4.5.2.4 Jaw Muscle

Jaw muscles need their information set in the following form:

JM ; AU26_jaw_drop ; 0 -1.9 -3 ; 5 4 5

The type section identifies this row as belonging to a jaw muscle with the letters ‘JM’.

The second section is again the name section, containing the only Action Unit dealing with the jaw, namely AU26.

The third section too follows the well-known pattern and gives the coordinates of $POP$.

The fourth coordinate contains the dimensions of the cube, with which the muscle area of influence is approximated.

One very important information about the provided data for the jaw muscle, is that $POP$ is not in the center of the cube. While its x-coordinate is located centrally, it is situated on the upper plane of the cube, meaning that the y-value is subtracted as a whole from its position, when the lower end of the cube needs to be determined. Similarly, it is located on the back-side on
the z-axis, meaning that the z-value needs to be added to determine the front plane of the cube.

As was mentioned in 3.2.4.1., the optimal maximum of degrees for opening the mouth was determined to be somewhere around $35^\circ$. Given that the mouth rotates downwards, $\Theta$ needs to be taken as a positive value. Once again, during implementation they needed to be converted from degrees to radians, given that the C# math libraries work with radians. Furthermore, since the jaw also rotates on the x-axis, the x-rotation matrix could be used, which looks like this for the jaw muscle:

$$m_{rot} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \cos(35^\circ \times K) & -\sin(35^\circ \times K) \\ 0 & \sin(35^\circ \times K) & \cos(35^\circ \times K) \end{pmatrix}$$

Again, as mentioned, the necessary strength multiplier $N$ was during trials to give satisfactory results with this calculation:

$$N = \frac{K}{15}$$

4.5.3 **Usage of FACS**

As described in 3., the muscle simulation was based on the Facial Action Coding System, which knows 46 different Action Units. However, [3] did not use all Action Units. Instead, only thirteen were actually used, with nine having separate versions for the left and right half of the face.

Since for this thesis the same facial data was provided as for [3], the proof of concept implementation used the same Action Units. However, in the scope of this thesis it was made possible to add all 46 Action Units in the accompanying application, provided that they can be simulated with one of the four muscle types presented in this thesis. To add more muscles, simply further lines of muscle data need to be added in the same style as presented in 4.5.2.

This chapter will present the Action Units with provided data and via which muscle type they were implemented. For a more in-depth analysis and explanation of the decisions made, the reader is referred to [3, pp. 51-63].
4.5.3.1 Implemented via Linear Muscles

The Action Units AU1 (inner brow raiser), AU2 (outer brow raiser), AU4 (lower brow), AU9 (nose wrinkler), AU10 (upper lip raiser), AU14 (dimpler), AU15 (lip corner depressor), AU17 (chin raiser) and AU20 (lip stretcher) were implemented as linear muscles. With nine Action Units, the linear muscle is by far the most prominent in the face simulation, and is used for muscles all over the face, in particular at the sides of the face and the upper portion.

Except for two Action Units, all mentioned Action Units have two muscles attached to them. The exceptions are AU17, which is implemented with only one muscle, and AU10, which is implemented with four muscles.

Of the seven Action Units with two muscles, three work simultaneously on both sides of the face, namely AU1, AU4 and AU9. AU10 likewise contracts all four muscles simultaneously.

The remaining four Action Units (AU2, AU14, AU15 and AU20) may see each side contract independently. Thus, separate sliders were introduced for each side.

4.5.3.2 Implemented via Sphincter Muscles

The Action Units AU6 (lid tightener) and AU18 (lip pucker) were implemented as sphincter muscles, with AU6 having variants for left and right. As can be seen, the sphincter muscle is already somewhat more specialised than the linear muscle, with only two Action Units making use of it.

4.5.3.3 Implemented via Lid Muscles

The lid muscle was created with a way more specific field of applications in mind than either the linear or the sphincter muscles. Thus, it affects merely one Action Unit, AU5 (lid).

Since both lids can be contracted separately, once again two sliders were introduced, one for each side.

4.5.3.4 Implemented via Jaw Muscle

The jaw muscle, like the lid muscle, was created with a very narrow field of applications. It is used only for Action Unit AU26 (jaw drop), having only one muscle.
4.6 Further implementation details

A few things were implemented in the showcase application, which, while not within scope of the muscle or skin simulation, deserve to be highlighted.

4.6.1 Rendering mode

The rendering mode of the face can be changed from the normal face material, to a wireframe material [35]. The reason for this is to allow the user to see how muscle contractions affect the actual vertices in the face.

![Figure 19 The Showcase Unity Application for this thesis. Standard rendering of the face.](image)

![Figure 20 Wireframe rendering.](image)
4.6.2 Emotions

Following the example set in [3, pp. 65-66], the Showcase Unity Application for this thesis is also capable of generating a few predefined emotions. This is, as in [3], done by combining specific Action Units, which then give the desired facial expression.

Multiple emotions can be combined at will, though the stronger the generated forces are, the more extreme the results will be. If the emotions affect the same Action Units, the last set emotion cancels out the results for Actions Units affected by the previously active emotion.

The following emotions were predefined:

- Happiness: AU2 + AU5 + AU6 + AU14 + AU20
- Sadness: AU1 + AU4 + AU5 + AU9 + AU15 + AU17 + AU20
- Laughing: AU1 + AU2 + AU6 + AU9 + AU14 + AU20 + AU26
- Anger: AU2 + AU4 + AU5 + AU6 + AU9 + AU15 + AU20 + AU26
- Surprise: AU1 + AU2 + AU5 + AU9 + AU14 + AU17 + AU26

4.6.3 Extras

There were a few extras implemented in the Showcase Unity Application, which are not part of the skin or muscle simulation and are thus not within scope of this thesis, but are still needed to make the face much more believable.

4.6.3.1 Eyes

For the eye models, the ones provided by [33] were found satisfactory. They were placed roughly at the same place as the lid muscles have their origin points, although very slightly further away from the centre, a bit higher up and more to the back.

While not part of the skin nor muscle simulation, the eyes are needed to give the face a more human look. They can however be toggled off to show clearer how the skin deforms.

4.6.3.2 Teeth

The teeth model was based on [31], but a few changes needed to be done. The model did not allow for the movement of the lower jaw, and there was an issue with the materials, which needed to be reintroduced as textures.
The teeth are, like the eyes, needed to give a more human look to the face, as otherwise the mouth would, upon opening, be a big hole with nothing behind it, which does not look natural at all. The lower jaw also follows the jaw muscle’s contraction. Like the eyes, they can be toggled off to show skin deformations clearer.

Figure 21 Screenshot of the Showcase Unity Application.

4.7 Showcase Unity Application

One of the big tasks of this thesis was to port the skin and muscle simulation algorithms presented in [3] and [12] from OGRE to Unity. This proof of concept was made with a showcase application, which allows a user to load face meshes and muscle data and to deform the face by manipulating the loaded muscles.

This showcase application will be described in this chapter in detail. On the left side of the application are the control elements for the faces and muscle data, as well as for effects not related directly to the skin or muscle simulation. On the right side are all control elements for the muscle contractions, which are categorized by their muscle types and sorted within each category by their Action Unit numbers. The control elements for the emotions are located on the right side as well, since they too are responsible for muscle contractions.
4.7.1 Face and Muscle Data

The “Face and Muscle Data” section on the top left is the most important one for getting started. With the control elements of this section, the user can choose from all available faces and muscle data and by doing so, the user enables the other control elements.
4.7.1.1 Face

The Face drop-down list shows all currently available faces, from which the user can choose. The faces are read from the folder Assets/Resources/FaceModels, with the folder Assets being in the same folder as the Showcase Unity Application. It automatically reads all usable meshes from the folder upon start and lists them in this drop-down list.

For a mesh to be usable, it needs to be provided in the .obj format, which is a mesh format Unity can interpret. There are no naming conventions.

Upon selecting a mesh and pressing the “Load Model” button, the face mesh is loaded. This action also unlocks the “Wireframe” button.

The user may load another face model at any given time, which will replace the currently shown face mesh.

![Figure 24](image.png)

*Figure 24* The Showcase Unity Application after loading the face mesh “Debbie”. Note that in comparison to *figure 22* the “Wireframe” button is active.

4.7.1.2 Muscles

The Muscles drop-down list shows all currently available muscle data sets. They are read from the location Assets/Resources/SavedMuscles. Like described in 4.7.1.1, with the face meshes, the muscle data sets are read automatically upon start.

For a muscle data file to be read by the Showcase Unity Application, it merely needs to be in .txt format. No naming conventions exist.
Loading a muscle data set enables the muscle simulation to get going, as all information needed to initialize the muscles is provided. All so far still locked control elements, which are the eyes and teeth buttons, as well as the sliders for the muscle contractions, are enabled. Furthermore, since selecting a muscle data set starts the initialization of the skin and muscle simulations, the constraints are created and their numbers are presented in the Constraints section (see 4.7.2.).

Like with the face meshes, the user may choose to load another set of muscle data at any time. Upon doing so, all muscle contraction sliders will be reset to zero, and the face mesh is reloaded in order to give a clean start.

**Figure 25** Face mesh "Ewan" and the appropriate muscle data set are loaded. Observe that the teeth and eyes buttons are enabled now, as are the sliders for the muscle contractions. The numbers of the constraints can be seen as well.

### 4.7.2 Constraints

The “Constraints” section on the centre left shows how many constraints of each type currently exist. This data is obtained after a muscle data set is chosen. Besides showing the number of each type of constraints, some other information can be deduced.

The field “Position Constraints” shows how many vertices the currently selected mesh has, since for each vertex there needs to be one position constraint (see 3.1.3).
The field “Linear Constraints” shows in a similar manner how many edges the face mesh has.

The field “Muscle Constraints” shows the sum of how many vertices all each muscle affects, with vertices being counted once for each muscle affecting them.

**Figure 26** The numbers of the constraints for mesh and muscle data set "Ewan".

### 4.7.3 Various Effects

The “Various Effects” section on the bottom left includes various toggleable effects and controls for the light source, none of which are directly influenced by the skin and muscle simulations nor are influencing the simulations. They do, however, change the visual aspect of the Showcase Unity Application.

**Figure 27** The "Various Effects" section with the "Eyes", "Teeth" and "Wireframe" buttons, as well as the light sliders.
4.7.3.1 Eyes

The “Eyes” button toggles the visibility of the eye meshes. This button is not enabled until a muscle data set is selected, since the positioning of the eyes requires the coordinates of POP the lid muscles.
4.7.3.2 Teeth

The “Teeth” button toggles the visibility of the teeth mesh. Like the “Eyes” button, it is not enabled until a muscle data set is selected, since the coordinates of $P_{op}$ of the jaw muscle are needed for the positioning of the teeth mesh.

![Image of a face with teeth](image)

*Figure 30* The "Infinite-Level_02" mesh with teeth. Mouth opened to show them.

4.7.3.3 Wireframe

The “Wireframe” button toggles the materials of the face from the ones normally assigned to the face mesh, to a wireframe material. This is useful for examining how the vertices of the face mesh change their positions upon muscle contraction.

The “Wireframe” button is enabled as soon as a face mesh is loaded.

![Image of a face with wireframe](image)

*Figure 31* The "Infinite-Level_02" mesh with wireframe materials.
Figure 32 The "Infinite-Level_02" mesh with wireframe materials with the eyes and teeth activated.

4.7.3.4 Light

The light source in the Showcase Unity Application is not fixed. It can be rotated via two sliders on on the x-axis and the y-axis, with the sliders being marked appropriately.

Figure 33 The direction of the light changed by rotating around the x-axis (left) and the y-axis (right). Rotations can be performed simultaneously as well.
4.7.4 Muscle Contractions

The “Muscle Contractions” section on the right side contains the sliders for all muscle contractions. The categorization follows the muscle types presented in this thesis: linear, sphincter, lid and jaw muscles. There is one more category called “Emotions” (see 4.6.2.). The muscles and emotions available in the Showcase Unity Application are predefined.

Each slider will now be presented with a screenshot to show its effect, while the description of the image will contain the name for the portrayed muscle, which needs to be included in the muscle data file. Some may need several muscles. In this case all names are provided. See 3.2. for the structures of the muscle data sets for the various muscle types.

Of course, muscle contractions can be combined at will. For the muscle data sets it does not matter in which sequence the various muscles are delivered.

![Figure 34](image)

**Figure 34** The "Infinite-Level_02" mesh in idle pose. The light source was rotated on the x-axis for better visibility of the effects.
Figure 35 Action Unit 1, Inner Brow raiser. Required muscle names: "AU1_left_inner_brow_raiser" and "AU1_right_inner_brow_raiser".

Figure 36 Action Unit 2, Left Outer Brow raiser. Required muscle name: "AU2_left_outer_brow_raiser".
Figure 37 Action Unit 2, Right Outer Brow Raiser. Required muscle name: "AU2_right_outer_brow_raiser".

Figure 38 Action Unit 4, Lower Brow. Required muscle names: "AU4_lower_left_brow" and “AU4_lower_right_brow”.
Figure 39 Action Unit 9, Nose Wrinkler. Required muscle names: “AU9_left_side_nose_wrinkler” and “AU9_right_side_nose_wrinkler”.

Figure 40 Action Unit 10, Lip Raiser. Required muscle names: "AU10_left_side_upper_lip_raiser", "AU10_right_side_upper_lip_raiser", "AU10a_left_side_upper_lip_raiser" and “AU10a_right_side_upper_lip_raiser”.
Figure 41 Action Unit 14, Left Dimpler. Required muscle name: "AU14_left_dimpler".

Figure 42 Action Unit 14, Right Dimpler. Required muscle name: "AU14_right_dimpler".
**Figure 43** Action Unit 15, Left Lip Corner Depressor. Required muscle name: "AU15_left_lip_corner_depressor".

**Figure 44** Action Unit 15, Right Lip Corner Depressor. Required muscle name: "AU15_right_lip_corner_depressor".
**Figure 45** Action Unit 17, Chin Raiser. Required muscle name: "AU17_chin_raiser".

**Figure 46** Action Unit 20, Left Lip Stretcher. Required muscle name: "AU20_left_lip_stretcher".
Figure 47 Action Unit 20, Right Lip Stretcher. Required muscle name: "AU20_right_lip_stretcher".

Figure 48 Action Unit 6, Left Lid Tightener. Required muscle name: "AU6_left_lid_tightener".
**Figure 49** Action Unit 6, Right Lid Tightener. Required muscle name: "AU6_right_lid_tightener".

**Figure 50** Action Unit 18, Lip Pucker. Required muscle name: "AU18_lip_pucker".
Figure 51 Action Unit 5, Left Lid. Required muscle name: "AU5_left_lid".

Figure 52 Action Unit 5, Right Lid. Required muscle name: "AU5_right_lid".
Figure 53 Action Unit 26, Jaw Drop. Required muscle name: "AU26_jaw_drop". Notice how the teeth move as well.

Figure 54 Happiness.
Figure 55 Sadness.

Figure 56 Laughing.
Figure 57 Anger.

Figure 58 Surprise.
5 Results and Future Work

In the scope of this master’s thesis the approach presented in [3][12] has been implemented anew with more modern technology. By using Unity, the field of Virtual Reality has been opened to the skin and muscle simulation presented in [3], [12] and this thesis.

By separating the GUI from the mathematical logic, a much higher degree of reusability has been achieved. The DLL responsible for the calculations can be reused in any project of any kind in a straightforward manner, there is absolutely no coupling to Unity or any other external dependencies.

The DLL can be configured by parameters to use either a left-hand or a right-hand coordinate system, which makes it usable for any kind of environment. The number of iterations is another parameter, which can be set arbitrarily.

There is no limited amount of muscles, which can be used at the same time with the DLL. The simulation can be made as fine or granular as the user desires or the possibilities allow. The only real prerequisite is that all muscles, which are supposed to take part in the simulation, must fit one of the four muscle types presented in this thesis.

The Showcase Unity Application was likewise designed with flexibility in mind. The offered faces are not hardcoded, they are read during runtime from a designated folder, as are muscle data files. This means that experimenting with a new face mesh can be done quick and easy – provided the user has appropriate muscle information.

One peculiarity was noted during experimentations with the approach presented in [3][12], and that was the demand to recalculate the constraints during every frame. Since every cycle is to begin with erasing the former forces, the produced results are bound to always be the same, as long as no muscle contraction changes. The Showcase Unity Application of this thesis went a different approach and recalculates the constraints only when there is a need to do so, which means whenever any muscle contraction is being changed by any of the sliders responsible for either a muscle or an emotion.

The logic for this was kept in the GUI section of the project, since it cannot be excluded that there may very well be valid use cases demanding a
continuous calculation. Therefor the responsibility for handling this issue has not been given to the DLL, but rather the calling program.

The author also believes that by separating muscle constraints from position and linear constraints more strictly, unnecessary iterations are prevented, while the system behaves more as it would be expected.

5.1 Difficulties

Several difficulties were encountered during the implementation of the presented skin and muscle simulation. Interestingly, most of them had rather little to do with the actual algorithms, but with the meshes, which had proven to be the weakest link.

Converting a mesh in OGRE’s native format to a more common format seems to have received so far little attention. This was quite surprising, given that Unity is more tolerant to different format types than OGRE, and tools like Blender can work with a plethora of formats. The only possibility the author found to convert a mesh made for OGRE to a format usable by Unity, had been [28].

Sadly, this was not a perfect conversion. The mentioned converter seems to downsample a mesh to a big degree. To illustrate this point: the Facetools toolbox of [3] could create 5055 muscle constraints for the face mesh “Infinite-Level_02”, whereas the Showcase Unity Application of this thesis could create merely 2977. The reason for this discrepancy is that during the conversion either some vertices are lost, or several vertices are united.

This problem shows the great dependency of the presented skin and muscle simulations on the number of vertices. The more vertices there are in a mesh, the better the results of the simulation. Movements look smoother, while wrinkles look finer. The fewer vertices there are, the higher the probability that a muscle activation will give rather unbelievable results, appearing as if a rigid chunk of flesh is moving.

The author also suspects that some vertices may have actually been moved slightly during the conversion. In most cases this should not even be discernible or disturb too much. However, each of the rotation muscles had difficulties with stray vertices. The lid muscles for example are prone to catch one single vertex from the lower lid, which should not move upwards. By being pulled upwards though, it creates a triangle which starts to cover the eye from the lower half of the eye, and the stronger the lid muscle contracts,
the more of the eye is actually hidden again! The jaw muscle has the inverted problem – sometimes vertices on the top section of the lower lip are not caught directly, which means that they are lagging very visible behind, in fact moving downwards only because of the linear constraints affecting them, as they are pulled closer to their edge partners which did get pulled down. However, since the dominant muscle constraint force is missing, the effect of lagging behind is still very visible.

Both issues can be mitigated by letting more iterations be performed per cycle. This, however, is at some point detrimental to the actually desired deformations, as they are slowly eroded.

![Figure 59 Demonstration of the lagging lower lip vertices and the falsely affected lower lid vertices.](image)

All in all, due to the downsampling of the meshes, the results are somewhat worse. It can be argued though, that this comparison is problematic, since the meshes ultimately are only superficially similar.
Iterations are another difficult aspect of the skin simulation. The idea of corrective iterations proved to be useful and the right way to go. What is not so clear-cut, is the number of iterations.

Sadly, there are several factors which need to be considered for this question.

One important aspect is of course speed. The fewer iterations there are, the faster the calculation will be. This however produces worse results.

If the mesh in question has many vertices, then the calculation of the constraints for it can be truly time-consuming. Here it might be better to actually perform less iterations.

Furthermore, the more of these corrective iterations, which after all try to mitigate the effects of the muscle constraints, the less pronounced will the effect of the muscles be.

Perhaps it can also be said that with more vertices, there will be also more constraints, which may influence each other in such a way, that for the wrinkle generation a too high number of iterations is not even necessary.

Conversely, having a mesh with fewer vertices, the results of fewer iterations will allow more artifacts (like in figure 59) to be preserved. Such artifacts can be mitigated by more iterations. However, the aforementioned danger of cancelling out the muscle constraints, still persists.

5.2 Future Work

The porting of the skin and muscle algorithm of [3] and [12] to Unity and making them usable for VR applications, naturally opens many doors which can be taken. However, there are a few issues which may be more pressing than others.

One issue is speed. It is most likely that with future progress, the face meshes will be more detailed and contain more and more vertices. The logical consequence is, that the calculations for such faces will be more computationally expensive.

One approach to combat this problem is to introduce threads. With multi-core CPUs being a defacto standard today, and the number of cores still growing, a skilful load balancing might greatly improve the performance of the algorithm, making it usable even for highly detailed faces.
Another approach would be to pre-calculate as many values as possible. Given that the muscle calculations make use of fairly many constants, with effectively only the contraction strength changing, it would be beneficial to reduce the calculations for a muscle from several operations to merely one, where the contraction strength is factored in. This would work particularly well for linear muscles, which also happen to be the most common muscles in the human face.

[3, p. 22] brought up an interesting thought, which sooner or later should be tackled. Human skin does not stay the same over the years. With age permanent wrinkles appear, skin starts to hang more loosely, gravity then has to be considered, even if it has a rather low impact. Perhaps medical conditions or other factors affecting the state of the human skin can be interesting to be factored in, since such characteristics and imperfections make a model appear much more real.

A topic which has not much to do with skin and muscle simulation, but is still nevertheless important for the setting of the VR conference room, is a good simulation of eyes and teeth. In particular the eyes are an essential and very expressive component of the human face. Simulating eye movement, eye focus and blinking are all topics which give an animated face a certain warmth, with which the Uncanny Valley [16] can be bridged.

To maximize the results of the eye and teeth simulation it will most likely be necessary to store information for individual faces. This means more unforgiving work, like with collecting and setting the muscle data.

Perhaps most important, as this thesis has shown, is the supply with good face meshes. A mesh with an insufficient or suboptimal number of vertices seriously inhibits the skin and muscle simulation in achieving the goal of a realistic portrayal of human skin.

The vertex number alone is not enough either. Another requirement are well placed edges. Areas, in which there are rather few edges, despite a high number of vertices, are prone to breaking, leaving visible gaps in the face. See figure 60 for an example.
Figure 60 Face mesh "Debbie" with a crack across the forehead, the nose and the upper lip.
6 Conclusio

The goal of this master’s thesis was to modernize the skin and muscle simulation algorithm presented in [3] and [12]. These algorithms were to be ported to Unity in order to be usable for a future project called “Conference Room in Virtual Reality”. If possible, the algorithms were to be improved.

The porting has succeeded, the algorithms are now rewritten in C# and used in a Showcase Unity Application. Furthermore, by decoupling components from each other, a much greater reusability has been achieved. By tweaking the algorithms, in particular the execution order of some steps, the danger of pointless iterations has been greatly lowered. By offering an “on-demand” approach instead of a per-frame repeat of calculations, the performance could be increased as well. However, for cases where per-frame might be desirable, it was decided to leave the decision by the user of the mathematical DLL, who would call the calculation methods as is seen fit.

Difficulties and pitfalls of the conversion from OGRE to Unity have been mapped, with workarounds explained where they were found.

One big issue remains, which is not directly part of the skin or muscle simulation, but greatly affects their effectivity: mesh conversion. The currently existing methods to convert meshes from OGRE’s native type to a type readable by Unity seem to work lossy, meaning that the models optically look alright, the number of vertices shrinks, which is highly detrimental to algorithms which base their entire functionality on vertices and their connecting edges. This, however, is a problem which was out of scope of this master’s thesis.
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Appendix

A) Finding a Point on an Ellipsoid

The ellipsoid standard equation is:

\[ \frac{x^2}{a^2} + \frac{y^2}{b^2} + \frac{z^2}{c^2} = 1 \]

The variables \( a, b \) and \( c \) denote the radii of the ellipsoid, whereas \( x, y \) and \( z \) denote the coordinates of a point. If the equation above equals 1 for a certain point, then this point is located exactly on the surface of the ellipsoid.

The equation for a line in three-dimensional space is:

\[ \vec{V} = \begin{pmatrix} A \\ B \\ C \end{pmatrix} + t \begin{pmatrix} j \\ k \\ l \end{pmatrix} \]

\( \vec{V} \) denotes the line. \( A, B \) and \( C \) are the coordinates of the origin point, whereas \( j, k \) and \( l \) are the components of the direction vector of the line from the origin point. The scalar \( t \) is the variable, via which any point on the line can be calculated.

To find a point which is situated right on an ellipsoid and to which a specific direction vector points from the origin point of the ellipsoid, the two equations above need to be combined.

It is assumed that the origin point of the line is also the origin point of the ellipsoid. Thus, the line equation needs to be plugged in the ellipsoid standard equation:

\[ \frac{(A + tj)^2}{a^2} + \frac{(B + tk)^2}{b^2} + \frac{(C + tl)^2}{c^2} = 1 \]
The goal now is to rearrange the equation above to solving for the \( t \), which gives the point on the ellipsoid, when plugged in the line equation:

\[
\frac{(A + tj)^2}{a^2} + \frac{(B + tk)^2}{b^2} + \frac{(C + tl)^2}{c^2} - 1 = 0
\]

\[
(A + tj)^2 b^2 c^2 + (B + tk)^2 a^2 c^2 + (C + tl)^2 a^2 b^2 - a^2 b^2 c^2 = 0
\]

\[
(A^2 + 2Atj + t^2 j^2) b^2 c^2 + (B^2 + 2Btk + t^2 k^2) a^2 c^2 + (C^2 + 2Ctl + t^2 l^2) a^2 b^2 - a^2 b^2 c^2 = 0
\]

To solve now for \( t \), the quadratic equation needs to be used:

\[
a x^2 + bx + c = 0
\]

Variable \( x \) in the quadratic equation is \( t \). The variables \( a, b \) and \( c \) now need to be determined from the last step of rearranging. They have nothing to do with the radii, it is just customary for the quadratic equation to name the variables that way.

The next step is to rearrange the equation in a way to separate by values including \( t^2 \), those including \( t \) and those which have no \( t \).

\[
A^2 b^2 c^2 + 2Atjb^2 c^2 + t^2 j^2 b^2 c^2 + B^2 a^2 c^2 + 2Btk a^2 c^2 + t^2 k^2 a^2 c^2 + C^2 a^2 b^2 + 2Ctl a^2 b^2 + t^2 l^2 a^2 b^2 - a^2 b^2 c^2 = 0
\]

\[
t^2 (j^2 b^2 c^2 + k^2 a^2 c^2 + l^2 a^2 b^2) + 2t (Ajb^2 c^2 + Bka^2 c^2 + Cl a^2 b^2) + A^2 b^2 c^2 + B^2 a^2 c^2 + C^2 a^2 b^2 - a^2 b^2 c^2 = 0
\]

Now \( a, b \) and \( c \) of the quadratic equation can be formed:

\[
a = j^2 b^2 c^2 + k^2 a^2 c^2 + l^2 a^2 b^2
\]

\[
b = 2(Ajb^2 c^2 + Bka^2 c^2 + Cl a^2 b^2)
\]

\[
c = A^2 b^2 c^2 + B^2 a^2 c^2 + C^2 a^2 b^2 - a^2 b^2 c^2
\]

Finally, they need to be plugged in the quadratic formula:
\[ t = \frac{-b \pm \sqrt{b^2 - 4ac}}{2a} \]

B) Glossary

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>(adv)</td>
<td>Angular displacement value</td>
</tr>
<tr>
<td>(Dir)</td>
<td>Direction of a force</td>
</tr>
<tr>
<td>(Dist)</td>
<td>Distance between two vertices/points</td>
</tr>
<tr>
<td>(f)</td>
<td>Constraint force</td>
</tr>
<tr>
<td>(F)</td>
<td>Net force</td>
</tr>
<tr>
<td>(K)</td>
<td>Contraction strength/muscle spring constant</td>
</tr>
<tr>
<td>(L)</td>
<td>Jaw muscle cube side length</td>
</tr>
<tr>
<td>(M)</td>
<td>Magnitude of a constraint force</td>
</tr>
<tr>
<td>(N)</td>
<td>Necessary strength multiplier for a jaw muscle</td>
</tr>
<tr>
<td>(m_{rot})</td>
<td>Rotation matrix</td>
</tr>
<tr>
<td>(P_{EP})</td>
<td>Muscle endpoint of a linear muscle</td>
</tr>
<tr>
<td>(P_H)</td>
<td>Helper point for sphincter muscle (R_s/R_f) calculation</td>
</tr>
<tr>
<td>(P_{joint})</td>
<td>Joint point of a rotation muscle</td>
</tr>
<tr>
<td>(P_{OP})</td>
<td>Muscle origin point</td>
</tr>
<tr>
<td>(P_R)</td>
<td>Point on radius of sphincter muscle</td>
</tr>
<tr>
<td>(R)</td>
<td>Lid muscle radius</td>
</tr>
<tr>
<td>(R_f)</td>
<td>Distance (P_{OP}) to furthest end of muscle area of influence</td>
</tr>
<tr>
<td>(R_i)</td>
<td>Inner radius of sphincter muscle</td>
</tr>
<tr>
<td>(R_o)</td>
<td>Outer radius of sphincter muscle</td>
</tr>
<tr>
<td>(R_s)</td>
<td>Distance, in which muscle falloff exists</td>
</tr>
<tr>
<td>(V_{curr})</td>
<td>Current vertex position</td>
</tr>
<tr>
<td>(V_{init})</td>
<td>Initial vertex position</td>
</tr>
<tr>
<td>(V_{tar})</td>
<td>Vertex target position</td>
</tr>
<tr>
<td>(\alpha)</td>
<td>Skin elasticity</td>
</tr>
<tr>
<td>(\Theta)</td>
<td>Rotation angle for rotation muscle</td>
</tr>
<tr>
<td>(\Omega)</td>
<td>Angle of linear muscle</td>
</tr>
</tbody>
</table>
Summary

English

Realistic simulations of human faces are in high demand, especially since the boom of Virtual Reality technology. However, most approaches are either computationally very expensive, or require excessive preparation work. The master’s thesis of Leon Beutl addressed this problem in 2011. Writing his application in the OGRE framework, it is not usable for current VR technologies though.

Therefore this thesis aims at reimplementing the algorithms presented in 2011, and their improvements in 2012 by Helmut Hlavacs and Leon Beutl, in the state-of-the-art game engine Unity, which has excellent VR support.

The approach laid out by Hlavacs and Beutl is a constraint based skin simulation, which develops forces as soon as the constraints are not fulfilled anymore, in order to return them to their rest states. A muscle simulation, based on Waters’ muscle model from 1987 but enriched by one more muscle type with two subtypes, is used to cover all facial muscles needed, allowing to portray emotions on a set of face meshes.

This thesis decoupled the presentation layer from business layer by having a DLL for mathematical calculations, which is merely included by a showcase Unity project. Both, the DLL and the Unity project were made flexible to allow quick and easy experimenting and high reusability, which was particularly important for the mathematical aspect.

This thesis, while still allowing for it, abandoned the approach of calculating the constraints every frame and adopted an “on-demand” approach instead, keeping calculations at a minimum.

Problems arose mostly with peripherical topics, in particular the obtainment of meshes usable for Unity from the OGRE meshes, which is a problem which so far cannot be solved satisfactorily. However, this does not affect the actual algorithms, which work with what they receive.
Deutsch


Diese Arbeit entkoppelte die Präsentationsschicht von der Businessschicht, indem eine DLL für mathematische Berechnungen enthält, die von einem Unity Vorzeigeprojekt lediglich eingebunden wird. Sowohl die DLL als auch das Unity-Projekt wurden flexibel genug gestaltet, um schnelles und einfaches Experimentieren zu ermöglichen, als auch eine hohe Wiederverwendbarkeit zu erlauben, was insbesondere für den mathematischen Part von großer Wichtigkeit ist.


Probleme traten hauptsächlich mit Randthemen auf, insbesondere mit dem Gewinnen von für Unity nutzbaren Meshes aus OGRE Meshes, was ein Problem darstellt, welches bis jetzt nicht zufriedenstellen gelöst werden
konnte. Dies beeinträchtigt jedoch nicht die eigentlichen Algorithmen, die mit dem arbeiten, was sie bekommen.