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Abstract

Hydrogen fluoride is one of the simplest molecular liquids, however, it is characterised by a linear geometry and a pronounced dipolar nature. Despite the simplicity of its molecular structure, its properties in the liquid phase are different from those of other molecular liquids. These peculiarities are not yet fully understood, also due to technical limitations in its experimental investigation. In this thesis, the liquid/vapour interface of hydrogen fluoride is investigated by means of Molecular Dynamic simulations. To facilitate this, an existing polarizable model with point dipoles is reimplemented using a classical Drude oscillator.

The reported simulation data represent the first microscopic investigation of the liquid/vapour interface of hydrogen fluoride. The model reproduces qualitatively the experimentally known thermodynamic properties of hydrogen fluoride at liquid/vapour coexistence, most notably the slope of the vapour pressure and the surface tension. The extremely low surface tension of hydrogen fluoride results in a highly corrugated interface and in the occurrence of large spontaneously formed void structures in the liquid phase. Intrinsic analysis of the interface shows the presence of well structured successive layers despite a complex morphology and long-wavelength surface fluctuations. A network analysis reveals the presence of long linear chains, as well as heavily branched clusters in the liquid phase, caused by the strong polarity of the model. These structures can protrude from the interface and extend noticeably in the vapour region, generating a unique liquid/vapour morphology, that is not seen in any other molecular liquid.
**Zusammenfassung**


1. INTRODUCTION

Hydrogen fluoride (HF) is the simplest molecule formed by fluorine. In its liquid state, HF is widely used in petrochemical processes and in the ceramics industry. The compound is highly toxic and corrosive. Already at low humidities it converts to hydrofluoric acid, which is capable of dissolving many materials, especially oxide-compounds. As a consequence, few quantitative experiments have been performed on the structural and dynamical properties of liquid HF [1–5].

One of the main characteristics of HF is its propensity to form long molecular chains. Due to its high electronegativity, HF has a large dipole moment (1.83 D [6]), which compares, in the realm of molecular liquids, only to water (1.85 D [7]). In the case of HF, the negative dipole-end is located on the fluorine atom since the polarity is always oriented towards the atom with the larger electronegativity [8]. Consequently, both – the liquid and the vapour phases of HF – are dominated by the Coulomb interaction between the negative end on the fluorine and the positive end on the hydrogen atom. As a result, the molecule has a strong tendency to form hydrogen bonds (H-bond) and the linear character of the molecule results in the appearance of long chains of H-bonded molecules in the liquid phase [2, 9].

However, little is known about the length and lifetime of these chains, due to the lack of experimental data and the difficulties in performing complex experiments with such an aggressive substance as HF. Additionally, theoretical considerations [9, 10] suggest that branched H-bonded clusters of the liquid phase should also be present, although they are subject to strict geometrical constraints since the molecule’s linear geometry restricts the number of possible bonds, as well as their orientation [3, 11, 12].

The formation of multiple, small hydrogen-bonded clusters and linear chains in the liquid phase of HF, as well as its thermodynamic properties, underline the exceptional nature of HF. Despite its strong polar nature, in contrast to water, liquid HF has an anomalously low surface tension [13, 14]. Additionally, molecules in the vapour phase of HF also show a strong tendency to form clusters [4]. These atypical features suggest a rather peculiar morphology of the liquid/vapour interface of HF. The low surface tension of the liquid should result in a highly corrugated surface, where dangling chains that extend into the vapour phase could be present. Moreover, small chains and clusters could detach from the liquid phase and persist in the vapour without breaking apart. Yet, experimental studies on the interfacial structure of a system at liquid/vapour coexistence are difficult in general [15, 16] and to the best knowledge of the author, no such study has been reported in the literature for HF.
Using computational resources for simulations and calculations, questions can be addressed which cannot be answered by experimental approaches due to technical and safety restrictions. Efforts in this direction, regarding liquid HF, date back to the 1980s [10, 17–20]. The molecule’s simplicity and its tendency to form H-bonds have made HF one of the most simulated molecular liquids. Nonetheless, accurate modelling of the dipole moment and the molecule’s polarizability present significant challenges for numerical simulations based on empirical potentials. Recent studies stressed the importance of polarizability on the liquid’s structure [2, 3, 21]. Although numerous attempts to implement better and more complex force-fields have been made lately [22–28], three-site models with point dipoles [29, 30] proved to be the most transferable modelling approach so far. These models are especially superior for the simulation of liquid/vapour coexistence over the complete liquid range [12, 29, 30].

For simulation of the liquid/vapour interface of HF an appropriate model, suitable for Molecular Dynamics simulations at liquid/vapour coexistence, is necessary. Popular Molecular Dynamics simulation-packages like GROMACS [31, 32] or NAMD [33] are based on point-charge interactions. Consequently, existing polarizable models [29, 30] have not been used extensively in recent years and simulation of HF at liquid/vapour coexistence has only been performed with inferior, non-polarizable, models [34–37]. Moreover, an algorithm capable of identifying arbitrary interfaces is essential to analyse the complex shape of HF’s liquid/vapour interface. Several methods for the identification of interfacial molecules and the computation of an interfacial surface have been developed in the last decade. Here, we refer to the Identification of Truly Interfacial Molecules (ITIM) algorithm [38], which is efficient, but restricted to interfaces with limited corrugation, and to its generalized variant (GITIM) [39], capable of identifying arbitrarily shaped interfaces.

In this work, the existing polarizable three-site models for HF [29, 30] are modified, by replacing the point-dipole with a Drude oscillator [40], to allow their use in the modern Molecular Dynamics simulation software package GROMACS. Subsequently, simulations of coexisting liquid and vapour phases at multiple temperatures are performed. The structural and topological properties of the interfacial molecules are studied using the ITIM and GITIM algorithms and a network analysis tool, developed specifically to address the characteristics of HF clusters.

To summarise, the main aims of this thesis are (I) to establish and test a point-charge model of HF that is equivalent to the best existing point-dipole models; (II) to use this model to study the thermodynamics, network properties, and interface morphology of HF at the liquid/vapour coexistence.
2. BACKGROUND – MOLECULAR DYNAMICS OF LIQUIDS

This chapter serves as a brief summary of the basics of computer simulations in general and Molecular Dynamics simulations in particular. Also, the most important definitions and technical terms will be introduced. However, due to the large variety of methods and aspects, a lot of methodology has to be omitted here. For a detailed introduction to statistical mechanics, the reader might refer to *Elementary Principles of Statistical Mechanics* by J. W. Gibbs [8] and for computer simulations of liquids to the books of Allen & Tildesley [41], Rapaport [42], and Frenkel & Smit [43]. The books listed above serve as a reference for the following sections.

2.1 Computer Simulation

The Laws of Newtonian Mechanics provide a simple and clear description of the motion of a single particle. Conversely, the involvement of many particles, where many usually means more than two, results in an immediate loss of simplicity. The forces acting on one particle are a result of a potential generated by all other particles and fields in the system and consequently couples the motion of one particle to the motion of all others. Except for a few special cases even the simple Newtonian mechanics of larger systems are expressed by many coupled differential equations that cannot be solved exactly.

Precise theoretical and analytical treatment of many scientific problems fail here. Consequently, most predictions concerning liquids are based on approximate descriptions of materials under certain conditions. Those descriptions often are based on information gathered from experiment or the explicit calculation of drastically simplified systems, which are then adapted to fit different situations. If theory and experiment do not match it is hard and most of the time impossible to correct the theory. Limited knowledge of molecular interactions characterizing the systems behaviour or the complete lack thereof is the main issue. Moreover, not every setup can be realized experimentally and almost every experimental measurement deals with inaccuracy and perturbations making the testing of a theory even harder. Without computer simulations there is no effective way of validation.

Computer simulations provide that missing link, by allowing modelling of those interactions. Although simulations are neither able to provide a theory nor generate exact results, they can solve any modelled system up to a desired accuracy, provided computational resources suffice. Simulations cannot replace theoretical
and experimental evaluations, but complement them. However, the comparison of experiment and simulation gives a clear indication whether or not the modelling of the inter-molecular forces is accurate. Contrarily, comparison of simulation and theory can clearly gauge the correctness of a theory and thereby ultimately link theory and experiment.

There are further benefits accompanying the usage of computer simulations. Once the hardware is acquired and the software developed, the same setup can be applied to multiple different systems and often only small adaptations to algorithms are necessary to expand the usage to a wider field of problems. Contrary to experimental setups, simulations are not influenced by external disturbances like weather or static fields that need to be shielded. Also, no special treatment is necessary to simulate systems that would be hard to set up in an experiment, like extreme temperatures or pressures or experiments that are sensitive to perturbations. Moreover, especially important for the highly corrosive HF, computer simulations do not bear the danger of potential harm on the experimentalist or the environment.

The main simulation technique used in this thesis is called Molecular Dynamics Simulation (MD), which corresponds to computing the time evolution of a many-particle system by solving the equations of motion (EOM) of classical mechanics. The analysis of the time evolution allows the calculation of various thermodynamic properties, like temperature, density, and other equilibrium properties, but also structural observables, like average bond length, bond angles, particle orientation, and radial distribution functions (RDF).

The following sections focus on the basics of statistical mechanics and thermodynamics, that build the foundation for MD simulations, as well as a short overview of the techniques utilized in this thesis.

2.2 Statistical Mechanics

2.2.1 Fundamental Principles

A complete microscopical description of a system is called its micro-state. For a classical system within the Born-Oppenheimer approximation this includes the exact knowledge of nuclear coordinates $r_i$ and momenta $p_i$ of all atoms, where the index $i$ runs over all $N$ molecules of the system. The electrons’ motion is fast compared with that of the nuclei and therefore cancels out on average, justifying this approximation. Following a typical convention for a condensed notation in
Cartesian coordinates, the positions and momenta of all $N$ atoms in the system are written as
\[
\mathbf{r}^N = \{r_1, r_2, r_3, \ldots, r_N\}
\]
\[
\mathbf{p}^N = \{p_1, p_2, p_3, \ldots, p_N\}.
\]
(1)

Bold letters indicate n-dimensional vectors, where $n$ is the space dimension. Consequently, a system of $N$ particles has $6N$ degrees of freedom and its Hamiltonian can be expressed as the sum of kinetic and potential energy functions:
\[
\mathcal{H}(\mathbf{r}^N, \mathbf{p}^N) = \sum_{i=1}^{N} \frac{p_i^2}{2m_i} + V(\mathbf{r}^N),
\]
(2)

where $m_i$ is the atomic mass.

The complex informations about inter-molecular interactions are embedded in the potential energy function $V$. Different approaches have been developed to model these interactions. Although density functional theory, the explicit inclusion of electronic degrees of freedom, or the use of neural networks are subject to rapid development and investigation, a commonly used approach in computer simulations is the division of the potential energy into terms coupling molecular pairs, triplets and higher order tuples. Many simulations are solely restricted to the use of pairwise additive potentials to model the potential energy of a system since modelling is easy and implementation straightforward and fast. Further detail about the use of pairwise additive potentials in this thesis is given in subsection 3.1.1 of chapter 3. However, this simplification is only justified for specific systems and meaningful effects might be neglected. Polarizability of a molecule like HF is the classical example for a non-negligible many-body effect. Subsection 3.1.2 covers the theoretical background for polarizability and its implications in MD simulations.

A short derivation of the Hamiltonian form of these equations is given in section 2.3.2. Once a suitable expression for the Hamiltonian $\mathcal{H}$ is derived, the system’s time evolution can be calculated by solving its EOM. This approach of explicitly modelling the potential energy clearly displays the strength of MD simulation at validating theoretical concepts since they allow the direct verification whether or not a specific inter-molecular interaction is responsible for a macroscopic effect.

Using the time-evolution of a system, the simulation calculates a series of microstates accessible by this system. However, due to Ljapunov instability and the finite accuracy of a computer, the trajectory of a single particle as calculated by the computer simulation does not correspond to the actual trajectory of a real particle. A closer analysis of this problem is given in subsection 2.3.2. Fortunately, one specific micro-state and its exact time-evolution is not of importance for statistical
mechanics and thermodynamics since even in experiments the system constantly changes from one micro-state to another. Instead, the statistics of all micro-states accessible by the system and their distribution is essential for the system’s behaviour. This representation of the system by the probability $P_j$ of its micro-states $j$ is called its macro-state. Thermodynamic observables like temperature or pressure can be derived as averages of a macro-state. In order to accurately specify such a probability, a large number $M$ of similar systems is necessary from which $M_j$ are in micro-state $j$ such that:

$$P_j = \lim_{M \to \infty} \frac{M_j}{M}$$

(3)

The limit can be replaced by the specification of sufficiently large $M$ and the entity of all similar systems is called statistical ensemble. Whenever a closed system is relaxed without exterior influences, it will reach a specific macro-state called equilibrium at which certain macroscopic quantities like density, temperature, or polarization remain constant over time. This equilibrium state motivates the formulation of the fundamental postulate of statistical mechanics:

"For an isolated system in equilibrium, the system can be found with equal probability in any micro-state consistent with that macro-state"

This postulate connects the microscopical properties of a system represented by the micro-state with macroscopic observables of the equilibrium and enables the calculation of these quantities as averages on the ensemble. In MD and Monte Carlo Simulation (MC) averages are computed using this concept. For MC, the ensemble is produced by performing small artificial changes on the system using a stochastic process to sample the correct ensemble. Contrarily, for MD calculating an ensemble average is replaced by an average over a finite time interval. However, the dynamics of the system are merely a convenient way of sampling micro-states, and do not necessarily bear physical meaning. The time average of a system can be calculated as the average over a large number of time steps along the system’s trajectory. For an ergodic system, a finite number of micro-states are visited and the time average exactly matches the ensemble average. The following subsection covers this procedure and its restrictions in more detail.

### 2.2.2 Averages and Thermodynamics Ensembles

In conventional MD simulations the volume of the simulation box and the total energy of the system are fixed. While the fixed volume is a direct feature of the MD algorithm, energy conservation is a consequence of Hamiltonian dynamics. In contrast, most experimental studies are performed at constant temperature and
pressure. To account for the different setups, the notion of different thermodynamic ensembles is used in statistical physics. Each setup is represented by different constraints on the system and each combination of constraints results in a specific ensemble. In each ensemble, different observables are permitted to fluctuate, thereby enabling different behaviour.

In the thermodynamic limit, the fluctuation's importance ceases to be significant and the ensembles become mostly indistinguishable. Therefore, the choice of the correct ensemble is only a matter of convenience in most cases. Contrarily, the unconstrained observables can strongly fluctuate for small systems. In computer simulation usually only about $10^3$ to $10^5$ molecules are used, due to the limited capacity of computational resources. This mandates, that care has to be taken about the system's specific setup to allow for an accurate computation of the desired quantities in accordance with statistical physics.

In this thesis we make use of three different setups:

- Micro-canonical ensemble $(N, V, E)$
- Canonical ensemble $(N, V, T)$
- Isothermal-Isobaric ensemble $(N, p, T)$

The letters in brackets indicate, which macroscopic variables are constrained to a certain value. For the three ensembles listed above they are: molecule number $N$, volume $V$, energy $E$, temperature $T$ and pressure $p$. Figure 1 shows a visual representation of the three setups. For the sake of completeness it is necessary to emphasize that more thermodynamic ensembles exist and that for each specific algorithms have been designed. However, those ensembles and their implementation will not be covered in this work.
The statistical average, denoted by enclosing angle brackets, of thermodynamic quantities \( A(r^N, p^N) \) can be computed by,

\[
\langle A \rangle = \int \! dr^N dp^N f(r^N, p^N) A(r^N, p^N)
\]

where \( f(r^N, p^N) \) is the probability-density of micro-states specified by \( \{r^N, p^N\} \) in the corresponding ensemble.

**Micro-Canonical Ensemble**

For the micro-canonical ensemble the system is assumed to have a fixed volume and can neither exchange energy nor particles with the environment. Conventional MD simulations are performed in this ensemble. The constraints on the system imply that the number of possible micro-states of such a system, also called partition function \( \Omega \), can be expressed as:

\[
\Omega = \frac{1}{N! (2\pi \hbar)^3 N} \int \! dr^N dp^N \delta [H(r^N, p^N) - E].
\]

The factor \( \frac{1}{N!} \) accounts for indistinguishable molecules, whereas \( (2\pi \hbar) \) is the phase-space-volume of a micro-state. The expression is basically a sum over all configurations where the Hamiltonian is exactly equal to the energy \( E \). As a result, the probability density function of the micro-canonical ensemble is:

\[
f_{NVE} = \frac{1}{\int \! dr^N dp^N \delta [H(r^N, p^N) - E]} \delta [H(r^N, p^N) - E]
\]

For a system at equilibrium the number of microscopic configurations \( \Omega \) is directly tied to thermodynamics via the entropy \( S \), which is defined as:

\[
S(N, V, E) = k_B \ln \Omega,
\]

\( k_B \) is the Boltzmann-constant. This formula also implies that at equilibrium, since all micro-states are equally likely, the entropy has to be at its maximum. It is also used to formally define the temperature \( T \) as a thermodynamic property:

\[
\frac{1}{T} = \left( \frac{\partial S}{\partial E} \right)_{V, N}
\]

Although usually not suitable for experimental comparison, where energy exchange with the environment is generally inevitable, simulations at constant energy are often used for preparing initial configurations.
All other ensembles can be derived from the micro-canonical ensemble using extended Lagrangians. Moreover, it is generally possible to restructure any MD simulation to be performed at fixed volume and energy, but the use of a more appropriate ensemble drastically simplifies the computation.

**Canonical Ensemble**

The canonical ensemble describes a system that, like the micro-canonical ensemble, has a fixed volume $V$ and cannot exchange particles with the environment. However, it is in thermal contact with a heat-bath of constant temperature $T$ and energy fluctuates. Consequently, the probability to find the system in a micro-state with a given Hamiltonian $H$ is given by the Boltzmann-factor $e^{-\beta H(r^N,p^N)}$, with inverse temperature $\beta = \frac{1}{k_B T}$. The complete system (simulation box plus heat bath) have fixed volume and energy, hence are in the micro-canonical ensemble.

The number of accessible micro-states $Q_{NTV}$ can be expressed as:

$$Q_{NTV} = \frac{1}{N!(2\pi \hbar)^3} \int d\mathbf{r}^N d\mathbf{p}^N e^{-\beta H(r^N,p^N)}$$

and the canonical ensemble's probability density function is,

$$f_{NTV} = \frac{1}{\int d\mathbf{r}^N d\mathbf{p}^N e^{-\beta H(r^N,p^N)}} e^{-\beta H(r^N,p^N)}.$$

The thermodynamic potential that is directly linked to the canonical ensemble is the Helmholtz Free Energy $F(N,V,T) = E - TS$. It is related to the canonical partition function by,

$$F(N,V,T) = -k_B T \ln Q_{NTV}. $$

This relation combines the thermodynamic perspective with the microscopical view of statistical physics and can for instance be used to derive the average energy $E$. Taking the derivative of the free energy with respect to $\beta$ in the thermodynamic perspective yields:

$$\frac{\partial(\beta F)}{\partial \beta} = \frac{\partial}{\partial \beta} (\beta E - \frac{S}{k_B}) = E,$$

whereas in statistical mechanics the derivative is equivalent to:

$$\frac{\partial(\beta F)}{\partial \beta} = -\frac{\partial (\ln Q_{NTV})}{\partial \beta} = \int d\mathbf{r}^N d\mathbf{p}^N e^{-\beta H(r^N,p^N)} \int d\mathbf{r}^N d\mathbf{p}^N e^{-\beta H(r^N,p^N)} H(r^N,p^N)$$
Using the definition of the ensemble average given in equation (4), these results combine to

\[ \langle \mathcal{H} \rangle = E, \]  

(14)

verifying that the energy of an equilibrated system in the canonical ensemble fluctuates around the average energy \( E \). Simulations of interfaces of coexisting phases are performed in this ensemble.

**Isothermal-Isobaric Ensemble**

The isothermal-isobaric ensemble corresponds to a system in contact with a heat-bath and a volume-reservoir. It cannot exchange particles with the environment. Consequently, the system’s energy and volume fluctuate around an equilibrium value. Again, the complete system is in the micro-canonical ensemble. This is also the setting at which most experiments for analysing and characterizing fluids are performed. The ensemble is especially useful for the study of thermodynamic and structural properties, and the parametrization and verification of an empirical potential.

The partition function and probability density function for the isothermal-isobaric ensemble are:

\[
Q_{NpT} = \beta p \frac{\beta p N}{N! (2\pi \hbar)^{3N}} \int_0^\infty dV \int d\mathbf{r}^N d\mathbf{p}^N e^{-\beta [\mathcal{H}(\mathbf{r}^N, \mathbf{p}^N) + pV]} 
\]

(15)

\[
f_{NpT} = \frac{1}{\int_0^\infty dV \int d\mathbf{r}^N d\mathbf{p}^N e^{-\beta [\mathcal{H}(\mathbf{r}^N, \mathbf{p}^N) + pV]}} e^{-\beta [\mathcal{H}(\mathbf{r}^N, \mathbf{p}^N) + pV]},
\]

(16)

where \( p \) is the pressure (not to be confused with the momentum \( p \)) and \( V \) the volume of the simulated system. The factor \( \beta p \) is added to make the partition function dimensionless and vanishes in the thermodynamic limit.

**2.3 Molecular Dynamics Simulation**

**2.3.1 Ergodicity**

**Temporal Average**

The calculation of averages explicitly using the partition function is only possible for few systems because of the complexity of calculating the partition function itself. For other simulation techniques clever schemes have been designed to avoid the direct calculation. Metropolis MC for instance circumvents the problem by a specific
choice of the acceptance probability of each move. In the case of MD simulations
the difficulty is evaded by calculating a temporal average rather than an ensemble-
average. This approach also reflects the notion of a real-world measurement, where
a macroscopic quantity is measured as its average over the finite duration of the
measurement which is usually much larger than the characteristic timescale for
the microscopic motion. The temporal-average of a quantity $A(t^N, p^N)$ for a given
trajectory is:

$$\bar{A}_t = \lim_{t \to \infty} \frac{1}{t} \int_0^t d\tau A(r^N(\tau), p^N(\tau))$$

(17)

During its time evolution, a system at equilibrium visits micro-states corresponding
to a specific statistic ensemble. If the simulation is set up in such a way that it
will eventually visit all accessible micro-states, given long enough simulation time
$t$, the simulation is called ergodic. Moreover, satisfying ergodicity implies that the
temporal average does not depend on the initial conditions of the trajectory. For a
simulation that satisfies all these conditions the ergodic hypothesis holds:

$$\bar{A}_t = \langle A \rangle$$

(18)

Averages calculated with MD simulations rely on this property, therefore special
cautions is necessary for ensuring that the simulated system is indeed ergodic. An
example for a violation of the ergodic hypothesis is spontaneous symmetry breaking.

**Correlation**

The discrete and finite nature of a computer simulation has to be taken in account
when thermodynamic properties are calculated. Computer simulations do not
provide continuous trajectories but compute the system by solving its EOM using
finite difference methods for a given time-step $\Delta t$. Additionally, the trajectory of a
system can only be calculated for a finite number of time-steps. Consequently, the
time average defined above can only be estimated by

$$\bar{A}_t \sim \bar{A} = \frac{1}{M} \sum_{i=1}^M A(r^M_i),$$

(19)

where $\bar{A}$ denotes the sample-average calculated by the MD simulation of $M$ time-
steps.

The number of steps $N$ and the step-size $\Delta t$ have to be chosen such that ergodicity
is guaranteed. However, when calculating statistical averages usually not only the
correct average value is desired, but also a small value for its variance. The variance
is a measure for the deviation from the mean, hence theoretical interpretations of
the result rely on it. Due to the finite sample size of the MD simulation statistical errors are extremely prominent. Moreover, the value of a given quantity $A(r^N_i)$ at step $i$ is not statistically independent of the values at previous time-steps $A(r^N_j)$ with $j < i$. This dependence is also called correlation. As a result, the sample-average's variance strongly deviates from the variance of the ensemble-average.

The following short calculation illustrates this deviation and motivates the definition of the correlation-function $C_A(k)$ and the correlation length $\tau_A$.

$$
V ar(\bar{A}) = \langle \bar{A}^2 \rangle - \langle \bar{A} \rangle^2
$$

$$
= \frac{1}{M^2} \left( \sum_{i=1}^{N} \sum_{j=1}^{N} A(r^N_i)A(r^N_j) \right) - \frac{1}{M} \left( \sum_{i=1}^{N} A(r^N_i) \right) \left( \sum_{j=1}^{N} A(r^N_j) \right)
$$

$$
= \frac{1}{M^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \left[ \langle A(r^N_i)A(r^N_j) \rangle - \langle A(r^N_i) \rangle \langle A(r^N_j) \rangle \right]
$$

(20)

For a stationary state the above expression can be rewritten to only depend on the number of steps $k$ between $i$ and $j$, such that $i+k = j$, instead of $i$ and $j$ individually. Moreover, for a system at equilibrium the contribution is the same for any $i$.

$$
= \frac{1}{M^2} \sum_{i=1}^{N} \sum_{k=-\infty}^{\infty} \left[ \langle A(r^N_i)A(r^N_{i+k}) \rangle - \langle A(r^N_i) \rangle \langle A(r^N_{i+k}) \rangle \right]
$$

$$
= \frac{1}{M} \sum_{k=-\infty}^{\infty} \left[ \langle A(r^N_i)A(r^N_{i+k}) \rangle - \langle A(r^N_i) \rangle \langle A(r^N_{i+k}) \rangle \right]
$$

(21)

By defining the symmetric, normalized auto-correlation-function $C_A(k)$ as

$$
C_A(k) = \frac{\langle A(r^N_i)A(r^N_{i+k}) \rangle - \langle A(r^N_i) \rangle \langle A(r^N_{i+k}) \rangle}{\langle A^2 \rangle - \langle A \rangle^2}
$$

(22)

and the correlation length $\tau_A$ by

$$
\tau_A = \sum_{k=0}^{\infty} C_A(k),
$$

(23)

the final result for the sample average's variance becomes

$$
V ar(\bar{A}) = \frac{2\tau_A}{M} V ar(A).
$$

(24)

In case of a MD simulation the number of steps corresponds to elapsed time and the correlation function can be reformulated as a time-correlation function.

The above expression illustrates that a large sample size is necessary to achieve statistical accuracy, but it also clarifies that correlations in those samples effectively
reduce the sample size. Hence, for a strongly correlated system a sample size larger by a factor of $2\tau_A$ is necessary to achieve the same statistical accuracy as for an uncorrelated system. As a result it is always necessary to calculate the correlation-length and hence the auto-correlation-function of a property to allow statistical interpretations. This can either be done exactly using Fourier transform or quantitatively using block-averages.

Although this is clearly inconvenient when sampling statistical properties, linear response theory successfully uses the correlation-function to allow further insight in the behaviour of a system. Applying this theory, so called Green-Kubo relations, which relate the correlation of a property to a transport coefficient, can be derived. The diffusion coefficient $D$ for example can be calculated as

$$D = \frac{1}{3} \int_0^\infty dt \langle \mathbf{v}(t) \mathbf{v}(0) \rangle. \quad (25)$$

### 2.3.2 Integrating the Equations of Motion

Various approaches in defining the classical EOM have been proposed. Although Lagrangian dynamics are often referred to as the most fundamental one and predate the Hamiltonian reformulation by 45 years, this thesis will primarily focus on the latter formulation, due to the explicit notion of momenta and the strong connection of the canonical ensemble to the Hamiltonian formulation.

Using generalized coordinates the Hamiltonian is defined as:

$$\mathcal{H}(\mathbf{p}, \mathbf{q}) = \sum_k \dot{q}_k p_k - \mathcal{K}(\dot{\mathbf{q}}, \mathbf{q}) + \mathcal{V}(\dot{\mathbf{q}}, \mathbf{q}) \quad (26)$$

and the Hamiltonian equations of motion are:

$$\dot{q}_k = \frac{\partial \mathcal{H}}{\partial p_k}, \quad p_k = -\frac{\partial \mathcal{H}}{\partial q_k}, \quad (27)$$

where $\mathbf{q}$ and $\mathbf{p}$ are the generalized coordinates and momenta, and $\mathcal{K}$ and $\mathcal{V}$ the kinetic and potential energy, respectively.

The Cartesian variant of the Hamiltonian simplifies to

$$\mathcal{H}(\mathbf{r}^N, \mathbf{p}^N) = \sum_{i=1}^N \frac{p_i^2}{2m_i} + \mathcal{V}(\mathbf{r}^N) \quad (28)$$
and the Hamiltonian EOM become

\[
\begin{align*}
\dot{\mathbf{r}}_i &= \frac{\mathbf{p}_i}{m_i} \\
\dot{\mathbf{p}}_i &= -\nabla_{\mathbf{r}_i} V = \mathbf{F}_i,
\end{align*}
\]

(29)

where \( \mathbf{F}_i \) is the Force exerted on particle \( i \). For a system of \( N \) rigid molecules this amounts to a system of \( 6N \) coupled differential equations of first order, whereas the coupling is realized via the gradient of the potential energy \( V \).

As long as no velocity-dependent forces act on the system, the total derivative \( \dot{H} = \frac{dH}{dt} \) is zero and therefore the Hamiltonian a constant of the motion. The Hamiltonian EOM also conserve total momentum and, for an isolated system, total angular momentum. However, periodic boundary conditions, as frequently used in MD simulations, break the rotational invariance and angular momentum is not conserved. Furthermore, the motion described by these equations is time-reversible, which means by inverting the momenta the system will retrace its trajectory in the opposite direction back to the initial setting. Additionally, Liouville's theorem holds that the phase space density is conserved under Hamiltonian dynamics.

These properties are of special interest in designing and testing finite integration schemes since any algorithm is required to fulfil the same conditions. Moreover, conserved quantities can easily be used to verify whether an algorithm is correctly implemented or not. Any algorithm that satisfies Liouville's theorem is called symplectic. Often the order of accuracy of an algorithm is of far less importance than the question, whether it is time reversible and symplectic or not. Since it is by concept impossible to calculate the exact trajectory of a system with a computer simulation, it is usually more important to decide how useful the calculated result is rather than how close it is to the exact solution. This problem is investigated more thoroughly in section 2.3.2. Although, many higher order algorithms, like Runge-Kutta [44, 45] and predictor-corrector [46] have been developed, but they are either not symplectic or need multiple force calculations and are thereby computationally expensive.

Two 2\textsuperscript{nd}-order algorithms that fulfil all the above requirements and are simple and straightforward to derive and implement, are the Stormer-Verlet [47] and the velocity Verlet [48]. They also only necessitate a minimal number of fore calculations per step, if implemented correctly. Since force calculations are the computationally expensive part of an MD simulation, the two algorithms are fast and only need little memory and are therefore widely applied in MD calculations.
Størmer-Verlet:

The algorithm is attributed to Carl Størmer around 1907 and was rediscovered and applied to MD simulations about 60 years later by Loup Verlet [47]. The algorithm implements an equation to advance the position of a particle by a time-step $\Delta t$:

$$r(t + \Delta t) = 2r(t) - r(t - \Delta t) + \frac{F(t)}{m} \Delta t^2 + O(\Delta t^3)$$

(30)

The expression can easily be derived by adding the equations of the Taylor expansion of $r(t + \Delta t)$ and $r(t - \Delta t)$:

$$r(t + \Delta t) = r(t) + v(t) \Delta t + \frac{F(t)}{2m} \Delta t^2 + O(\Delta t^3)$$

$$r(t - \Delta t) = r(t) - v(t) \Delta t + \frac{F(t)}{2m} \Delta t^2 - O(\Delta t^3)$$

(31)

Since all terms of odd power are eliminated from equation 30, velocities $v$ are not needed to compute the trajectory. Therefore it is easy to verify that the algorithm is time reversible. If needed, velocities can be obtained in hindsight as a central difference:

$$v(t) = \frac{r(t + \Delta t) - r(t - \Delta t)}{2\Delta t} + O(\Delta t^2).$$

(32)

Adding to the inconvenience of missing velocities, the algorithm is not self-starting, illustrated by the appearance of $r(t - \Delta t)$ on the right side of equation 30.

Velocity Verlet:

To account for self-starting and the direct calculation of velocities the Størmer-Verlet algorithm can be reformulated in its velocity-dependent form as:

$$r(t + \Delta t) = r(t) + v(t) \Delta t + \frac{F(t)}{2m} \Delta t^2 + O(\Delta t^3)$$

$$v(t + \Delta t) = v(t) + \frac{F(t) + F(t + \Delta t)}{2m} \Delta t + O(\Delta t^2)$$

(33)

The position part in equation 33 is the Taylor expansion of $r(t + \Delta t)$ and the second can be derived by inserting the first equation in the time-reversed Taylor expansion of $r(t)$:

$$r(t) = r(t + \Delta t) - v(t + \Delta t) \Delta t + \frac{F(t + \Delta t)}{2m} \Delta t^2 + O(\Delta t^3)$$

(34)
The use of the time reversed Taylor expansion illustrates that the resulting algorithm is, like the Størmer-Verlet, time-reversible. If implemented properly the algorithm does not require more force-calculations than the initial version. Storing both force-terms, \( F(t+\Delta t) \) and \( F(t) \), is also unnecessary since the new velocity can be computed in two steps, hence saving additional memory. First, after calculating the new position using the current force \( F(t) \), the new force \( F(t+\Delta t) \) is calculated and added to the current one to calculate the velocity.

The global error of both these algorithm can be proven to be of second order and both algorithms produce the same trajectory as long as the forces are not velocity-dependent. However, the velocity Verlet cannot be used in the case of velocity-dependent forces. The symplectic nature of both algorithms can be shown by expressing it as a Trotter expansion of the Liouville operator (see chapter 4, Frenkel & Smit [43] for details).

A popular variant of the velocity Verlet is the leapfrog [49], where position and velocity are evaluated alternatingly a half-step apart instead of at the same time, leapfrogging each other. The two algorithms share the same properties and their results are equivalent. However, if the velocities are not explicitly needed, leapfrog is often the preferred choice due to its intuitive implementation.

**Instability**

The underlying idea for performing MD is solving the EOM of a system in small time-steps \( \Delta t \), starting from some initial conditions \( s_0^N = \{r_0^N; p_0^N\} \), and producing a trajectory, namely a sequence of points \( s_t^N = \{r_t^N; p_t^N\} \) in phase-space. Given a sufficiently small time-step and accurate algorithm, this computed trajectory approximates the EOM’s exact solution for the given initial conditions \( s_0^N \). However, many systems of coupled differential equations are sensitive to small deviations to the initial conditions \( \delta s_0^N = \{\delta r_0^N; \delta p_0^N\} \). Such systems are called chaotic.

The classification of the behaviour of both these systems can best be described by the notion of Lyapunov exponents \( \lambda \), defined by:

\[
\lambda = \lim_{t \to \infty} \frac{1}{t} \ln \left| \frac{\delta s_t^N}{\delta s_0^N} \right|
\]

which can be reformulated as a condition on the perturbation at time \( t \) as:

\[
|\delta s_t^N| \sim |\delta s_0^N| e^{\lambda t}
\]

If the Lyapunov exponent \( \lambda \gg 1 \), the system’s behaviour will be chaotic and the calculated trajectory will significantly deviate from the real trajectory. From a solely
technical point of view, due to the finite memory capacities of computers, it is impossible to design a completely unperturbed system. In a three-dimensional system of \( N \) particles there are \( 6N \) coupled ordinary differential equations and therefore \( 6N \) Lyapunov exponents are defined. Moreover, the behaviour of the whole system is determined by largest Lyapunov exponent. Real systems are also affected by this so called Lyapunov instability and can become chaotic. However, the problem with MD is, that the perturbation of a simulated system deviates strongly and in an uncontrollable manner from that of a real system. Consequently, the system's trajectory cannot be used to predict the exact motion of a single particle in the system. This fact also resonates in the observation, that simply increasing the order of the integration algorithm is not overly beneficial for most simulations. No matter how accurate the used algorithm is, it will never be able to reproduce the real endpoint of the trajectory of a chaotic system. Without the notion of symplectic algorithms the results of MD simulation would be rendered useless for almost all cases.

It is however possible to prove, that for the trajectory computed by a symplectic algorithm a so called shadow Hamiltonian \( \mathcal{H}_S \) exists, that represents a system for which the computed trajectory is the exact solution. Moreover, the shadow Hamiltonian \( \mathcal{H}_S \) deviates from the original Hamiltonian \( \mathcal{H}_S \) only by \( \Delta \mathcal{H} = \mathcal{O}(\Delta t^n) \), where \( n \) is the order of the algorithm used. The maximum size of this deviation does not change over time. Figure 2a shows a comparison of the trajectory computed by the MD simulation, the trajectory of the real system defined by the Hamiltonian \( \mathcal{H} \), and the trajectory for the shadow Hamiltonian \( \mathcal{H}_S \). The discrete MD trajectory successfully approximates the shadow system's trajectory, but the real trajectory differs dramatically showing strong sensitivity to small perturbations, hence a chaotic system is present.

As a result it can be confidently concluded, that properties that do not sensitively depend on small changes in the Hamiltonian, for instance the RDF, can be accurately computed by the use of symplectic MD simulations.

**Simulation Box and Periodic Boundary Conditions**

Due to the limitations of computational resources, MD simulations are restricted to a small number of molecules. It is therefore necessary to confine the particles in a box of length \( L \) and impose conditions for particles at or close to this boundary. In this thesis the simulated systems represent a substance that is several orders of magnitude larger in terms of particle number. Consequently, the boundary conditions should represent the influence of particles in the surrounding, larger substance. Since the larger system cannot be simulated for reasons of limited
(a) Conceptual depiction of the computed trajectory (black dots), the real trajectory (solid grey curve), and the trajectory corresponding to the shadow Hamiltonian $H_S$ (dotted orange curve) of a chaotic system. The dots represent the discrete computation for a time-step $\delta t$ and the black lines, connecting the computed time-steps is a guide for the eye.

(b) Trajectories of constant Hamiltonian $H$ (grey, solid line) for the real trajectory and constant shadow Hamiltonian $H_S$ (orange, dashed line) for the computed and shadow system.

Figure 2: Molecular Dynamic simulations show a) chaotic behaviour and b) approximate the trajectory of a system with Hamiltonian $H_S$.

computational resources, a commonly applied solution is the use of Periodic Boundary Conditions (PBC).

The concept of PBC is best illustrated by a system that only extends in one spatial dimension. This corresponds to particles positioned along a line. Imposing PBC on this system corresponds to connecting the two loose ends of this line. As a consequence all particles have two neighbours instead of only one neighbour for particles at the loose ends of the line. In two and three dimensions it is usually more convenient to imagine identical copies, called images, of the system surrounding the original box as illustrated for two dimension in figure 3.

However, special care has to be taken when applying PBC. Since the main idea is to reduce the number of simulated particles and thereby be able to represent a large system, it is sensitive to only calculate interactions with the closest copy of each particle. This technique is often referred to as the minimum image convention. Consequently, interactions with periodic images of the particle with itself are automatically excluded. The implication of this technique is the limitation of interactions to contributions within a given cutoff-radius $r_c$, where the condition $2r_c < L$ has to be fulfilled. All interaction within the cutoff are called short-range interaction. The remaining interactions are referred to as long-range. It is possible to take the error produced by the cut-off into account by the use of so called long-range corrections. This approach is, besides other conditions, reasonable
Figure 3: Crossing one of the four box edges of a two dimensional periodic system, molecules leave the box on one side and enter on the opposing side. In a three-dimensional system molecules can cross one of the six cube faces. The orange square (dashed) represent the minimum image of the highlighted (orange) molecule. Consequently, its interactions with the two rightmost molecules in central box $B$ are calculated with their periodic image in box $P$.

if the simulation-box is larger then the extension of local structures. Common correction-techniques are tail-correction, Reaction Field method [50–52] (RF), and ewald-summation [53]. The tail-correction is an analytical solution of the integral corresponding to the average contributions of a thermodynamic property beyond the cutoff. However, in three spatial dimensions the integral is only convergent for interactions decreasing faster than $1/r$ and only analytically solvable if the RDF converges to 1 within the cutoff.

The RF method, assuming a uniform dielectric constant outside the cutoff, is not applicable for biphasic systems. Instead of a direct calculation in real space, Ewald-summation is performed in reciprocal space. Particle-Mesh-Ewald [54, 55] (PME), evaluating the long-range interactions on discrete lattice, is applicable for both slowly decreasing interaction and biphasic systems and is therefore the preferred method for modern MD simulations. Moreover, the PME method’s computational complexity is of order $\mathcal{O}(N\log N)$. Further details about long-range correction techniques can be found in chapter 2.8 of Allen & Tildesley [41]. To avoid unphysical artefacts it is necessary to make sure that no significant correlation effects exceed the simulation box length.
2.3.3 Temperature and Pressure Coupling

Applying only the methodology and algorithms discussed in subsection [2.3.2] will result in a simulation in the micro-canonical ensemble. This becomes apparent when re-evaluating the micro-canonical \((N, V, E)\)-setup, namely constant energy \(E\), particle number \(N\), and volume \(V\). The algorithms described there are specifically designed to integrate the EOM of a fixed number of \(N\) particles while conserving the energy. The constant volume of the simulation box is, if not deliberately changed, an inherent feature of a computer simulation (also see subsection [2.3.2]). Hence the conditions of the micro-canonical ensemble are fulfilled.

To perform simulations in the \((N, V, T)\) or \((N, P, T)\) ensemble it is necessary to explicitly control temperature and pressure of the system. For simulations in the \((N, V, T)\)-ensemble a thermostat is needed and the isothermal-isobaric ensemble requires both a thermostat and a barostat.

Two different approaches for temperature and pressure coupling are common for MD simulation. One is the pairing of the principles of MD with stochastic elements and represents rescaling particle velocities and/or coordinates according to the ensemble distribution. The second approach, first introduced by H.C. Andersen [56] in 1979 for pressure coupling, is based on the reformulation of the system’s dynamics by extending the Hamiltonian – the original approach has been performed by extending the Lagrangian – of the system and performing a \((NVE)\)-simulation for this new system comprised of the actual system and a volume-reservoir. The same technique has been quickly adapted for temperature coupling as well as a large variety of other situations. The basic concepts of the two schemes used in this thesis both follow the second approach and are further discussed in the following sections.

Nosé-Hoover Thermostat

The thermostat developed by Nosé [57] in 1984 and later improved by Hoover [58] consists of a heat-bath represented by an imaginary particle moving along an additional degree of freedom \(s\) with momentum \(p_s\). The dynamics of this particle are included in the Hamiltonian by

\[
\mathcal{H}_{NH}(r^N, p^N, p_s, s) = \sum_{i=1}^{N} \frac{p_i^2}{2m_i} + V(r^N) + \frac{p_s^2}{2Q} + g k_B T \ln(s),
\]

where \(Q\) has the dimension of \((\text{energy} \cdot \text{time}^2)\) and behaves like an imaginary mass. The constant \(g\) is chosen such that the average of this Hamiltonian is equal to the canonical ensemble average at equilibrium. \(T\) is the imposed temperature.
By expressing the coordinates via so called virtual coordinates and introducing a thermodynamic friction coefficient $\zeta$ as

$$\begin{align*}
\mathbf{r}'_i &= \mathbf{r}_i \\
\mathbf{p}'_i &= \frac{\mathbf{p}_i}{s} \\
t' &= \int^t dt \frac{s}{
\zeta &= \frac{ps}{Q}
\end{align*}$$

(38)

the EOM for this system can be written as:

$$\begin{align*}
\frac{d\mathbf{r}'_i}{dt'} &= \frac{\mathbf{p}'_i}{m_i} \\
\frac{d\mathbf{p}'_i}{dt'} &= \mathbf{F}_i - \zeta\mathbf{p}'_i \\
\frac{d\zeta}{dt'} &= \frac{1}{Q} \left( \sum_{i=1}^{N} \frac{p'^2_i}{m_i} - 3Nk_BT \right) \\
\frac{d\ln(s)}{dt'} &= \zeta
\end{align*}$$

(39)

The constant $g$ has to be equal to $3N$. The first two lines in equation (39) look similar to the original EOM as derived in subsection 2.3.2. However, the momenta-dependent term in the second equation is responsible for coupling the thermostat to the system by either accelerating or decelerating all molecules depending on the sign of $\zeta$. The right side of the third equation can be rewritten as $\frac{\zeta}{Q} (\mathcal{H} - \langle \mathcal{H} \rangle)$, with $\mathcal{H}$ the kinetic energy. This reformulation illustrates that $\zeta$ facilitates a deceleration, if the kinetic energy is above and an acceleration, if it is below its average value.

The thermostat does not react instantaneously to deviations from the target temperature, but rather its time derivative is directly coupled to those deviations. How fast the thermostat reacts is controlled by the parameter $Q$, hence it is referred to as a mass. For larger values of $Q$ the thermostat reacts faster, but disadvantageously this also results in a stronger perturbation of the system's dynamics. A typical method in determining $Q$, such that the thermostat reacts as fast as possible without significantly affecting the dynamics, is the comparison of the velocity autocorrelation function for different values of $Q$. If the velocity autocorrelation function does not change qualitatively, also the system dynamics is not affected strongly. Consequently, the largest value that does not qualitatively alters the auto-correlation function is the optimum to be picked.

The 4th equation, even though not necessary for following the system's dynamics, ensures that the time is scaled correctly. This is essential for sampling the canonical
ensemble. It has been shown by Hoover [58] that the equations 39 are unique. Moreover, the Nosé-Hoover EOM contain a velocity-dependent force-term and are therefore not symplectic. This is caused by the conservation of the extended Hamiltonian $\mathcal{H}_{NH}(\mathbf{r}^N, \mathbf{p}^N, p_s, s)$ instead of the original one.

**Andersen Barostat**

Andersen’s [56] variant will be introduced here, although the Parinello-Rahman [59] barostat, which also allows for anisotropic box-scaling, is used in this thesis. The basic concept is the same, but the Andersen thermostat does not necessitate the separate handling of each dimension. Additionally it is reformulated from Lagrangian to Hamiltonian notation in similarity to the Nosé-Hoover thermostat for better comparability.

To simplify rescaling of the simulation box, it is reasonable to switch to scaled coordinates when coupling a barostat to the system. Scaled coordinates and scaled moment are defined as:

$$s_i = \frac{r_i}{V^{\frac{1}{3}}}$$

$$\pi_i = p_i V^{\frac{1}{3}}.$$  

(40)

For the barostat the volume $V$ itself becomes a degree of freedom and also a corresponding momentum $\pi_V$ has to be added to get the Andersen Hamiltonian defined by

$$\mathcal{H}_A(\mathbf{r}^N, \mathbf{p}^N, \pi_V, V) = \sum_{i=1}^{N} m_i \frac{p_i^2}{2m_i} + \frac{1}{2} V \dot{V}^2 + \frac{\pi_V^2}{2W} + pV.$$  

(41)

Here $W$ represents the mass of an imaginary piston with potential energy $pV$, that affects the volume of the simulation box. Again $p$ is the pressure, not to be confused with the momentum $p$ of a particle.

The Andersen EOM in Hamiltonian notation are:

$$\frac{dr_i}{dt} = \frac{p_i}{m_i} + \frac{1}{3} \dot{V} r_i$$

$$\frac{dp_i}{dt} = F_i - \frac{1}{3} \dot{V} p_i$$

$$\frac{d\pi_V}{dt} = \frac{1}{3V} \sum_{i=1}^{N} \left( \frac{p_i^2}{m_i} + F_i r_i \right) - p$$

$$\frac{dV}{dt} = \frac{\pi_V}{W}$$  

(42)
Similar to the EOM of the Nosé-Hoover thermostat, the right side of the 3rd line in equation \[ p_{\text{inst}} = \sum_{i=1}^{N} \left( \frac{p_{i}^2}{m_i} + F_i r_i \right) \] can be interpreted as the difference of the instantaneous pressure and its canonical average \( \langle p_{\text{inst}} \rangle \). The 4th equation couples the change of momentum \( \pi_V \) to the change of volume. Consequently, the system undergoes compression, if the instantaneous pressure is too high and expansion if it is too low. The barostat's reaction speed is controlled by \( W \) and like the thermostat it does not react instantaneously to deviation in the pressure, but by the derivative. In similarity to the Nosé-Hoover thermostat, the Andersen EOM contain a velocity-dependent forces \( \frac{1}{3} V p_i \) and are not symplectic.

### 2.3.4 Algorithm – Basic Structure of a Molecular Dynamics Simulation

Having discussed the basic concepts of a MD simulation in various ensembles, the basic structure of an MD simulation is depicted in algorithm 1. The algorithm can be separated in two major components. In the first part, the simulated system has to be initialized according to the provided input data. This initialization may include, among other tasks, determining the particle number \( N \), generating or loading from file a starting configuration, setting up the simulation box, enabling boundary conditions, or removing centre-off-mass motion.

#### Algorithm 1: Basic MD structure

**Input:** simulation parameters: \( \Delta t \), integrator, \( M, N \)  
**Output:** system trajectory and thermodynamic averages

Initialization();  
for \( M \) steps do  
  forces = compute_forces();  
  trajectory += integrate_EOM(\( \Delta t \), forces, integrator);  
  averages = update_averages();  
end  
return trajectory, averages

The algorithm's second part primarily comprises of the for-loop over \( M \) time-steps of size \( \Delta t \). For each iteration three essential tasks have to be performed. Firstly, computation of the forces acting on all particles is usually the computationally most expensive part of the simulation and determines the abstraction level or in other words accuracy of the simulation. In general, the computational complexity of calculating the forces for all \( N \) particles is of order \( \mathcal{O}(N^2) \). Usage of an interaction-distance cutoff in combination with long-range corrections or neighbour-lists, that keep track of molecules close by over multiple time-steps, are two examples
for effective computational schemes that have been developed to reduce the computational effort of force calculation. To actually compute forces, the way in which the simulated particles interact has to be specified. Since force-field design is an essential part of this work, chapter 3 provides a more thorough analysis of this topic. Secondly, the positions of all particles have to be advanced by $\Delta t$ by solving the EOM using a finite difference integration algorithm. The new positions are then added to the system's trajectory already containing all previous time-steps. Lastly, thermodynamic averages have to be updated according to the new data.

2.4 Software

2.4.1 GROMACS

Initially developed in 1991 at the University of Groningen, Netherlands, *GROningen MAchine for Chemical Simulations (GROMACS)* [31, 32] is one of the fastest MD software packages available to date. The software is open-source and released under the GNU General Public License. Due to its versatility in applying different forcefields and file-formats like AMBER, OPLS, or PDB, as well as a large variety of different algorithms and the availability of double precision accuracy, GROMACS is a popular MD package in physical chemistry and the simulation of molecular liquids. The core algorithms are written in C and most of its algorithms can be executed in parallel.

GROMCAS supports Drude oscillators (see subsection 3.1.2), using the SCF method and allowing to set the accuracy of the energy minimization for the Drude particles. Due to the SCF method, simulations using Drude particles cannot be performed in parallel. Other significant features of GROMACS used in this thesis are PME long-range correction for Coulomb and Lennard-Jones, and temperature and pressure coupling using the Nosé-Hoover and Parinello-Rahman methods.

Additionally, the software provides a large selection of analysis tools, for instance for calculating thermodynamic averages and radial distribution functions and is also equipped with a variety of tools to modify topologies. A detailed documentation can be found at [http://manual.gromacs.org/documentation/](http://manual.gromacs.org/documentation/) This thesis uses the latest version GROMACS 2016.4. released on September 15, 2017. GROMACS 2018 version is currently available as a beta-release.
3. FORCE-FIELD MODELLING

In this chapter the adaptation of existing hydrogen fluoride (HF) models for use in MD simulations and subsequent testing of the newly extended model are described. First, the theoretical background from chapter 2 is extended to basic terminology of force field modelling (section 3.1). Challenges for developing accurate molecular models with a focus on empirical force-fields and the inclusion of polarizability into these model are discussed and therefore can be skipped by the experienced reader. Then, a historical overview of empirical models for HF is presented in section 3.2, followed by a detailed introduction of the models used as a base for this thesis. Finally, the adaptations of those models, by using classical Drude oscillators, are introduced and subsequently the simulation results for a system of liquid HF in a bulk system with the adapted models are evaluated (see sections 3.3 and 3.4). If not explicitly stated, the theoretical sections of this chapter are based on book references [41], [42], and [43].

3.1 Terminology & Theory – Modelling

When, modelling the interaction of particles on the microscopic level, it is often necessary to balance accuracy and applicability. Although a description of these interactions should in general be based on the fundamental principles of quantum mechanics, this approach, often called ab initio simulation, is highly demanding even for small systems and therefore not widely applicable for the study of most systems. Computational biology, a typical field of application for MD simulations, illustrates this: the folding of proteins might take up to several milliseconds to be completed. However, the number of molecules per protein is of the order of $10^3$ and the solvent molecules have to be simulated as well. Consequently, if the folding process of a protein should be simulated, the resulting system needs to be extremely large. Computing the trajectory of such a system based on the principles of quantum mechanics is currently infeasible. Although the dynamics of a slow folding protein can be considered an extreme scenario, the same reasoning is true for much smaller systems. In the context of this thesis, several thousands of HF molecules, simulated over a span of multiple nanoseconds, are necessary to accurately compute properties of the liquid-gas interface. In recent years, quantum mechanic force-fields for HF have been successfully applied to systems of up to 300 molecules and a timespan of at most one nanosecond [28] [60]. Since the computational cost of a MD simulation does not scale linearly with system size, it becomes apparent that a simplification of the molecular interactions is necessary.
3.1.1 Empirical Potentials and Pairwise Additive Interactions

A typical approach, used to make fast MD simulations of large systems, is a classical representation of atoms or molecules as points of a given mass and charge that interact through forces evoked by a potential energy. In general, this potential energy \( V \) can than be represented as the sum of \( n \)-body potentials \( v_n \), depending only on the coordinates of these \( n \) atoms:

\[
V = \sum_i v_1(r_i) + \sum_{i,j} v_2(r_i, r_j) + \sum_{i,j,k} v_3(r_i, r_j, r_k) + \ldots \quad (43)
\]

The first part \( v_1 \) represents the effects of an external field, and the following terms represent atom-atom interactions. However, the computation of three-body potentials and other many-particle effects, summarized under the notion of non-pairwise-additive potentials, is inefficient due to the large computational cost of quantities involving triplets. Non-pairwise-additive interactions are rarely explicitly used for MD simulations.

While some potentials originate from classical physical laws like Coulomb’s law, others have been developed to model a specific feature of the liquid and might not bear physical meaning. Often, many-body effects are partially included implicitly in the parametrization of the two-body potential. This approximation, called effective pair potential, results in remarkably good descriptions for most fluid systems, but has the disadvantage of only being applicable for a specific state point. Often two-body potentials are called empirical potentials to emphasize that they should not be taken too literally:

\[
V \approx \sum_i v_1(r_i) + \sum_{i,j} v_{eff}^2(r_i, r_j) \quad (44)
\]

It is sensible to first try the simplest model possible, since often no direct physical interpretation of a model exists. Two potentials commonly used for MD simulations are the Coulomb interaction representing electrostatics and the Lennard-Jones (12-6) potential which is an empirical description of the interaction of pairs of neutral atoms or molecules. As they are being used throughout this thesis, the two interactions are discussed in more detail:

**Coulomb**

Classical electrostatics derive the two-body potential of a pair of point charges as (in cgs-units):

\[
v^C(r_i, r_j) = \frac{q_i q_j}{r} \quad (45)
\]
where \( r = r_j - r_i \) is the separation of the two point charges. The decay of this potential of \( \frac{1}{r} \) is rather slow, resulting in a large error when calculating forces using a small cutoff. Therefore the use of long-range correction techniques is inevitable for liquids with strong Coulomb interactions.

**Lennard-Jones**

A simple way of describing the interaction of uncharged particles has been introduced by John Lennard-Jones as early as 1924 [61]. The Lennard-Jones Potential (LJ) combines a long-range attractive part with a short range repulsion and can be parametrized by just two parameters \( \sigma \) and \( \epsilon \):

\[
\nu_{LJ} = 4\epsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^6 \right]
\]  

The attractive \( \frac{1}{r^6} \)-term is modelled after the London-dispersion-forces, arising from induced instantaneous polarization. The repulsive \( \frac{1}{r^{12}} \)-term describes repulsion due to overlapping at distances shorter than \( \sigma \). The \( \ldots^{\frac{12}{6}} \) term is chosen for convenience and simulation speedup since it is simply the square of the attractive part and is not physically based. The two power functions of order 6 and 12 give the potential its categorization name (12-6). The parameter \( \epsilon \) is the depth of the potential well.

A commonly used alternative is the Buckingham or (exp-6) potential [62], where the repulsive part is modelled as an exponential function. This has the benefit of a "softer" repulsion since, in contrast to LJ, it does not diverge for two atoms closely approaching each other. Historically, usage of the LJ potential was preferred since the calculation of an exponential function provided additional computational cost. Although no longer an issue today, the LJ potential is still used more frequently.

### 3.1.2 Molecular Interactions and Site-Site Force-Fields

In the case of molecular liquids it is also necessary to consider interactions of atoms within the molecule. It is common to treat intra-molecular bonds as rigid or semi-rigid with fixed bond length and bond and torsion angles, to save computational cost since classical treatment of high frequency oscillations would be difficult. The low amplitudes of bond vibrations usually result in only little effect on the dynamics, justifying this simplification.

Interaction of a molecular pair contains contributions from different parts of the molecule. This is often modelled using the site-site approximation. There, each molecule is represented as a collection of sites connected by rigid or semi-rigid bonds as illustrated in figure 4. Each site can be the centre of a specific potential, for instance of a LJ potential, parametrized according to the atom type. The total
interaction of the pair of molecules is the sum of pairwise additive contributions from all distinct sites in the molecules.

In general, sites are located at the positions of atomic nuclei. However, an improvement that is rather efficient is the introduction of additional sites that do not correspond to an atomic position. These so called virtual sites can for instance bear partial charges to multipole-moments of the molecule. Again, the number of additional sites and hence the improvement of the model has to be balanced with the increase in computational cost.

The collection of the location of sites for a molecule and the parametrization of their interaction potentials is usually referred to as the molecule's force-field. Important properties of such force-fields are their applicability to various state-points and situations often referred to as transferability. The improvement as well as the comparison in terms of efficiency and accuracy of different forcefields remains a large field of interest in computational physics and a large variety of different approaches and methods for developing and extending force-fields are present.

**Polarizability**

Whenever a model proves to be inaccurate, fails to describe specific fluid properties, or is limited in its transferability, an improvement to the model is desirable. A typical approach for doing so is the explicit inclusion of non-additive terms in the force-field.

For fluids composed of molecules with large permanent dipole moments, strong local electric fields can be present without an external field. This results in changes to the charge distribution of a single molecule and can strongly affect molecular interaction. The measure determining the strength of a molecule's reaction to such
a field \( \mathbf{E} \) is called polarizability \( \alpha \). The change of the charge distribution causes an induced dipole moment \( \mu^{ind} \) defined by:

\[
\mu^{ind} = \alpha \mathbf{E}
\]

(47)

Although not SI, \( \alpha \) is often expressed in \( \text{A}^3 \) and for an anisotropic medium it is a rank two tensor. This thesis solely focuses on isotropic polarizability, hence \( \alpha \) is a scalar if not explicitly stated otherwise. Due to the induced dipole's dependence on the local electric field, which is in turn generated by the permanent and induced dipole moments of the surrounding molecules, polarizability is a typical example of a non-additive interaction term.

Explicitly including the polarizability into the force-field has proven to be a successful measure for improving empirical forcefields for water \cite{63-65} and HF \cite{29, 30, 66}. A drastic improvement of transferability is often the main improvement of these models. Different strategies to describe polarizability have been successfully used, but not all of them are implemented for every simulation software. Point-dipoles \cite{67}, classical Drude oscillators \cite{40}, and fluctuating charges \cite{68} are three predominant methods used. The fluctuating charge approach, where charges are allowed to be redistributed between sites at every step, is conceptually different to the two other approaches \cite{69-71}. Therefore, only point-dipoles and Drude oscillator are covered in this thesis.

**Point-Dipole** An induced mathematical point-dipole \cite{67} attached to a single site, characterizes an induced dipole moment \( \mu^{ind} \) expressed as:

\[
\mu^{ind} = \alpha_i \left( \mathbf{E}_i^q + \mathbf{E}_i^{ind} \right),
\]

(48)

where \( \alpha_i \) is the isotropic polarizability, \( \mathbf{E}_i^q \) the electrostatic field created by the charge distribution, and \( \mathbf{E}_i^{ind} \) the field created by the induced dipoles of other atoms acting on atom \( i \). Since the induced dipoles depend on all other induced dipoles, an iterative procedure, performed until all induced dipoles converge and self-consistency has been reached, is necessary. This approach implies that the implementation of electrostatics has to be augmented to not only include point charges but also dipoles, which has the drawback of hindering development of faster algorithms.

**Drude Oscillator** Drude oscillator (DO) models, alternatively referred to as shell models, represents polarizability by attaching charged but massless particles to a polarizable site using a harmonic spring. This approach has first been used by and consequently named after Paul Drude who described it as a technique to model dispersive properties of materials in his book *The Theory of Optics* \cite{40} published
in 1902. The Drude particle, representing the polarizability $\alpha$ with charge $q_D$, is harmonically bound with force constant $k_D$. By changing the charge on the site the Drude particle is attached to from $q$ to $q - q_D$ the pair maintains an average charge of $q$ in absence of a field. The Drude particle is oscillating around the atom's position in this case. With an electric field $E$, the Drude particle's displacement $d$ and the average induced dipole moment $\mu^{\text{ind}}$ generated by the Drude particle can be written as

$$d = q_D \frac{E}{k_D}$$

$$\mu^{\text{ind}} = q_D^2 \frac{E}{k_D}$$

These expressions can be used to parametrize the model for any given polarizability $\alpha$, while ensuring that the displacement $d$ remains small and the dipole moment comparable to a point-dipole. This likewise ensures that the displacement is smaller than any other inter-atomic distance to avoid artefacts. For any $\alpha$ the parametrization has to follow the expression:

$$\alpha = q_D^2 \frac{E}{k_D}$$

In similarity to the point-dipole a DO is usually solved using the Born-Oppenheimer approximation and implementing a self-consistent field (SCF) condition. The Drude particles are relaxed to the position of minimal potential energy using an iterative procedure. The equation defining this minimum can be represented by the force equilibrium of the Drude particle:

$$k_D d - q_D (E^q + E^{\text{ind}}) = 0$$

where $E^q$ is the electric field of all fixed charges and $E^{\text{ind}}$ the field generated by all other induced dipoles in the system. The most appealing aspect of this model is its preservation of the Coulomb interaction as the sole interaction necessary to model polarizability of a molecule. This simplification allows a straightforward implementation of the model for most standard MD software packages as well as its compatibility with more advanced algorithms like PME and temperature/pressure coupling [72].

The use of the SCF method for a DO is particularly inefficient, since an iterative energy minimization is necessary at every time step, This reduces the possibility of efficient parallelization [69, 73, 74]. In principle there are faster computational schemes to solve the motion of a Drude particle, however the speedup is usually generated by an estimation of the motion and consequently less accurate than with SCF [75]. However, those alternative methods are not implemented in
the current GROMACS version. The GROMACS 2016.4 implementation, used throughout this thesis, does not support parallel execution of the Drude SCF iteration. From a theoretical standpoint point-dipoles are a limit case of a DO with a stiff, infinitesimally short bond. As a result, DO and point-dipole models are fundamentally equivalent and their results are expected to be qualitatively comparable [21, 69, 73, 75, 76]. This theoretical prediction is also tested for the DO models of HF used in this thesis, which is covered in the next section.

Once all induced dipoles are calculated using one of the above techniques, the polarization energy can be expressed by

\[ V_{pol} = -\frac{1}{2} \sum_i \mu_i E_i, \]  

(53)

and the total potential energy of a system without an external field is

\[ V = V_{pair} + V_{pol}. \]  

(54)

In general adding polarizability to a model of a liquid results in the loss of long range structure, caused by an effective screening of electrostatic interactions by the induced dipoles, and moreover, the looser structure results in faster dynamics [21].

### 3.2 Adaptation of Existing Hydrogen Fluoride Models

As a consequence of the highly corrosive and toxic nature of HF only scarce experimental data concerning its structure and thermodynamic properties are available, especially when compared with other molecular fluids. Consequently, the simulation and development of computational models for HF is of special interest for generating thermodynamic properties of the liquid across a wide range of thermodynamic states. Moreover, the simple composition of the molecule of only two atoms and the large polarity has motivated a large number of computer simulation studies. However, the lack of extensive experimental data provided large difficulties for model development. In the following subsection 3.2.1 an overview over existing models for HF, their evolution, and applicability for certain situations is given. Their adaptation of existing models for usage in this thesis is described in subsection 3.2.2. Finally, in subsection 3.3.1 a full thermodynamic and structural comparison of the adapted model with its predecessor are presented.
3.2.1 Existing Empirical Force-Fields for Hydrogen Fluoride

The first computational models for simulating liquid HF date back to 1978. Jorgensen & Cournoyer [17, 19] used ab initio Hartree-Fock theory [77, 78] to compute the binding energies of rigid HF dimers and fit an interaction potential to the calculated results. Klein & McDonald [18, 20] parametrized a potential for a flexible two site model by reproducing ab initio energies, but solely used inverse power- and exponential-functions for the fit. In 1984 Cournoyer & Jorgensen [5] developed a three-site model called HFC that, instead of using complicated functional forms, modelled the non-Coulomb interaction part with a simple Lennard-Jones potential centred at the fluorine site. In this three-site model, the sites of H and F each carry equal positive charge and twice the negative charge is placed in between.

The structure of the two- and three-site models turned out to be rather different, when assessed via the RDF. However, at the time of implementation no experimental data were available. The first neutron diffraction experiment on liquid HF was only reported in 1985 by Deraman et al. [11]. The results of this experiment clearly showed that only three-site models can effectively reproduce the structural properties of liquid HF [29, 35, 66]. The inclusion of a third site allowed for accurate modelling of the quadrupole moment of HF and is essential for the correct angle of the H-bond. Since hydrogen bonding has a dominant influence on the structure of liquid HF, a correct bond angle is indispensable and most models developed later are based on three sites [24, 25, 29, 79–81]. Two-site models developed after 1984 [4, 22, 23, 36, 37] usually focused on the study of only a specific aspect of liquid HF instead of the accurate and transferable modelling of HF. A comparison of experimental data with the HFC model showed good agreement and due to the lack of further experimental data no improvements over the HFC model were proposed for over ten years.

After the development of the Reverse Monte Carlo Method [82] and its successful application for deriving arrangements for three-dimensional models from experimentally measured structure-factors, a reparametrization of the HFC model was performed by Jedlovszky & Vallauri [79] in 1997. The new model incorporated long-range corrections for the Coulomb interaction in the parametrization using the RF method. Although reaching higher accuracy than any previous model and providing good agreement with ab initio simulations [83], the model could not reproduce the temperature dependence of the density of liquid HF and failed to model the HF dimer accurately. A polarizable model called JVP [29] (see subsection 3.2.1) was introduced the same year to account for the importance of cooperative effects in the fluid and further improve the model. It included a point-dipole located at the position of the fluorine atom to explicitly incorporate the molecule’s electric polarizability. Although computationally more expensive due to the inclusion of many-body interactions, the model covered a wide range of
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thermodynamic states with reasonable accuracy and slightly improved agreement with experimental RDFs. Moreover, it also provided a good representation of the isolated dimer comparable to experimental [84] and ab initio [85, 86] data. 

Ab initio based models [17-20, 80, 83] are parametrized to fit dimer- and oligomer-properties. Therefore, they are generally inferior to effective pair potential models [5, 29, 29] in reproducing the properties of the liquid phase. Consequently, polarizable models are superior for modelling liquid-vapour coexistence [23, 33]. Further structural experiments performed in 2000 by Pfeiderer et al. [1] covered a broader range of thermodynamic states and could further manifest the superiority of the JVP model. Additionally, it showed the model’s capability to qualitatively reproduce the experimentally observed elongation of the hydrogen bond when transitioning from the liquid to the gas phase [29]. Attempts to surpass the accuracy and transferability of the JVP model using the experimental data provided by Pfeiderer et al. [1], as well as the application of Quantum Mechanics/Molecular Mechanics [22-28], have not been successful.

In 2004, more extensive experimental studies, performed by McLain et al. [2, 3] were reported. Measuring partial structure factors and computing the three atom-atom partial RDF [3], the new experimental data allow for a more thorough assessment and validation of structural properties for simulations of liquid HF. However, the experiment also provided clear evidence that the length of the HF bond in the JVP model, set to the experimental gas-phase value measured by Janzen & Bartell in 1969 [87], is too large [2]. These findings inspired the reparametrization of various HF-models [4, 22, 25, 27, 28, 30]. Even after reparametrization, non-polarizable two-site [22] and three-site [4] models could not match the polarizable models’ accuracy. Also, neither ab initio [22] nor Quantum Mechanics/Molecular Mechanics [27, 28] were able to reach the same transferability and usability for simulating liquid HF and liquid-vapour coexistence as the JVP model’s reparametrization, introduced as PJVP by Pártay, Jedlovszky & Vallauri in 2006 [30]. Like its predecessor the PJVP model incorporated polarizability using a point-dipole. However, the length of the HF bond was significantly shortened and all other parameters were recalculated in accordance to the original procedure of the JVP model.

Apart from the accurate modelling of thermodynamic and structural properties of liquid HF by PJVP and JVP, their usability to simulate liquid-vapour coexistence is of great benefit and importance for this thesis, hence these two provide the basis for the models used here. Before the adapted model is introduced in section 3.2.2 a more detailed description of the two point-dipole models is given.
Developed in 1997 as an improvement over their previous non-polarizable model [79] the JVP model by Jedlovszky & Vallauri [29] is the first HF model to explicitly incorporate polarizability and thereby multi-body effects. As illustrated in figure 5 the potential model is composed of three charge interaction sites in linear alignment.

For description of the Coulomb interaction the H and F sites each carry a positive fractional charge +q and a charge of −2q is placed on the auxiliary site X to maintain the molecule’s overall electric neutrality. The length of the H-F bond \(d_{HF}\) is set to the gas-phase experimental value of 0.0973 nm determined by Janzen and Bartell in 1969 [87]. Reverse Monte Carlo technique [82] was used to determine the value of q and the position of the X site, such that the experimental values for the dipole moment of 1.83 D [6] and quadrupole moment of 1.83 B [88] of the HF molecule are reproduced by the model. As a result, the X site is placed along the H-F bond at a distance \(d_{XF} = 0.01647\) nm from the F site and a charge \(q = 0.592\) e is used. Additionally, an induced point-dipole moment located at the F site of the model accounts for the molecule’s electric polarizability. The induced dipole is represented by the scalar polarizability \(\alpha\), which is set to the experimental value for HF of 0.00083 nm\(^3\) [88]. The non-Coulomb interaction part is modelled using a single Lennard-Jones interaction centre located at the F site. The two parameters \(\sigma = 0.305\) nm and \(\epsilon/k_B = 110\) K have been determined by a series of isothermal-isobaric Monte Carlo simulations to fit the values of internal energy and density at 273 K and 1·10\(^5\) Pa. Long range corrections have been taken into account via the reaction-field method for these simulations, which has not been the case in preceding models [5] [29]. Model parameters are summarized in table 1.
Table 1: Parameters of point-dipole and Drude oscillator (-D) models

<table>
<thead>
<tr>
<th></th>
<th>$d_{HF}$ [nm]</th>
<th>$d_{XF}$ [nm]</th>
<th>$q$ [e]</th>
<th>$\sigma$ [nm]</th>
<th>$(\epsilon/k_B)$ [K]</th>
<th>$\alpha$ [nm$^3$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>JVP(-D)</td>
<td>0.0973</td>
<td>0.01647</td>
<td>0.592</td>
<td>0.3050</td>
<td>110.0</td>
<td>0.000083</td>
</tr>
<tr>
<td>PJVP(-D)</td>
<td>0.0930</td>
<td>0.01741</td>
<td>0.655</td>
<td>0.3035</td>
<td>105.0</td>
<td>0.000083</td>
</tr>
</tbody>
</table>

In their studies Jedlovszky & Vallauri used the model to perform Monte-Carlo simulations of liquid and supercritical HF at a large number of state points \[29, 66\]. Comparison with different models and experimental results proved, that the inclusion of polarizability into the empirical potential is the superior approach for modelling liquid and supercritical HF. Besides, it provides results for the HF dimer comparable with the accuracy of ab initio simulations. Since non-polarizable models are parametrized to account for the molecule’s polarization at one specific state point only, JVP was the first model to explicitly account for the change of the molecular dipole moment with varying thermodynamic conditions. Consequently, the elongation of the hydrogen bonds with decreasing density as measured by Pfleiderer [1] and the characteristic liquid-vapour coexistence curve are accurately reproduced by the polarizable JVP model [25, 66]. Despite the success in describing the properties of HF in a broad range of thermodynamic states, including liquid-vapour coexistence, significant discrepancies between the JVP model and experimental data for HF persist. The first peaks of the RDF function is shifted to larger distances compared with experimental and ab initio results, indicating overestimation of the molecules’ close-contact separation. Furthermore, a stepper minimum and broader third peak indicate overestimation of the ordering of distant hydrogen-bonded neighbours. The density of the liquid phase is consistently underestimated by the JVP model, and it has been shown that it is only weakly correlated to the system’s internal energy and therefore extremely sensitive to the selection of LJ parameters [30, 66].

**PJVP**

Previous studies did not provide consistent values for the bond length of liquid HF [1, 11, 24]. Then, extensive experimental studies of liquid HF published in 2004 by McLain et al. [2, 3] provided a value of the bond length consistent with Pfleiderer et al. [1] motivating a reparametrization of the JVP model and ample data for its validation. Although the model’s main geometry remains unchanged (see figure 5), the HF bond length $d_{HF}$ was changed to the liquid phase equilibrium value of 0.093 nm [2]. Consequently, all other parameters were recalculated according to the same procedure used for the JVP model [30]. The parameters for the two models are collected in table [1].
A comparison of the reparametrized model PJVP and its predecessor JVP performing MC simulations on various liquid and supercritical state points only revealed significant performance on certain aspects. Thermodynamic properties of the liquid phase improved noticeably. However, the RDFs and therefore the liquid's structure could not be distinctively enhanced by the reparametrization. The calculated data for the coexisting densities of the liquid phase still underestimate the experimental values along the entire coexistence curve, but the discrepancy reduced noticeably with the PJVP model. Besides, the overestimation of molecules' close-contact separation, already present in the JVP model, could not be resolved by the reparametrization. A comparison of the LJ parameters $\sigma$ and $\epsilon$ for the two models (see table 1) reveals only a slight modification of their values. Consequently, a substantial improvement of the model might not be achievable by readjusting the parameters, but by changes to the functional form of the interaction potential. Pártay et al. suggest that the majority of model's deficits might be related to a drawback of the simplicity of the LJ interaction. Since the repulsive part of this potential is not physically based, it might not be soft enough to allow a close approach of the molecules. A softer short-range repulsion for non-Coulomb interactions might therefore increase the density of the coexisting liquid and provide significant improvements of the model's structural properties [30]. Another possible improvement facilitated by such a change might be the reduced sensitivity of the density with respect to the parametrization.

3.2.2 Model Adaptation: Polarizable Drude Oscillators Model

The Model

In their respective studies the JVP and PJVP models were used for MC simulations [29, 30]. To determine the magnitude of each induced point-dipole, an iterative procedure was performed for all dipoles in the system until self consistency was reached. This method is especially applicable for MC simulations using single particle moves since the system is perturbed little with each move. Thereby the SCF procedure converges rapidly and few iterations are necessary [30]. However, the usage of induced dipoles necessitates the additional treatment of dipoles that exceed the interaction of point charges [89, 90]. Popular MD simulation packages like GROMACS, NAMD [33], CHARMM [91], and DL_POLY [92] are based on point-charge interactions and often do not offer extensions for dipole treatment. Therefore, classical DOs or variations thereof are often used to incorporate polarizability into an MD simulation [73, 75]. The method has been successfully applied for polarizable force-fields of water, acetone, methanol, and ionic liquids [65, 70, 93-98].
The models used for this thesis are modifications of the JVP and PJVP models, which are adapted for usage in simulations with modern MD packages. This necessitated the replacement of the induced dipole with a DO. They will henceforth be referred to as JVP-Drude (JVP-D) and PJVP-Drude (PJVP-D). Figure 5 shows a schematic representation of the adapted potential models featuring an additional interaction site D that is attached to the fluorine atom, instead of the point-dipole.

A charge $q_D$ is placed on the Drude site D and the charge on the F site is adapted to maintain overall electric neutrality. The Drude charge is attached with a harmonic spring potential characterized by the force constant $k_D$. In combination with the fluorine the Drude site forms an oscillating physical dipole [21, 98]. Any pair of parameters for the Drude particle {$q_D, k_D$} has to fulfil the condition

$$\alpha = \frac{q_D^2}{k_D}.$$  \hspace{1cm} (55)

Although geometric and LJ parameters are not changed for the adapted models, there is ambiguity regarding the choice of the Drude parameters [63, 73, 99]. For this study, the Drude charge has been chosen as $q_D = 4.0 \text{ e}$ (for detail see subsection 3.2.3).

### 3.2.3 (P)JVP-D Drude Particle Parametrization

In simulation packages polarizability $\alpha$ and Drude charge $q_D$ have to be specified and the spring constant $k_D$ is calculated internally by equation 55. Since the value for $\alpha$ is provided from experimental data, only the value for the charge $q_D$ needs to be specified. Equation 56 illustrates that the displacement $d$ of the D site is proportional to the local electric field $E$.

$$d = \frac{\alpha E}{q_D}.$$  \hspace{1cm} (56)

The displacement is indirectly proportional to the charge's magnitude, reiterating the importance of the Drude charge parametrization [70, 98].

Several studies suggest that the point-dipoles and classical DO approach produce equivalent results [21, 69, 72, 73, 75, 76]. Nonetheless, a physically sensible range for $q_D$ exists and structural stability also limits the choice of the Drude charge [63, 99]. Additionally, finite precision of computers, as well as the application of long-range corrections can have a large influence on the optimal value for $q_D$. Moreover, restrictions for optimal parameters depend heavily on the simulated system and can significantly change for models with different geometries [73].
Parametrization was performed by evaluating the polarization energy $V_{pol}$ of a single configuration for a series of different Drude charges $q_D$ of the JVP-D model. Both a two-molecule system and an equilibrated bulk configuration with 1000 molecules at ambient conditions were tested. Polarization energy was calculated within GROMACS simulation package version 2016.4. The SCF minimization was stopped when the maximum force surpasses a threshold value of $1 \cdot 10^{-5} \text{kJ mol}^{-1} \text{nm}^{-1}$, providing the same accuracy for the dipole moment as the point-dipole SCF iteration in reference [29]. Both JVP and PJVP, used as a basis for adaptation, have a point-dipole with equal $\alpha$ and similar geometry. Consequently, the parametrization of the DO suitable for the JVP-D model is likewise appropriate for the PJVP-D model.

As depicted in figure [5] the polarization energy of the equilibrium configuration diverges for small $q_D$. The same is true for the two-molecule system. In accordance with equation [56] small Drude charges result in a considerable displacement and fail to accurately model a point-dipole [21]. Contrarily, the polarization energy converges to the same value for large Drude charges $q_D$; both positive and negative. Furthermore, the polarization energy $V_{pol}$ is antisymmetric with respect to the charge's sign, but the sign is merely a consequence of the molecular alignment in the system. For instance, the two-molecule and equilibrium bulk systems show contrary behaviour, likely caused by the arbitrary, parallel arrangement of the two molecules in the small system.

Finite accuracy of computer simulations and constraints of algorithms present additional limitations. The displacement of site D from site F has to exceed a minimum distance to comply with the cutoff for PME long-rang corrections and the system's accuracy. However, a Drude charge $q_D$ of comparable magnitude as the model's partial charges $q$ is beneficial with respect to accuracy.

For comparison, the polarization energy $V_{pol}$ for the two-molecule system was calculated for the point-dipole model JVP, using the iterative procedure described in the initial study [29]. The convergence limit for the DO's polarization energy and the value computed for the point-dipole differ by 0.15%. Since the SCF minimization enforces a change in dipole moment of less than 0.1% per individual molecule, the point-dipole and the convergence limit of the DO match. Accordingly, the optimal choice for replacing a point-dipole with a DO corresponds to the smallest absolute value $|q_D|$ for the charge, with $V_{pol}$ close to the convergence limit of large charges. This contradicts the proposition, that a negative Drude charge better represents the electronic degrees of freedom [63]. However, for a system of multiple molecules not only accurate representation of the dipole, but also structural stability of the model has to be guaranteed [99]. Other molecules with partial charges of opposite sign as the Drude charge $q_D$ must not get too close to the Drude site D. Otherwise, the electrostatic attraction can exceed the LJ-repulsion of the molecule and the DO can get trapped inside another molecule.
H-bonding is the most common structural alignment in HF models, despite the spherical appearance of the models ($\sigma \gg d_{HF}$). By definition the charge on the D site is not interacting with the charge on the F site it is attached to. Due to the negative partial charge on the X site, the F site represents the negative end of the permanent dipole of HF. Therefore, a negative Drude charge will on average be displaced in the direction of the positive H site that is hydrogen bonded to the Drude pair's F site. Contrarily, a positive Drude charge will distance itself from the H-bonded H site and towards the molecule's own H site. It thereby repulsively interacts with the negative end of another molecule bonded to this H site further confining the Drude site’s position to the interior of the LJ-sphere. Since the arrangement closer to the centre of the LJ-sphere guarantees stability, a positive Drude charge $q_D$ is the sensible choice for HF models. Consequently, the JVP-D and PJVP-D models were parametrized with a Drude charge of $q_D = 4.0 \, e$. This value corresponds to a deviation of the polarization energy of only 0.05% from the convergence limit.

### 3.3 Simulation of Adapted Models

For extensive comparison of the adapted DO-models with its point-dipole counterpart, MD simulations of liquid HF have been performed. The results
of the JVP study [29] provide the separate energy contributions of polarization energy $V_{pol}$, Coulomb energy $V_{qq}$, and LJ energy $V_{lj}$. The additional information about these quantities allows for a more extensive comparison, therefore the simulations were performed at the conditions employed there. Due to the models’ similarity, qualitative results for the JVP-D model also apply for the PJVP-D model. The simulations are restricted to a single state-point since the focus of this study is the agreement of point-dipole and DO-models instead of a complete evaluation [29, 30, 66] of the two models.

### 3.3.1 Liquid Hydrogen Fluoride in the Isothermal-Isobaric Ensemble

**Computational Details**

The MD simulations were performed in the isothermal-isobaric ensemble at temperature of 273 K and pressure of $1 \cdot 10^5$ Pa. In analogy to references [29, 30], this range covers HF in its liquid state. 1000 HF molecules were placed in a cubic box of size L and regular PBC were enforced. The average temperature was controlled using a Nosé-Hoover thermostat [57, 58] with a relaxation constant of 0.5 ps and the average pressure using an isotropic variant of the Parrinello-Rahman barostat [59] with a relaxation constant of 2 ps and a compressibility of $5.0 \cdot 10^{-10}$ Pa$^{-1}$. The EOM were integrated every 1 fs using a leapfrog algorithm [49] and particle positions and energies were saved every 1 ps. Moreover, a SCF threshold of $1 \cdot 10^{-5}$ kJ mol$^{-1}$ nm per Drude pair was used. This threshold corresponds to a minimization of the force exerted on the spring and double precision accuracy of the simulation is necessary for this purpose.

An interaction cutoff of 0.87 nm was used for both Coulomb and LJ interaction, however two different long range correction strategies were applied. Although the RF method was used for the initial MC studies, it is not applicable for simulating systems at liquid/vapour coexistence as covered in the next chapter of this thesis. Therefore, the comparison of RF and PME corrections for HF simulations is of great importance since the latter is applicable for systems with a liquid/vapour interface. One setup applied the RF method with an infinite dielectric constant for the Coulomb interaction part and tail-correction for the LJ interaction. $4^{th}$-order PME for Coulomb and LJ-parts with an isotropic Fourier spacing of 0.09 nm was used for the second setup. Long-range dispersion corrections to energy and pressure were applied in both cases.

Equilibration was performed for 3 ns to ensure relaxation of potential energy and density to their equilibrium values. Thermodynamic averages and particle positions were computed and saved over a period of 1 ns. Simulations were performed with
Figure 7: Volume slice ($L \times L \times \frac{L}{2}$) of a single configuration of the equilibrated system at 273 K and $1 \cdot 10^5$ Pa. Smaller spheres (white) represent hydrogen and larger spheres (turquoise) fluorine atoms. A solid line (red) indicate hydrogen bonded molecules, identified by a distance smaller than first minimum of $g_{HF}$ at 0.236 nm. The black box represents the simulation box with PBC.

the GROMACS simulation package version 2016.4 \cite{31,32}, compiled with double precision and using the Shell Molecular Dynamics component \cite{75,100}.

**System Description**

Figure 7 shows a volume slice of a single configuration of the simulation box. Only one third of the box is displayed to allow for a clearer perspective and the atoms are coloured according to their type. Additionally, lines connect molecular pairs, if their distance is smaller than the first minimum of the H-F partial radial distribution function $g_{HF}$ (see subsection 3.3.1).

The molecule's tendency to form two bonds and align linearly with only little loose ends and few branches is clearly visible by this representation. Caused by the strong permanent dipole moment of the molecule, the formation of strong hydrogen bonds between the positive end at the H site and the negative end at the F site of two molecules is favourable. Compared with the non-polarizable models the molecules are far less likely to form three or more bonds which has been determined as a main weakness of these models \cite{66}. A result of this mostly linear alignment are fluctuations of the local density that cannot be observed for non-polar liquids like a simple LJ-fluid.
Thermodynamic Results

The potential energy $V$ and density $\rho$ of the DO models for RF and PME are summarized and compared with experimental data, and data from the two initial studies of the point-dipole models \cite{29,30} in tables 2 and 3 respectively. Additionally, the different contributions to the total potential energy are also listed, although reference data are only available for the JVP model. In general, data from reference \cite{30} are favored due to higher accuracy. The Drude charge’s contributions to the overall Coulomb energy $V_{qq}$ hinder direct comparison with Coulomb energy of the point-dipole models, where point-dipoles energy is treated separately. To account for this difference $V_{qq}^*$ is defined and computed as the electrostatic energy of the H, F and X site only. (In GROMACS $V_{qq}^*$ can be calculated by splitting the F site into two overlapping sites (rigidly bound with length zero) with charges $q$ and $-q_{dp}$ and the use of energy groups). For comparability with the initial JVP study $V_{qq}^*$ is reported for the DO-models instead of $V_{qq}$. Consequently, the three contributions of $V_{qq}^*$, $V_{lj}$ and $V_{pol}$ do not exactly add up to $V$ for the DO-models. A similar discrepancy for the point-dipole model ($V \neq V_{qq}^* + V_{lj} + V_{pol}$) originates from the different number of samples used for each contribution \cite{29}.

The potential energy $V$ of the DO-models is 6% (PME) or 6% (RF) higher than for JVP and 6% (PME) or 6% (RF) higher than for PJVP, indicating worse performance compared with the experimental values. In accordance to DO models the potential energy decreases slightly from the JVP-D to the PJVP-D. This effect originates from the H-F-bond shortening and is even more pronounced for higher temperatures \cite{30}. However, both long range correction strategies produce almost identical results for $V$, indicating that both approaches are valid choices for the model.

Contrarily, the separate contributions to the potential energy do not reproduce the DO data (only for JVP) equally good. Moreover, the different long-range correction strategies show different trends regarding those contributions. For PME, $V_{qq}^*$ matches the DO data within its accuracy, but the LJ repulsion $V_{lj}$ is underestimated by about 16%. For RF, both the LJ and the Coulomb contribution do not match the JVP model. While the deviation of $V_{qq}^*$ is comparable to the deviation of the overall energy $V$, the LJ repulsion $V_{lj}$ also deviate by 12%. Most importantly, the polarization energy $V_{pol}$ of DO and point-dipole model match within accuracy of the data. The separate contributions for the PJVP-D model show a decrease by 4%-10% for Coulomb attraction and polarization energy, compared to the JVP-D model. The LJ centres’ non-Coulomb repulsion increases by roughly 30%.

As apparent from table 3 the MD simulations of the Drude model fail to reproduce the correct density. The PME approach is slightly closer to the experimental and MC densities. However, a large sensitivity of the density with respect to small fluctuation...
Table 2: Total internal energy $V$, separate contributions $V_{qq}^*$, $V_{ij}$, and $V_{pol}$ of the point-dipole and Drude oscillator (-D) models, and experimental data (Expt.)

<table>
<thead>
<tr>
<th></th>
<th>PJVP-D (PME)</th>
<th>PJVP-D (RF)</th>
<th>PJVP&lt;sup&gt;a&lt;/sup&gt;</th>
<th>JVP-D (PME)</th>
<th>JVP-D (RF)</th>
<th>JVP&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Expt.&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V$ [kJ mol&lt;sup&gt;-1&lt;/sup&gt;]</td>
<td>-26.877 ± 3e-3</td>
<td>-26.753 ± 5e-3</td>
<td>-28.53 ± 0.37</td>
<td>-26.199 ± 2e-3</td>
<td>-26.038 ± 3e-3</td>
<td>-27.68 ± 0.32</td>
<td>-29.01</td>
</tr>
<tr>
<td>$V_{qq}^*$ [kJ mol&lt;sup&gt;-1&lt;/sup&gt;]&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-24.528 ± 5e-3</td>
<td>-23.044 ± 2e-3</td>
<td>-23.500 ± 5e-3</td>
<td>-23.009 ± 4e-3</td>
<td>-22.40 ± 0.40</td>
<td>-22.009 ± 4e-3</td>
<td>-23.000 ± 0.40</td>
</tr>
<tr>
<td>$V_{ij}$ [kJ mol&lt;sup&gt;-1&lt;/sup&gt;]</td>
<td>3.864 ± 5e-3</td>
<td>4.109 ± 3e-3</td>
<td>3.018 ± 6e-3</td>
<td>3.183 ± 5e-3</td>
<td>4.10 ± 0.50</td>
<td>4.10 ± 0.50</td>
<td></td>
</tr>
<tr>
<td>$V_{pol}$ [kJ mol&lt;sup&gt;-1&lt;/sup&gt;]&lt;sup&gt;e&lt;/sup&gt;</td>
<td>-8.692 ± 3e-3</td>
<td>-8.777 ± 2e-3</td>
<td>-8.047 ± 4e-3</td>
<td>-8.071 ± 4e-3</td>
<td>-8.40 ± 0.40</td>
<td>-8.40 ± 0.40</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Ref. [29]
<sup>b</sup>Ref. [30]
<sup>c</sup>data from Ref. [5] via [30]
<sup>d</sup>see text
<sup>e</sup>GROMACS defines $V_{pol}$ as positive. Here the sign is adjusted to fit the definition given in subsection 3.1.2

Table 3: Density $\rho$ of the point-dipole and Drude oscillator (-D) models, and experimental data (Expt.)

<table>
<thead>
<tr>
<th></th>
<th>PJVP-D (PME)</th>
<th>PJVP-D (RF)</th>
<th>PJVP&lt;sup&gt;a&lt;/sup&gt;</th>
<th>JVP-D (PME)</th>
<th>JVP-D (RF)</th>
<th>JVP&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Expt.&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$ [kg m&lt;sup&gt;-3&lt;/sup&gt;]</td>
<td>949.6 ± 0.4</td>
<td>890.5 ± 0.7</td>
<td>1014.0 ± 28.0</td>
<td>943.7 ± 0.4</td>
<td>893.0 ± 0.4</td>
<td>1000.0 ± 24.0</td>
<td>1015.0</td>
</tr>
</tbody>
</table>

<sup>a</sup>Ref. [30]
<sup>b</sup>Ref. [101]
of the equilibrium energy and LJ parameters $\sigma$ and $\epsilon$ was suggested by Jedlovszky et al. [79]. The point-dipole model’s initial parametrization and its reparametrization are therefore strongly influenced by the system size effects and choice of long-range correction [29, 30]. Comparison of the initial non-polarizable HF model JVNP [79] with its re-evaluation in the PJVP study [30], reveals a deviation in density values of 30% for the exact same model at the equal state point, whereas the system is half as large in the later study (256 PJVP and 512 JVNP). The LJ parametrization of the point-dipole models was also performed for smaller systems (200) than the simulations reported here. In conclusion, simulations of significantly larger systems than the parametrization base without parameter adaptation necessarily results in an incorrect density and the 5%-10% underestimation observed here reflects the fact, that effects of the system size decrease for larger systems.

Structural Results

For structural comparability of the DO-models, the three partial RDFs $g_{ij}(r)$ are reported, compared with the results from the initial JVP study [29]. Figure 8 shows the H-F, F-F and H-H RDF at 273 K and $1\cdot10^5$ Pa of the JVP(-D) and PJVP(-D) models. As investigated by Pártay et al. [30] the partial RDF of the initial JVP and the reparametrized PJVP models are almost identical for non-critical state points, wherefore an additional comparison with the PJVP data can be omitted.

Firstly, $g_{ij}(r)$ of the JVP-D Drude models accurately reproduces the position of maxima and minima of the partial RDF point-dipole model. However, a larger first peak in the F-F and H-F correlation can be observed. This is likely related to the underestimated density and even more pronounced for the RF long-range correction strategy (compare with table 5). Additionally, the second maximum of the F-F correlation is less pronounced than for the point-dipole data. This effect is also less dramatic for the PME long range correction. Secondly, the partial RDFs for PJVP-D model are almost identical to the JVP-D model. The largest discrepancy is a minimal increase of the peak position by 0.019 nm for second minimum in the H-F correlation function.

3.4 Concluding Remarks for Modelling

The testing of the Drude charge’s parametrization performed in subsection 3.2.3 shows the equivalence of a point-dipole model with a DO for a configuration. The subsequent simulation of a system of 1000 HF molecules in the isothermal-isobaric ensemble at 273 K and $1\cdot10^5$ Pa further solidified the correctness of replacing the point-dipole with a DO without significantly changing the model’s behaviour. The changes in the potential energy and its three components are within 10% of
Concluding Remarks for Modelling

Figure 8: Partial radial distribution functions $g_{ij}(r)$ of the a) JVP(-D) model and b) PJVP(-D) model. Drude oscillator (RF – solid blue curve, PME – dashed green curve) and point-dipole (PD) models (dotted orange curve).

*data extracted from graph in reference [29](JVP) and [30](PJVP)

(previously reported values and mostly originate from different long-range correction methods and the different system sizes. The large deviation in density is most likely solely related to the strong sensitivity with respect to the LJ parameters of the model, whose parametrization is likewise affected by system size. Overall, the absolute value of the density, affected by sensitivity and the large local density fluctuations caused by H-bonded chains, can only be taken qualitatively, regardless of the model-type (non-polarizable, point-dipole, OD).

In conclusion, the JVP-D and PJVP-D models are equivalent to the point-dipole counterparts JVP and PJVP in their ability of reproduce structural and thermodynamic properties of HF. Similar equivalence was successfully shown for various other systems like water [73, 75] in recent years [21, 69, 72, 76]. Moreover, the performed MD simulations show that the PME long-range correction strategy reproduces the thermodynamic and structural properties with the same accuracy as the RF strategy used in the initial studies. Consequently, the use of PME long-range correction instead of the RF method is an appropriate alternative for the presented models.)
4. LIQUID/VAPOUR INTERFACE

A description of interfaces on an atomistic level, computational methods for its detection in MD simulations, and the application to the liquid/gas interface of HF are covered in this chapter. First, methodology for an atomistic level description of a liquid/gas interface and difficulties with respect to its definition and representation are discussed in section 4.1. Additionally, two algorithms for detecting such interfaces on the molecular level are described in more detail. Section 4.3 introduces a software package implementing these algorithms, as well as further software used to analyse simulation data. The main part of this chapter focuses on the simulation and analysis of the liquid/vapour interface of HF. Details of the computer simulation at various state-points, using the PJVP-D model, introduced in the previous chapter, are reported in section 4.3. Thermodynamic and structural properties, analysed with respect to the interface are also presented there. A critical assessment (section 4.4) of the results concludes the chapter.

4.1 Terminology & Theory – Interface Simulation

The description of soft interfaces on a molecular level is severely complicated by the interface’s corrugation. Even interfaces that appear to be perfectly planar on a mesoscopic level usually are not flat on the microscopic level. This distortion of the interfacial particle positions can be caused by long ranging thermal waves caused by surface tension, referred to as capillary waves. Steric effects and the formation of clusters and chains formed along the interface by H-bonds or other strong intermolecular interactions strongly impact the interfacial surface. Therefore, the density profile of an interfacial system is smeared out, resulting in its typical sigmoidal shape [8]. Consequently, the description of such a soft, planar interface through a smooth density profile $\rho(x)$, where $x$ is the direction of the interface-normal, is not sufficient for an atomistic analysis [15] [102] [103].

4.1.1 Interface Analysis

In capillary wave theory (CWT) the corrugation caused by fluctuations is explicitly incorporated using a so called intrinsic surface $x = \xi(R)$, where $R$ is the transverse position along the interface (here $R = (y, z)$) [102] [104]. Using this concept, an intrinsic density profile $\tilde{\rho}(x)$ can be defined. This profile depends on the distance to the local position of the interface $\xi(R)$, rather than on another reference position
like the centre of mass, which is the usual choice for regular density profiles. The non-intrinsic and intrinsic density profile can formally be defined by

\[ \rho(x) = \frac{1}{A} \langle \sum_i \delta(x - x_i) \rangle \]

(57)

\[ \tilde{\rho}(x') = \frac{1}{A} \langle \sum_i \delta(x' - x_i + \xi(y_i, z_i)) \rangle, \]

(58)

where \( A \) is the cross-section area of the simulation box, \( i \) the particle index, and \( \xi(y_i, z_i) \) is the local interface position corresponding to the projected position of particle \( i \) on the surface. The notation \( x' \) indicates the different reference frame for the intrinsic case [105]. Intrinsic profiles are not limited to density, but can be calculated for any thermodynamic property.

Use of intrinsic profiles and the comparison with its non-intrinsic counterpart, allow for distinction of effects caused by corrugation of the interface and effects inherent to features of the liquid along an interface. The intrinsic sampling method [15], Identification of Truly Interfacial Molecules (ITIM) [38], and its generalization to non-planar interfaces (GITIM) [39] are three examples of methods to identify and calculate interfaces and intrinsic profiles.

A common problem for all three methods (and interface identification methods in general) is the necessity to define a continuous interfacial surface from a discrete set of molecules. Consequently, infinitely many interfaces can be defined, each corresponding to a different choice of at least one free parameter, causing uncertainty on its exact physical interpretation. However, it has been shown that the total intrinsic profile does not react strongly to small changes of this parameter and that a physically sensible range exists. Whether a single, correct, and physically based choice for the interface on the atomistic level exists is a topic of ongoing scientific discussion [15, 38, 39].

The ITIM and GITIM methods, used throughout this thesis, are covered in more detail in subsections 4.1.3.

### 4.1.2 Layer-By-Layer Analysis

As described in the previous section, explicitly identifying the surface along an interface is reasonable on the atomistic level. A different perspective on an interface is to assign the molecules forming an interface to a set, called the first layer. For most liquids local structure exists in the bulk phase and a local layering structure can also form along the interface. These layers might be smears out by capillary waves in the non-intrinsic reference frame, but can, if they exist, be easily observed...
using intrinsic profiles. However, these structural features vanish further away from the interface until the physical meaning of layers is lost in the bulk phase [38, 105].

The easiest way to determine interfacial layers is by repeatedly applying an algorithm like ITIM and removing layers, hence sets of molecules, that have already been identified. The snapshot of a system of a LJ-liquid at liquid/vapour coexistence, coloured according to subsequent layers is shown in figure 9. Contributions of thermodynamic quantities of the subsequent layers can then be determine by sampling solely over the molecules of a given layer. For instance, it has been shown that at least 85% of the surface tension for most molecular liquids is caused by molecules of the first layer, while contributions from the third and subsequent layers are negligible [106].

Nonetheless, special care has to be taken when using computational schemes to identify individual layers. Although the intrinsic profile of the whole system does not react strongly to small changes in the method's free parameter, the same is not true for contributions of different layers along the interface. For ITIM and LJ-liquids a well defined value for the free parameter of the order of the molecular size \( \sigma \) appears to exist [103]. Although this one to one correspondence between the LJ parameters and the parameter determining the interfacial surface does not hold in general, a value corresponding to half of the position of the first peak of the liquids RDF has proven to be a sensible choice for most small molecular liquids [105–107].

### 4.1.3 Layer Identification Methods

**Identification of Truly Interfacial Molecules (ITIM)**

The ITIM method [38] identifies molecules located at a planar interface and thereby marks the set of molecules forming the first layer of a considered phase. Those molecules are selected by streaming probe spheres of a fixed radius \( R_{ps} \), along a straight line and perpendicular to the interface, onto the molecules of the liquid phase. As illustrated in figure 10 a molecule is considered to be interfacial, if it is
(a) ITIM: The vertical lines (dotted) are the stream-lines along which the probe discs (large circles) are moved. The large filled circles are the estimated interfacial points (see text) and their connecting lines (solid) represent the surface. The surface estimate follow the initial suggestion of the ITIM paper [38]. In three dimensions probe disc are replaced with spheres and the surface is represented by a triangulation of the interfacial points.

(b) GITIM: The lines connecting the points' centres represent the Delaunay triangulation. Lines can belong to triangles that form the $\alpha$-complex (dashed), or to triangles that do not (dotted), wherefore the three upper points are outside the $\alpha$-shape. The large dots represent surface points defined as the intersection of the triangulation with a surface point and are connected with lines (solid). The large circle represents a probe disc with radius $r = \alpha$.

Figure 10: Illustration of the a) ITIM and b) GITIM methods. Also, a surface estimate (solid lines) is presented. However, no general definition for the surface exists and the illustrated surface is just one possibility

the first molecule to be touched by any probe-sphere. A probe sphere touches a molecule, if it touches any of its constituent atoms.

The ITIM approach is only applicable for planar interfaces since the orientation of the lines along which the probe spheres are streamed has to be perpendicular to the interface. Streaming probe spheres at an arbitrary angle introduces artefact and the presence of pockets in the interface cannot be resolved at all. The distribution of the stream-lines has little to no effect on the method's results, as long as the space between two lines is considerably smaller than the probe sphere radius. Although not being uniquely defined, a physically reasonable choice for the probe sphere radius $R_{ps}$ is the same order of magnitude as the size of the molecules forming the phase. A sensible choice for the molecular radii is the Lennard-Jones radius $\sigma/2$, if their non-Coulomb interaction is modelled by a LJ potential. Moreover, results of the method have been shown to be rather insensitive to small changes in $R_{ps}$ as long as it remains in this range $[38, 103]$.

For interfaces that are formed between two phases of the same substance, for instance a liquid/gas interface, it is necessary to first identify the molecules constituting the considered phase. Multiple different clustering algorithm,
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Another approach for identifying interfacial atoms is the Generalized Identification of Truly Interfacial Molecules (GITIM). This method overcomes the limitations of the ITIM method by using a triangulation approach to define the interface. The dependence of the ITIM method on the reference frame of streamlines perpendicular to the interface impeded an appropriate treatment of arbitrarily shaped interfaces. To extend the applicability of the method’s approach to non-planar interfaces, the GITIM method proposed by Sega et al. in 2013, adopts concepts from computational geometry to completely avoid any reference frame.

More specifically, the \( \alpha \)-shape algorithm, which was initially designed for digital shape sampling and processing in computer graphics, was used. The algorithm was slightly adapted to provide analogy to the ITIM method, but the general concept and functionality remained unchanged. First, a Delaunay triangulation of all atomic positions is performed. The Delaunay triangulation of a set of points is chosen in such a way that no other point is inside the circumcircle of any triangle in the triangulation. An alternative definition of the Delaunay triangulation as the triangulation that maximizes the smallest angle of all triangles is also commonly used. For the GITIM method, this triangulation forms simplexes that are used to deploy the touching spheres in analogy to the streamed probe-spheres of the ITIM approach. However, instead of streaming along a predefined line, these spheres grow in radius until they touch four molecules. In contrast to the \( \alpha \)-shape algorithm, this mimics the presence of excluded volume, similar to ITIM. This concept is also illustrated in figure 10. Finally, all molecules that are touched by such a sphere, with radius larger than a predefined value \( \alpha \), form the so-called \( \alpha \)-shape. A recent study suggests that the excluded volume has to be considered in the triangulation itself. Omission thereof, or the delayed introduction, like in GITIM, can, under certain conditions, lead to artefacts of the inconsistent metric and incorrect interface determination. The lack of fast computational schemes to calculate such triangulations, compared to the quickhull algorithm (scaling
with $\Theta(N \log \nu)$, where $N$ and $\nu$ are the number of input points and output vertices) used for GITIM, drastically limits their applicability [39].

The $\alpha$-complex is in general a concave, topologically disconnected polytope, however for GITIM isolated points or strings of segments are excluded to allow for a reasonable definition of the interfacial surface. An additional benefit over ITIM is the ability to correctly identify pockets and voids in the liquid since an interfacial molecule can be detected at every point in space instead of only at the first molecule along a streamline [39]. Similar to ITIM, the definition of the interfacial surface is independent of the identification of the molecules and the proper definition is still an open question.

4.2 Software – Interface Analysis

4.2.1 PYTIM

Implemented in Python, PYthon Tool for Intrinsic Molecular analysis (PYTIM) is a collection of several different methods for determining and analysing fluid interfaces. Developed by Sega et al., the software is based on the MDAnalysis package [115, 116] and therefore complies with a large variety of MD simulation software packages, including GROMACS. The current beta-release is available free of charge via the Python Package Index and development is conducted through Github (https://github.com/Marcello-Sega/pytim). Available methods are, among others, the interface identification methods: ITIM, GITIM, Chacon-Tarazona [16], and Willard-Chandler [117], as well as the clustering algorithm DBSCAN [118]. Additionally, PYTIM is equipped with a number of analysis tools: for instance for calculation of interfacial surfaces, intrinsic and non-intrinsic profiles for various thermodynamic observables, and structural features like the radial distribution function. All methods can be applied for molecules as well as individual atoms.

4.2.2 MDAnalysis

Developed in 2011 (GPL license), MDAnalysis [115, 116] is a toolkit for analysing trajectories generated with the most common MD software packages, among others: NAMD [33], CHARMM [91], and DL_POLY [92], and the Protein Data Bank PDB format [119]. Implemented in Python, its use of the NumPy package [120] provides easy access to atomic coordinates through arrays and allows application of large number of python data-analysis and data-manipulation tools. The source code is freely accessible on Github (https://github.com/MDAnalysis/mdanalysis) and the package can be installed with the Python Package Index.
4.2.3 Network Analysis Tool

This tool is an extension on the PYTIM package and freely available on Github ([https://github.com/eliija-feigl/pytim-ext-networkHF.git](https://github.com/eliija-feigl/pytim-ext-networkHF.git)). The code determines the network structure of liquid HF and similar liquids by identifying linear chains, linear segments of a branched structure, and cycles. First, terminal- and branching-points of chains are identified using the adjacency matrix of the network determined by a cutoff parameter. Then, the algorithm iterates over neighbouring molecules until a second terminal- or branching-point is reached. Distinction between real linear chains, linear segments of the branched structures, and rings is performed afterwards. Rings can either be completely isolated or attached to only one chain, capping it off. Cyclic structures containing more than one branching point are considered as linear segments of branched structures. However, clusters without any terminal point as well as infinite chains caused by PBC are also identified as rings by the algorithm. The tool also calculates the number of terminal- and branching-points, and the number of bonds per molecule. The code is organized such that it mimics the structure of a PYTIM Observable.

4.3 Simulation of Liquid/Vapour Interface of Hydrogen Fluoride

4.3.1 Liquid/Vapour Coexistence in the Canonical Ensemble

Computational Details

MD simulations were performed in the canonical ensemble at 16 different temperatures ranging from 200 to 455 K. The simulations were carried out with 2000 HF molecules, modelled by the PJVP-D model (see previous chapter 3 for detail), using the GROMACS simulation package version 2016.4 [31, 32]. The software was compiled with double precision and SCF Shell Molecular Dynamics [75, 100] were used for treatment of the DOs.

To simulate the liquid/vapour interface, copies of the simulation box of equilibrated liquid bulk HF were inserted at the centre of a $64.8\sigma \times 10.8\sigma \times 10.8\sigma (L_x \times L_y \times L_z)$ box, such that a third of the box in x direction was filled with a liquid phase spanning the complete y and z-direction. Consequently, each periodic simulation cell contains two liquid/vapour interfaces with surface-normal along the x-direction. Moreover, periodic boundary conditions ensure that the system does not collapse to a single liquid droplet with a spherical interface.
A Nosé-Hoover thermostat \cite{57, 58} with a relaxation constant of 0.5 ps was used to keep the average temperature constant. The equations of motion were integrated every 1 fs with a leapfrog \cite{49} algorithm. The SCF threshold for energy minimization of the Drude particle was set to $1 \times 10^{-3}$ kJ mol$^{-1}$ nm. Although this threshold is less strict than initially suggested for the PJVP model \cite{30}, a series of short bulk simulations of liquid HF in the canonical ensemble determined the deviation in potential energy $\mathcal{V}$ as less than 1%, while the simulation time could be reduced by almost 20%. An interaction cutoff of 0.87 nm was used for both Coulomb and LJ interaction. Since RF correction \cite{50} is not suitable for highly inhomogeneous systems, a 4$^{th}$-order PME \cite{54, 55} for Coulomb and LJ interaction with an isotropic Fourier spacing of 0.09 nm was applied. The PME’s relative tolerance was set to $10^{-5}$ and $10^{-3}$ for Coulomb and LJ, respectively. Again, the parameter was obtained from a series of short canonical MD simulations in the liquid phase.

The different systems were equilibrated for up to 8 ns to ensure relaxation of potential energy $\mathcal{V}$ and density $\rho$ to their equilibrium value at liquid/vapour coexistence. Although systems at liquid/vapour coexistence, and interfaces in general, take longer to equilibrate than bulk systems, the inclusion of polarizability to the model loosens the structure in the liquid phase and accelerates the equilibration process compared to non-polarizable models \cite{21}. This feature of the polarizable model is of particular importance since the current version of GROMACS 2016.4 does not include a parallelized algorithm for treatment of Drude particles, wherefore longer simulation runs of systems with 2000 molecules or more would not be feasible. For simulations at temperatures higher than 300 K, multiple liquid droplets formed during the equilibration process, which is likely due to the strong cohesion of chains and clusters formed by hydrogen bonds and the explosive formation of the gas phase that is caused by the initialization process described above. However, these droplets merged into a single liquid phase for the equilibrated systems.

During a run of 3 ns particle position and energy contributions were saved every 0.5 ps. Consequently, a trajectory with 6000 saved configurations was used for structural and interface analysis. After the simulation, the centre of mass of the liquid phase in x-direction has been centred in the middle of the simulation box to facilitate analysis and allow better comparison of the different simulations. Centring was not performed, if no clear distinction between liquid and gas phase was possible.

**System Description**

To give an impression on the general behaviour of the simulated system, a volume slice of a single configuration at six selected temperatures is shown in figure 11.
Figure 11: Volume slice \((L_x \times L_y \times L_z)\) of a single configuration of the equilibrated system for six different temperatures at liquid/vapour coexistence. Smaller spheres (white) represent hydrogen and larger spheres ((turquoise)) fluorine atoms. A solid line (red) indicates hydrogen bonded molecules, identified by a distance smaller than first minimum of \(g_{HF}\) at 0.236 nm. The increased corrugation of the interface, as well as the formation of pockets and dangling clusters for higher temperatures are clearly visible. At the highest temperature (bottom right) the system is at a super-critical state-point and now separate phases exist.

The volume slice represents only a third of the complete simulation box, to help illustrate the system's nature. All atoms are coloured according to their type, with fluorine in turquoise and hydrogen in white, additionally auxiliary sites are omitted for clarity. Emphasizing the molecule's tendency to form H-bonds, blue lines are drawn between molecular pairs closer than the position of the first minimum of the H-F partial RDF at the given temperature (see table 4b).
Firstly, the expansion of the liquid phase with increasing temperature due to smaller densities can clearly be observed. The liquid phase covers approximately one third of the simulation box for 200 K, but expands until it covers almost the entire box for temperatures close to the critical point. The critical temperature of the PJVP-D model is expected to be close to the critical temperature of the JVP model at 450 K \[66\], however, no definite value has been calculated \[30\]. Additionally the simulations presented here are not well suited to accurately represent near-critical behaviour since the finite box size impedes the formation of a coexisting gas-phase for large temperatures. Moreover, the existence of two, macroscopic interfaces is no longer an accurate description for the simulated system close to the critical point. Secondly, a tendency to form clusters, chains, and rings in the gas phase is clearly visible and the increase in gas phase density with increasing temperature is evident. Thirdly, large density fluctuations in the liquid phase can be observed and become more pronounced for higher temperatures. This observation of the occurrence of large voids in the liquid phase is discussed in more detail in subsection 4.3.2. Finally, the snapshots provide a first impression of the highly corrugated nature of a planar HF liquid/gas interface. The formation of pockets and clusters that are dangling from the liquid phase also affects the choice of the appropriate surface identification method.

### 4.3.2 GITIM Application

Before any of the interface detection method presented in subsection 4.1.3 can be applied, all molecules belonging to the liquid-phase have to be identified. A cutoff based cluster search algorithm \[121\] is used to exclude the vapour phase. Although the first minimum of the H-F partial RDF is the usual choice for the cutoff \[30, 105, 108, 121-123\], this approach fails to identify the liquid phase for the PJVP model. Stable clusters and chains, that can include a large number of molecules, are present in the liquid. These clusters are held together by the strong dipole-dipole interaction of the PJVP-D model, but do not form a percolating network that includes all molecules. The interaction between clusters appears to be weak compared with the hydrogen bonds forming them and molecules of different clusters are approximately 0.1 nm further apart than H-bonded molecules. Consequently, a larger cutoff criterion is necessary to identify the liquid phase and exclude vapour molecules. Although a more thorough analysis of this finding is certainly necessary, the number of molecules belonging to the liquid phase was found to be rather insensitive to the cutoff criterion of the cluster search. To allow for easy reproduction, the cutoff-distance \(d_{\text{liquid-cluster}}\) was chosen as the value where the F-F partial coordination number equals 8.0. This choice corresponds to a range of 0.403 - 0.547 nm for the various temperatures and the exact values are listed in table 4b.
Further consequences of this exceptional behaviour also affect the interface identification. Molecules tend to dissipate from the liquid phase to the gas phase in small clusters instead of individually and therefore can form clusters that extend from the interface of the liquid into the gas phase. These dangling clusters are still connected with the liquid phase and are therefore classified as liquid in this study. Additionally, large pockets can form along the interface when two larger clusters drift apart. Since the ITIM method relies on the streamlines perpendicular to the interface and only detects the first molecule to be touched by a sphere moving along those streamlines, it fails to identify those irregularities and cannot detect the correct interfacial molecules. GITIM on the other hand was specifically designed for this purpose [39]. Although the phenomena described above do not appear for temperatures below 250 K, and application of ITIM would be feasible, GITIM is used for all temperatures to ensure comparability and eliminate potential systematic errors.

Formation of multiple clusters also affects the choice of the GITIM cutoff parameter $\alpha$. Previous studies [15, 16, 105, 107, 124] suggested the existence of a physically sensible range for $\alpha$. Within this range the shape of the intrinsic profile should not change significantly. Moreover, a more thorough interfacial analysis of liquid argon [103] revealed that the separate contributions of successive layers are far more sensitive to the specific choice of the cutoff parameter. By comparing the peak positions of the overall intrinsic profile and the separate layers, the study revealed the optimal value for $\alpha$ to precisely match the molecular radius. For most empirical models of small molecules the molecular radius is well-defined as half of the LJ parameter $\sigma$. For larger molecules and models with one or more LJ centres, half of the first peak of the intermolecular RDF has proven to be the optimal choice for various liquids [106, 108, 123, 125].

For the PJVP-D model however, the first peak of $g_{\text{FF}}(r)$ for $\alpha$ does not correspond trivially to $\sigma$, due to the presence of strong Coulomb interactions of the H and F sites. Therefore, the minimum energy arrangement of a hydrogen bonded pair is at considerably closer distances than $\sigma$. Also, the average distance between two different clusters only has a rather complex relation to $\sigma$ and exceeds half of the first peak of $g_{\text{FF}}(r)$. Therefore, $\alpha = \sigma/2$ is not a suitable choice for HF. Instead, the optimal parameter is very close to half of the first peak of a F-F RDF, that only considers molecules of different clusters. This peak position is subsequently labelled as $\zeta$. This contribution to the total RDF is labelled as $g_{ij}^{\text{soft}}(r)$, emphasizing the weak interaction between clusters. In equation 59, the contribution from molecules within a cluster, formed by the strong H-bond, $g_{ij}^{\text{hard}}(r)$ is the difference of $g_{ij}^{\text{soft}}(r)$ to the overall $g_{ij}(r)$.

\[
g_{ij}(r) = g_{ij}^{\text{soft}}(r) + g_{ij}^{\text{hard}}(r) \tag{59}
\]
Figure 12: F-F partial radial distribution function \( g_{FF}(r) \) (blue, solid line) and its inter- and intra-cluster contributions \( g_{FF}^{hard}(r) \) (green, dotted line) and \( g_{FF}^{soft}(r) \) (orange, dashed line) at six selected temperatures.

Similar to \( \sigma \) for argon, \( \zeta \) represents the close-contact distance of the largest entities forming the fluid, or in other words the individual clusters’ separation. Figure 12 shows \( g_{ij}(r) \) for six selected temperatures and its separate contributions from \( g_{FF}^{hard}(r) \) and \( g_{FF}^{soft}(r) \). Radial distribution functions in this section are computed for the system at liquid/vapour coexistence, although only being properly defined for a bulk system. Since the vapour density is low, deviations from the correct bulk RDF are expected to be small. Moreover, the normalization was adjusted to mimic the convergence to 1 at large radii \( r \) for liquid bulk systems. Clusters were computed by applying the same cutoff based cluster search algorithm \[121\] used to identify the liquid phase, with a cutoff corresponding to the first minimum of \( g_{HF}(r) \) (see \( d_{HF} \) in table 4b).

The complete \( g_{FF}(r) \) for small temperatures clearly shows a second maximum at around 0.33 nm, roughly 9% larger than \( \sigma \). It disappears for temperatures higher than 310 K, merging with the first maximum. Along the complete temperature range, \( g_{FF}^{soft}(r) \) has a clear maximum that corresponds to the parameter \( \zeta \). This inter-cluster maximum is at the same position as the second maximum in \( g_{FF}(r) \) (if the latter is visible). The parameter \( \zeta \) identifies the average distance of molecules of neighbouring clusters as the origin of the second peak in \( g_{FF}(r) \). The peak position slowly increases to 0.347 nm at 455 K and its height decreases indicating a looser inter-cluster structure for higher temperatures. Nonetheless, the peak is not vanishing at the critical point, and it persists even at slightly higher temperatures, suggesting interaction of different clusters even at supercritical states. Additionally,
the broad first minimum in $g_{FF}^{soft}(r)$ appears to shift the second minimum of the complete $g_{FF}(r)$ to larger values. Similar phenomena have also been reported for the Oxygen-Oxygen partial RDF $g_{OO}^{H2O}(r)$ of high density water and amorphous ice [126–130]. Recent studies [131, 132] point to the presence of interstitial water, non-H-bonded molecules located between the first and second coordination shell, as the origin of a peak or shoulder around 0.35 nm in $g_{OO}^{H2O}(r)$. Besides the similarities, non-H-bonded neighbours in water occur less frequently than HF, due to the structural differences of the liquid. Therefore, identification of a causal relationship of non-H-bonded molecules and their effects on the RDF are difficult and certainly need further investigation.

Apart from the contribution of the first maximum in $g_{FF}^{soft}(r)$, the overall F-F correlation and thereby the structure of liquid HF is dominated by contributions from the the intra-cluster $g_{ij}^{hard}(r)$. Pronounced first and second maxima correspond to the first and second hydrogen bonded neighbours inside a cluster. This intra-cluster order is extremely stable for all temperatures and emphasizes the importance of the H-bond on the local structure in the liquid. Moreover, a peak at 0.33 nm for 200 K $g_{ij}^{hard}(r)$ and the broadening of the first peak for larger temperatures can be attributed to branching inside a single cluster.

If solely molecules of linear cluster segments and chains are considered to define theses RDFs, the peak at 0.35 nm in $g_{FF}^{hard}(r)$ disappears. The difference allows to assign this feature of $g_{ij}^{hard}(r)$ to the presence of branching inside a single cluster. Consequently, two neighbouring branches of the same clusters exhibit the same feature in the RDF as two neighbouring clusters. However, the small number of molecules per linear segments strongly impedes proper sampling, wherefore the initial definition of $g_{FF}^{soft}(r)$ is favourable. The normalization and slope for large values of $r$ of both inter- and intra-cluster RDF solely indicate the sampling imbalance and reflect the liquid’s network properties. The steep decrease of $g_{FF}^{hard}(r)$ at near-critical temperatures for example, is a consequence of the absence of large linear chains and clusters. Therefore, few molecules have H-bonded 3rd or 4th neighbours and the intra-cluster RDF converges to zero. Contrarily, all molecules at larger distances are part of a different cluster and consequently contribute to $g_{FF}^{soft}(r)$. A detailed description of the network properties and the identification of linear chains and linear cluster segment is given in subsection 4.3.3.

Nonetheless, application of GITIM with a parameter choice of $\alpha = \zeta/2$ fails to identify any reasonable layers. Sample configurations at 200 K and 365 K, as depicted in figure 13a, reveal that the algorithm detects numerous voids with a equal or larger than $\zeta$ inside the liquid phase. Voids become even more frequent and get larger for higher temperatures. This finding suggests, that half of the first peak of the inter-entity RDF [103] is not the universal choice for $\alpha$ for all liquids and HF is certainly an exception. Simply increasing $\alpha$ until all voids inside the liquid phase disappear is
not a suitable strategy either since, especially at higher temperatures, the diameter of single voids can become much larger than the interface’s characteristic features. Although GITIM provides an option to exclude small voids by only picking the largest cluster of molecules as interfacial, this approach also fails for the simulated system. This failure suggests, that no lateral percolating network along the interface exists, as has been reported for other highly polar liquids like water [38, 121, 133, 134]. The presence of voids in the liquid phase is discussed in more detail in subsection 4.3.2.

Consequently, a more thorough determination of a proper choice for $\alpha$ is necessary. Since the choice $\alpha = \zeta/2$ apparently is too small to identify interfacial layers, larger values for $\alpha$ were tested and evaluated according to the scheme described for argon and the ITIM method [103]. This scheme implies calculating the intrinsic density profile for varying $\alpha$ and comparing peak positions with contributions of individual layers.

The intrinsic density profiles for three different values of $\alpha$ are shown in figure 14. These three choices correspond to $\zeta/2$, $\zeta$, and the position of the first minimum.
of $g_{FF}^{soft}(r)$ - labelled $\text{min}(g_{FF}^{soft})$. These values for all 16 different temperatures are collected in table 4a and are chosen for illustration because of their easy reproducibility. A more thorough analysis of the intrinsic density profile, also discussing the atypical form of the second layer, is given in subsection 4.3.4. As already suggested, the layer-by-layer contributions of the intrinsic density profile reveal, that the value of $\zeta/2$ is certainly too small. The individual layers’ peak positions are shifted further away from the interface than the corresponding maxima of the intrinsic density profile, similar to $\alpha < \sigma$ for argon [103]. The opposite is true for the minimum of the F-F RDF $\text{min}(g_{FF}^{soft})$, with the peaks too close to the interface. Instead choosing $\alpha = \zeta$, hence twice as large as originally anticipated, produces the most accurate results in matching the peaks and maxima. However, no values close to $\zeta$ have been tested and compared, therefore $\alpha = \zeta$ might only be close to and not the optimal value.

Although clearly superior in terms of the intrinsic profile, a large number of voids is still identified by GITIM when using $\zeta$ as the cutoff parameter. To account for this problem, results of the interfacial and layer-by-layer analysis will also be reported for $\alpha = \text{min}(g_{FF}^{soft})$ alongside the primary choice of $\alpha = \zeta$. Since for $\text{min}(g_{FF}^{soft}(r))$ only few voids are identified in the liquid phase, comparison of the two results can be used to assess the influence of the voids on the overall results. To add perspective, figure 13b shows a configuration coloured according to interfacial layers identified by the GITIM method with $\alpha = \zeta$.

Origin of Voids in the Liquid Phase

By applying the GITIM algorithm with $\alpha = \zeta$ voids are detected inside the liquid phase for temperatures higher than 260 K. These voids are generally spherical and not stable, usually disappearing within 1 ps. The voids’ diameter as well as their numbers increase with temperature and above 320 K voids also appear for the larger parameter choice $\alpha = \text{min}(g_{FF}^{soft})$. For temperatures above 410 K extremely large and stable voids can be observed and the liquid phase already starts to dissipate along the interface. Due to the large diameter of some voids, examples given in figure 15 their detection is certainly not an artefact (compare [113]) of the GITIM algorithm and its parametrization strategy.

Evidence of large voids in sub-critical liquids is rare in the literature. In a study from 2000 Jedlowszky [135] reports the presence of voids equivalent to the size of a cluster composed of up to 11 HF molecules for liquid bulk HF modelled with JVP at 288 K and $1 \cdot 10^5$ Pa. The voids are described as being primarily located between long, linear hydrogen bonded chains. Complexly shaped clusters, caused by the (almost) tetrahedral angle of the H-bond and an average number of bonds per molecule of around 2.0 are the likely cause of the liquids
Figure 15: Sample configurations of the system at different temperatures containing voids, pockets, or large dangling clusters. The first three layers are coloured with respect to their layer (1-orange, 2-blue, 3-green), as determined by GITIM using $\alpha = \zeta$ (ranging from 0.327 nm at 260 K to 3.344 nm at 395 K). The vapour phase molecules (silver) are visible, but molecules of the 4th layer, and liquid bulk molecules are excluded to allow for better identification of the peculiar structures. The black box represents the simulation box with PBC.

inability to form a space-filling structure. However, the average temperature is close to the experimental boiling point of HF at 292.7 K [136] and approximately 5 K above the boiling point of the PJVP-D model (see subsection 4.3.4). The JVP model’s boiling point is expected to be similar to the PJVP-D model and therefore the reported system is likely above the boiling point [135]. Another recent study [37] about a simple dipolar fluid model with variable dispersion interaction reports thermodynamic properties comparable to HF modelled with
Table 4: Liquid/vapour coexistence: Structural Data for the PJVP-D model for 16 different temperatures.

(a) Positions of the first peak ($\zeta$) and first minimum ($\min(g^{\text{soft}}_{FF})$) of the inter-cluster partial F-F radial distribution function $g^{\text{soft}}_{FF}(r)$

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\zeta$</td>
<td>0.327</td>
<td>0.334</td>
<td>0.327</td>
<td>0.334</td>
<td>0.330</td>
<td>0.334</td>
<td>0.337</td>
<td>0.334</td>
<td>0.340</td>
<td>0.344</td>
<td>0.340</td>
<td>0.347</td>
<td>0.347</td>
<td>0.347</td>
<td>0.347</td>
</tr>
<tr>
<td>$\min(g^{\text{soft}}_{FF})$</td>
<td>0.438</td>
<td>4.400</td>
<td>0.439</td>
<td>0.439</td>
<td>0.438</td>
<td>0.437</td>
<td>0.441</td>
<td>0.438</td>
<td>0.439</td>
<td>0.440</td>
<td>0.441</td>
<td>0.442</td>
<td>0.444</td>
<td>0.446</td>
<td></td>
</tr>
</tbody>
</table>

(b) Cutoff distance for H-bond criterion ($d_{H-bond}$) and determination of the liquid cluster ($d_{\text{liquid-cluster}}$)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{H-bond}$</td>
<td>0.228</td>
<td>0.232</td>
<td>0.235</td>
<td>0.236</td>
<td>0.238</td>
<td>0.240</td>
<td>0.242</td>
<td>0.244</td>
<td>0.245</td>
<td>0.246</td>
<td>0.247</td>
<td>0.249</td>
<td>0.251</td>
<td>0.253</td>
<td>0.254</td>
</tr>
<tr>
<td>$d_{\text{liquid-cluster}}$</td>
<td>0.403</td>
<td>0.413</td>
<td>0.421</td>
<td>0.426</td>
<td>0.429</td>
<td>0.434</td>
<td>0.440</td>
<td>0.445</td>
<td>0.452</td>
<td>0.459</td>
<td>0.470</td>
<td>0.480</td>
<td>0.498</td>
<td>0.520</td>
<td>0.533</td>
</tr>
</tbody>
</table>

Table 5: Liquid/vapour coexistence: Network Properties for the PJVP-D model for 16 different temperatures

(a) Average number of bonds for all temperatures

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\langle N_{HB} \rangle$</td>
<td>2.27</td>
<td>2.32</td>
<td>2.33</td>
<td>2.33</td>
<td>2.32</td>
<td>2.28</td>
<td>2.17</td>
<td>2.13</td>
<td>2.07</td>
<td>1.99</td>
<td>1.89</td>
<td>1.83</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(b) Average number and average size of clusters ($\langle N_C \rangle$, $\langle S_C \rangle$), linear chains ($\langle N_L \rangle$, $\langle S_L \rangle$), linear cluster segments ($\langle N_B \rangle$, $\langle S_B \rangle$), and rings ($\langle N_R \rangle$, $\langle S_R \rangle$).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\langle N_C \rangle$</td>
<td>13.59</td>
<td>19.07</td>
<td>29.74</td>
<td>38.30</td>
<td>46.00</td>
<td>53.48</td>
<td>62.39</td>
<td>72.30</td>
<td>90.78</td>
<td>112.44</td>
<td>139.35</td>
<td>160.98</td>
<td>191.90</td>
<td>232.63</td>
</tr>
<tr>
<td>$\langle S_C \rangle$</td>
<td>147.09</td>
<td>104.72</td>
<td>67.00</td>
<td>51.90</td>
<td>43.07</td>
<td>36.91</td>
<td>31.48</td>
<td>26.98</td>
<td>21.29</td>
<td>17.00</td>
<td>13.53</td>
<td>9.52</td>
<td>7.67</td>
<td>6.45</td>
</tr>
<tr>
<td>$\langle N_L \rangle$</td>
<td>3.44</td>
<td>7.85</td>
<td>16.32</td>
<td>22.71</td>
<td>28.79</td>
<td>34.72</td>
<td>42.17</td>
<td>49.85</td>
<td>63.07</td>
<td>78.76</td>
<td>98.90</td>
<td>114.75</td>
<td>138.48</td>
<td>171.00</td>
</tr>
<tr>
<td>$\langle S_L \rangle$</td>
<td>50.29</td>
<td>22.93</td>
<td>12.80</td>
<td>10.27</td>
<td>8.59</td>
<td>7.35</td>
<td>6.47</td>
<td>5.77</td>
<td>5.34</td>
<td>4.92</td>
<td>4.61</td>
<td>4.15</td>
<td>4.01</td>
<td>3.86</td>
</tr>
<tr>
<td>$\langle N_B \rangle$</td>
<td>25.94</td>
<td>59.91</td>
<td>110.86</td>
<td>139.88</td>
<td>168.71</td>
<td>198.55</td>
<td>227.07</td>
<td>252.22</td>
<td>271.0</td>
<td>286.34</td>
<td>293.34</td>
<td>300.39</td>
<td>298.23</td>
<td>280.82</td>
</tr>
<tr>
<td>$\langle S_B \rangle$</td>
<td>52.72</td>
<td>23.70</td>
<td>13.48</td>
<td>11.04</td>
<td>9.23</td>
<td>7.93</td>
<td>7.03</td>
<td>6.33</td>
<td>5.92</td>
<td>5.18</td>
<td>4.86</td>
<td>4.56</td>
<td>4.26</td>
<td>3.97</td>
</tr>
<tr>
<td>$\langle N_R \rangle$</td>
<td>52.04</td>
<td>44.82</td>
<td>34.95</td>
<td>28.15</td>
<td>24.82</td>
<td>22.35</td>
<td>18.65</td>
<td>16.37</td>
<td>11.59</td>
<td>8.95</td>
<td>7.22</td>
<td>6.15</td>
<td>5.46</td>
<td>4.85</td>
</tr>
<tr>
<td>$\langle S_R \rangle$</td>
<td>10.46</td>
<td>13.14</td>
<td>16.00</td>
<td>17.05</td>
<td>19.65</td>
<td>22.57</td>
<td>24.69</td>
<td>27.69</td>
<td>27.16</td>
<td>27.70</td>
<td>27.29</td>
<td>28.10</td>
<td>28.98</td>
<td>28.43</td>
</tr>
</tbody>
</table>
PJVP-D, for weak dispersion interaction. However, these models are incapable of reproducing structural properties, due to the missing quadrupole-moment of the two-site approach (compare section 3.2) and liquid/vapour coexistence could not be observed. Although no voids were reported for this model, the study further solidifies the claim that voids might originate from steric restrictions of the H-bonded clusters since the absence of quadrupolar interactions results in linear H-bonds and reduces the complexity of the cluster-shape.

Similar phenomena concerning atypical liquid-vapour coexistence can be found in studies performed on dipolar hard spheres [137-140] and patchy particles [141-143]. These studies suggest, that the liquid-vapour coexistence might be replaced by a defect-driven phase separation [140] or the existence of an additional critical point caused by the preferred formation of rings and associated entropy reduction in the vapour phase [143]. HF is often referred to as the real fluid closest resembling dipolar hard spheres and the presence of rings in its gas phase is well documented [34, 83] and also reproduced by the PJVP-D model. The formation of rings in the vapour impedes ideal gas behaviour in the gas phase, resulting in the atypical slope for the vapour pressure’s temperature dependence (subsection 4.3.4).

For the PJVP-D model, the critical point of a potential defect-driven phase separation [140] – corresponding to the temperature, where the total number of defects exceeds the number of molecules with two neighbours – at a temperature of about 295 K, coincides with the occurrence of larger voids in the liquid phase. Furthermore, in similarity to patchy particles with dissimilar patches [143], the PJVP-D model’s structure is determined by two independent interaction schemes. Molecules forming a cluster are bound by Coulomb interaction (the LJ interaction is repulsive for an H-bond), while the inter-cluster interaction is a combination of weaker interactions, like LJ attraction and alignment of dipolar chains. Consequently, the PJVP-D model’s similarity to these systems, despite the clear differences, can potentially help to obtain a deeper analysis of the origin of voids as is presented here.

Several auxiliary simulations have been performed to ensure, that the presence of voids is neither an artefact of the model – the polarizable model in general or the DO in particular –, insufficient equilibration, nor a finite size effect, caused by inappropriate choice of the simulated system. A MD simulation of the JVNP model [79], the non-polarizable predecessor of the JVP model, at liquid/vapour coexistence was carried out at temperatures of 260 K and 365 K. Since the non-polarizable model does not suffer the same drawback with regards to parallelization as the DO model, the system was equilibrated for as long as 20 ns to ensure that the voids are no metastable artefact of a non-equilibrium state. Interface detection with GITIM revealed the presence of voids at both simulated temperatures, similar to the PJVP-D model. Although the voids generally appear to be slightly smaller...
on average than for the polarizable model, the overestimation of the number of hydrogen bonds and the tendency to form heavily branched structures is a reported failure of the JVNP model \cite{79, 135}. Furthermore, liquid bulk simulations in the isothermal-isobaric ensemble (similar: subsection 3.3.1) along the isotherm at 260 K (thereby below the model's boiling point) also showed large fluctuations in the local density and the presence of voids when analysed with the GITIM method.

In summary, the presence of voids in the liquid phase of the system at liquid/vapour coexistence is neither an artefact of the polarizable model, insufficient equilibration, nor exclusively caused by the presence of an interface. Conversely, the interface’s independence and the distribution of voids cannot be concluded from these data and a more detailed analysis of the size distribution of voids and their dependence on temperature, pressure, and the proximity to interfaces is necessary.

### 4.3.3 Network Analysis at Liquid/Vapour Coexistence

The formation of hydrogen bonded chains in liquid HF has been subject to many computational and experimental studies \cite{2, 3, 11, 12, 24, 27, 83, 133, 144, 145}. Due to the various approaches, either using geometric criteria \cite{24, 27, 83} or an energetic argument \cite{12, 135}, to identify hydrogen bonded networks in computer simulations of HF, comparability of different studies suffers strong limitations. Here, a geometric criterion involving the cutoff distance $d_{H-bond}$ is used. Two HF molecules are identified as H-bonded, if the H atom of one molecule is closer to the F atom of the other than the first minimum of $g_{HF}(r)$. No angular criterion for the H-bond is applied. Additionally, the information provided by application of GITIM is used to describe the number of bonds per molecule and the average cluster size, with respect to individual layers. A cluster is determined to belong to a layer, if any of its molecules is identified as part of the examined layer.

Network properties, including identification of all substructures of branched clusters, were determined using the code described in section 4.2. Clusters as a whole entity were determined by a cutoff based cluster search algorithm \cite{121} implemented in PYTIM.

Figure \ref{fig:16} illustrates the system at various temperatures, coloured according to the molecule's affiliation to monomers, linear chains, branched clusters, or rings. The extension of large, dangling clusters into the gas phase along the interface is clearly visible (compare figure \ref{fig:15}). This structural phenomenon is unique for HF and in clear contrast to other strongly dipolar liquids like water \cite{38, 39, 73, 106, 107, 121, 122, 133}. Additionally, the presence of all four different structural variants throughout the liquid phase and the formation of chains and rings in the vapour phase \cite{37, 83} can be observed. The existence of multiple separate clusters and chains, as well as the large number of molecules forming branched structures
is also visible. In previous studies branching was generally considered as a side effect \cite{12,24} or simply neglected \cite{83,146}. However, the results presented here suggest that the importance of branching to the structure of the liquid phase is more significant than previously suggested.
The distribution of the number of H-bonds per molecule for multiple temperatures is shown in figure 17a and the average number of H-bonds per molecule \( \langle N_{HB} \rangle \) is listed in table 5a. For all simulated temperatures at least one quarter of the molecules forms exactly two bonds, therefore rendering the formation of linear segments in the liquid phase an important structural feature. This general trend for forming linear segments is consistent with previous studies [12, 27, 83, 135]. The fraction of molecules with two bonded neighbours varies from 70.8% at 200 K to only 28.8% near the critical point at 455 K. At 305 K already only 48.1% of the molecules have two bonded neighbours and 41.0% contribute as branching points by forming three or more H-bonds. Furthermore, the concentration of three bonds has a maximum at intermediate temperatures. It first increases from 28.9% at 200 K to a maximum of 37.4% at 335 K before decreasing again to a minimum of 24.3% at 455 K. The number of molecules with 4 hydrogen bonded neighbours reaches a plateau at around 6% for temperatures higher than 305 K and is negligible for low temperatures. Moreover, the number of 5 bonds per molecule never exceeds 1% and is probably an artefact of sensitivity of the cutoff-parameter or a consequence of the simple bonding criterion that certainly overestimates the number of bonded neighbours by neglecting angular dependence. More than 4 bonds would also not reflect the physical properties of HF, since in general every fluorine atom can bind up to three hydrogen atoms, resulting in a maximum of 4 H-bonds per individual HF molecule [12].
In addition to multiple bonds, the number of terminal chain molecules – molecules with only one bonding neighbour and therefore at the end of a chain – significantly increases to up to 25% for higher temperatures. If both terminal molecules and branches are considered as defects from the energetic optimum of two hydrogen-bonds [140, 143], the total number of defects exceeds the number of molecules with two neighbours for temperatures higher than 295 K, coinciding with the occurrence of larger voids in the liquid phase. The temperature dependence of defects and molecules with exactly two bonds are shown in figure [17b].

A layer-by-layer perspective shows that the percentage of molecules forming 4 bonds is approximately half as large in the first layer as in any other layer. For temperatures below 320 K no other significant trend regarding the distribution of H-bonds per molecule in individual layers can be observed. Conversely, the percentage of loose ends and the number of monomers is considerably larger in the first layer than in all subsequent layers for temperatures above 320 K. However, the large number of monomers in the first layer might be a result of the large cutoff necessary to identify the liquid layer, as gas-phase monomers that are close to the interface can be falsely tagged as liquid. The difference between the first and subsequent layers increases monotonic, with 25% more chain ends and monomers at 410 K. Although the layer-by-layer contributions of the intrinsic density profile are rather sensitive to the choice of the GITIM parameter $\alpha$, the distribution of the hydrogen bond number per molecule for each individual layer is not.

Clusters, Branches, Linear Chains and Rings

A group of HF molecules, where every molecule is H-bonded to at least one other molecule in the group is called a cluster and the cluster size $N_C$ is the number of its constituting molecules. The distribution of cluster-size and the distribution of the number of molecules to clusters of a given size, referred to here as the cluster and molecular size distributions, are shown in figure [18].

In a three dimensional system at the percolation threshold the cluster size distribution follows a power law: $P(N_C) \approx N_C^{-\tau}$, with an exponent of $\tau = 2.19$ [147–149]. Similarly, the molecular size distribution follows the same power law but with exponent $\tau' = 1.19$. In general, a system is percolating, if the distribution is slightly below the critical line at intermediate $N_C$ and strongly exceeds the critical line for large $N_C$. However, finite size errors due the overestimation of clusters containing almost all molecules in the system, resulting in a hump in the distribution at large cluster sizes even in a non-percolating system, impedes accurate detection of the percolation threshold. Moreover, poor statistics represented by the large statistical noise of the distribution make an observation of the drop at intermediate cluster sizes impossible. Nonetheless, the power law is a great reference for describing the
Figure 18: Distributions of a) clusters-size and b) number of molecules in clusters of a given size, at eight selected temperatures, plotted on a logarithmic scale.

The distributions for the PJVP-D model show that the system is certainly percolating at temperatures below 320 K and contrarily not percolating above. An exact determination of the percolation threshold in the remaining temperature range is not possible by only using these distributions.

Although the distribution at small $N_C$ is only slightly below the general trend for larger temperatures, clusters containing four or fewer molecules are far less frequent below 320 K and especially clusters containing three molecules are rare. In contrast, the number of clusters with five to eight molecules is almost constant for all temperatures, with significant deviations only at 200 K, where clusters with six molecules are slightly more frequent and the number of clusters containing five molecules is slightly lower than on average.

Especially at low temperatures, few molecules are part of dimers and trimers, pointing to a reduced stability of these clusters in the gas phase. In contrast to this dependence for smaller cluster sizes, the molecular size distribution over the
complete range of $N_C$ shows, that the exponential trend predicted by percolation theory is only correct for temperatures above 380 K. An almost uniform cluster size distribution for HF at ambient conditions has been reported elsewhere [27]. Such a distribution cannot be observed at coexistence and similarity to a uniform distribution is only partially given at 200 K. However, the two simulations cannot be compared definitively due to the different pressure. in the bulk and at coexistence. The data provided here are in far better agreement with results provided for the cluster-size distribution of the non-polarizable JVNP model [12]. Below the critical point the probability of a single molecule to form a cluster of size $N_C$ has a maximum of around 6. An additional maximum of the molecular size distribution for $N_C$ larger than 500 is a consequence of the overpopulation of clusters containing almost all molecules caused by the finite system size.

For a temperature of 200 K, the probability of a molecule to be part of a cluster containing fewer than 900 molecules (45%) in the simulation box is about as large as the probability for cluster with more than 900 molecules. At 365 K this percentage already exceeds 90% and at 455 K the probability to be part of a cluster with fewer than 100 molecules already rises to about 85%. This data illustrates the structural change of the liquid phase from few, large and heavily branched clusters to multiple, smaller and less branched clusters. However, layer-by-layer analysis of the cluster analysis shows little conclusive trends.

In table 5b the average number of clusters $\langle N_C \rangle$ and the average cluster size $\langle S_C \rangle$ are summarized. Notably, those numbers merely reflect the finite system size and do not bear any direct physical meaning. The average cluster size $\langle S_C \rangle$ decreases rapidly from 147.0 at 200 K to only 5.9 at 455 K. An opposing dependence on temperature is true for the average number of clusters $\langle N_C \rangle$. Monomers are not included in the definition of a cluster, hence the average number of monomers can be extracted as the difference of the number of molecules in the box and the product of $\langle N_C \rangle$ and $\langle S_C \rangle$. The number of monomers increases more than linearly from 0% at 200 K to 14.7% at 455 K.

Breaking down the clusters into constituent species allows for further analysis of the network properties of HF. Since linear chains and rings are referred to as the dominant structures in HF [2, 3, 11, 12, 24, 27, 83, 135, 144, 145] clusters are categorized as linear chains, rings, and linear branches. Linear chains are completely isolated chains without any branching point, monomers are not included. Rings can either be completely isolated or attached to a linear segment. Infinite chains caused by PBC are also classified as rings and the minimal number of molecules necessary to form an infinite chain through the simulation box is roughly 10. Linear branches are the building blocks of branched structures and can be attached to rings.
The size and molecular size distribution of linear chains, branches, and rings, in equivalence to the two distributions for clusters, are shown in figure 19. The hump in the distribution of rings at large $S_R$ is a result of the definition of infinite chains as rings. Consequently linear chains and branches show no such feature.

However, the molecular distribution of both linear chains and branches have a maximum at intermediate structure sizes for temperatures below 320 K. Contrarily, the molecular distribution of rings has a maximum at far smaller values. Previous studies suggest that rings containing three \[4\] or six to eight \[24, 83\] molecules are especially stable and rings with sizes up to 13 occur in isolation \[83\]. The data obtained for the system at liquid/vapour coexistence show good agreement with these studies at temperatures below 335 K. The anomaly of increased occurrence of rings with 13 molecules reported in reference \[83\] is also reproduced, although at a different state-point (liquid/vapour coexistence at 200 K). Since at this temperature not a single molecule is in the gas phase, the increased stability of $S_R = 13$...
likely originates from a dense arrangement inside a cluster. Additionally, very few molecules form rings containing three to five molecules at 200 K, indicating that these arrangements are predominantly formed in the gas phase. For temperatures above 335 K rings with 3 molecules become the most likely arrangement and the probability for larger rings decreases slightly faster than exponential, with rings of size $S_R = 4$ being slightly less likely. The second hump in the distribution of rings, located at $S_R > 30$ reflects the presence of spanning chains. Its effect on the cluster size distribution is clearly visible, especially when compared to the distribution of linear chains and branched structures. Per definition, these structures cannot cross the periodic boundaries and their distributions are therefore always below the percolation threshold and strictly monotonically decreasing.

Again, layer-by-layer analysis of the linear chain, branch and ring distribution shows little clear tendencies. Rings with 4 to 8 molecules are more common in layers close to the interface and the opposite is true for rings containing 3 molecules. Short linear chains are less frequent in the first layer than in any other layer for temperatures above 290 K. Additionally, small branches are far less probable in the first layer for temperatures below 365 K. However, these trends might be an effect of the clustering procedure necessary to identify the liquid phase, as has already been pointed out for the increased number of monomers in the first layer. Nonetheless, the dominance of monomers, small unbranched linear chains and rings, especially with $S_R = 3$, in the gas phase at all temperatures as reported in earlier studies \cite{4, 24, 34, 83} is apparent from the data.

The average number and average size of linear chains ($\langle N_L \rangle$, $\langle S_L \rangle$), linear cluster segments ($\langle N_B \rangle$, $\langle S_B \rangle$) and rings ($\langle N_R \rangle$, $\langle S_R \rangle$) are listed in table \ref{tab:5b}. The average size of linear chains $\langle S_L \rangle$ and linear segments $\langle S_B \rangle$ both decrease from around 51 molecules on average at 200 K to only little below 4 at 455 K. Contrarily, the average number of linear chains $\langle N_L \rangle$ constantly increases with temperature whereas the average number of branches $\langle N_B \rangle$ has a maximum at 396 K. The average number of rings increases with higher temperatures to a maximum of 28.98 at 410 K before decreasing to 25.97 at 455 K. The percentage of molecules in rings is almost constant for temperatures below 335 K and decreases for higher temperatures.

Additionally, the percentages of molecules belonging to a monomer, a cluster, or one of its constituent forms are depicted in figure \ref{fig:20b} as a function of temperature. The number of H-bonds per molecule as a function of temperature is shown for reference in figure \ref{fig:20a}.

If considering the percentage of molecules, the maximum for linear branches shifts to 350 K. This temperature is comparable with the maximum for three H-bonds per molecule, indicating that the number of branching points per cluster drastically decreases with temperature. Consequently, the structure of the liquid phase changes from a phase of few heavily branched, large clusters at low temperatures
to many small clusters with little branching at higher temperature. The presence of a maximum in the average number of branched structure suggests that at high temperatures ($T > 350 \, \text{K}$) branching progressively loses importance as a mechanism to minimize the system’s free energy.

4.3.4 Thermodynamic Analysis of the Hydrogen Fluoride Interface

As motivated in chapter 3, the absolute value of the density as calculated by the polarizable models depends strongly on the system size. However, the temperature and pressure dependence of the density are the same for both the point dipole, as well as the DO models. The coexistence curve for both point dipole models has already been reported by Pártay et al. [30]. Consequently, the coexistence densities and the liquid-vapour coexistence curve are not reported here.

Vapour Pressure

The vapour pressure $p_{vap}$ of the system is provided in GROMACS by the normal component of the pressure tensor in direction of the interface normal, hence $p_{xx} = p_{vap}$. In figure 21a the vapour pressure is shown and compared with experimental data of HF [150]. Although the PJVP-D model slightly overestimates the experimental slope in the vapour pressure, it shows a slight upward bent shape also present in the experimental data [35, 150]. A possible cause is the formation of rings in
the gas phase and the consequent deviation from ideal gas behaviour [37]. This atypical feature of HF [35] could not be reproduced by non-polarizable models like HFC [5] and consequently solidifies the superiority of the polarizable models for simulating liquid/gas coexistence. Contrarily, the overestimation of the vapour pressure, especially close to the critical temperature is a reported failure of the JVP and PJVP model [30]. As a consequence, the model's boiling point, estimated by an exponential fit of the computed data, is 9.6 K lower than the experimental value [101] at 283.1 K.

**Surface Tension**

The surface tension $\gamma$ of an interface can be calculated as the average difference between components of the pressure tensor normal and tangential with respect to the interface normal, normalized by the length of the simulation box and the number of interfaces present in the box [37, 105, 106]. These components are calculated from the virial within GROMACS and long-range contributions to the pressure tensor are accounted for via the PME correction of the pressure.

The surface tension of other strongly dipolar fluids like water has been subject to multiple studies and is available for the complete temperature range [13]. In contrast, experimental data on the surface tension of HF [14] are only available for temperatures between 190 K and 290 K. Computational studies on the coexistence properties of HF [34–36] suggest that the surface tension of HF is significantly different from that other dipolar fluids. The predominant linear arrangement in hydrogen bonded clusters and the high critical density of HF are suspected to affect the lighter slope and far smaller absolute value of the surface tension compared to water [35]. The surface tension of HF calculated for the PJVP-D model, the experimental results for HF [14], and the experimental surface tension of water [13] are compared in figure 21b. Although the results show a clear difference between the surface tension of the PJVP-D model and water, the latter having a far steeper slope and being about 5 to 10 times higher, the experimental values for HF do not match with the PJVP-D model. The computed slope for HF is slightly steeper than the experimental one and the computed values are approximately 7.0 N m$^{-1}$ higher than the experimental surface tension. Considering the models' initial purpose of simulating the liquid bulk phase of HF, its ability to qualitatively reproduce to the extremely low surface tension of HF is surprising. Moreover, the surface tension calculated here is only an estimate for a planar interface of a liquid phase without significant voids and a more accurate calculation is expected to result in an even lower value. Analysing the models ability to reproduce the experimental surface tension therefore necessitates further investigation.
Density Profiles

The regular density profile $\rho(x)$ can be obtained by dividing the simulation box into slabs of equal volume and equal extent in direction of the interface normal. The number density in each slab is then obtained as the time-average of the number of particles in the respective slab divided by its volume. Contrarily, the intrinsic density profile $\tilde{\rho}(x')$ is calculated by computing the distance of each molecule in the box to the interface. Since the interface is not planar, especially for high temperatures, distance calculation within PYTIM was performed using the distance measure for a generic surface. In the current implementation, the distance of a single molecule to the interface is calculated as the absolute distance, called intrinsic distance here, to the closest atom of the first layer. A molecule is inside the liquid phase if a sphere of radius $\alpha$ around its F site contains another molecule and in the gas phase otherwise. The intrinsic density profile $\tilde{\rho}(x')$ is obtained by calculating the number of molecules within intervals of this calculated intrinsic distance, normalized by the volume representing a single interval.

In figure 22 both intrinsic and regular density profile are reported for six selected temperatures. By construction, the first layer contributes to the intrinsic profile as a delta function and by definition liquid molecules have a negative distance to the interface. Both profiles show the decrease in density of the liquid phase with
temperature, represented by the maximum of the sigmoidal shape for the non-intrinsic and the convergence value for the intrinsic profile, but their representation of the interface differs drastically. The regular profile $\rho(x)$ shows a broadening of both the liquid phase and the interfacial region for higher temperatures. Moreover, it becomes an almost uniform distribution for 440 K, which is to be expected at or close to the critical point. Although numerous voids are present in the liquid and long chains extend into the gas phase, the regular density profile $\rho(x)$ does not differ significantly from the profile of a non-dipolar liquid like argon [105].

Contrarily, the intrinsic density profile $\tilde{\rho}(x')$ features significant differences to the profile of simpler liquids. Instead of a structured profile consisting of contributions of successive layers [105], two narrow peak are present close to the interface. Those two peaks broaden slightly with increasing temperature, but do not get smaller with respect to the liquid bulk density. Further away from the first layer two additional maxima are visible for temperatures below 290 K. Although the latter broadens and disappears at around 290 K the first of these two peaks and its subsequent minimum are identifiable up to 380 K. Additional maxima farther away from the interface cannot be identified, indicating that the liquid/vapour interface of HF exhibits less distinguishable layers than for instance water or argon [105, 151]. At higher temperatures all but the two narrow peaks close to the interface have deteriorated into a shape similar to the sigmoidal shape of the regular density profile. Even at 440 K the first two peaks are still pronounced in the intrinsic profile, besides the almost uniform non-intrinsic density profile. This suggests the presence of larger clusters at the critical point and beyond. The existence of these clusters even at the critical point is also apparent from the network analysis data in the previous chapter. Due to the present implementation of the intrinsic distance, influence of the dangling clusters on the intrinsic density profile is drastically reduced since another molecule, that is also part of the 1st layer, but not part of such a cluster, is usually closer to the considered molecule.

The intrinsic density profile’s shape is certainly related to the strong tendency to form linear chains and clusters in liquid HF. The layer-by-layer contributions to intrinsic and regular density profiles are displayed in figure 23. Although the layer-wise contributions of the non-intrinsic density profile $\rho(x)$ show no distinct feature that indicates any difference of the interface structure compared to non-polar liquids [39, 103, 105], the presence of large voids inside the liquid phase is clearly visible due to a non vanishing contribution to all layers for temperatures above 335 K. Using the larger GITIM parameter choice of $\min(g_{FF}^{soft}(r))$ the effect can by eliminated for temperatures below 395 K solidifying the claim that voids are the origin of this atypical feature in the regular density profile. Moreover, the uniform contribution of these voids to the density profile shows, that the distribution of voids in the system is at equilibrium.
Contrarily, individual layers of the intrinsic density profile $\tilde{\rho}(x')$ suggest that the existence of multiple H-bond between the first two layers cause the two, sharp spikes close to the interface. Both peaks, as well as an additional third peak that does not result in an individual peak in the overall profile, are attributed to the third layer. The positions of these three peaks coincide with the first peak of the $g_{HF}(r)$, $g_{FF}(r)$ and $g_{FF}^{soft}(r)$, hence the position of the first H and F atom of H-bonded neighbours inside a cluster and the closest molecule of a different cluster. The third of the second layer peaks is by far the broadest, resulting from the weaker inter-cluster bond. This effect correlates with the corresponding peak's width in the RDF. Since the third layer is close to the last peak of the second layer (they are only 0.06 nm apart), they are not separable in the overall intrinsic density profile. The the third layer's position also further confirms the presence of numerous chains passing through multiple layers, by coinciding with the molecule's distance to the second neighbour along a linear chain. Furthermore, it is slightly asymmetric, which is attributed to the packing of molecules near the interface [105] and most likely incorporates a contribution of inter-cluster bonds to this layer at around 0.55 nm (compare second maximum of $g_{FF}^{soft}$), similar to the third peak of the second layer. The third layer also has a small contribution at the position of the first minimum $g_{HF}(r)$. This contribution close to the interface is present for all temperatures, as well as any other tested choice of $\alpha$, which suggests that it is not an artefact of a faulty parameter choice. A probable source of the peak is a favourable, but rare arrangement of a branch in the first
layer, where each of the three molecules forming the branch are assigned to different layers. Finally, the fourth layer shows no significant features in the intrinsic density profile and starts to become strongly asymmetric in the regular density profile \( \rho(x) \) for temperatures above 395 K. It is still reasonably shaped in the intrinsic density profile \( \tilde{\rho}(x') \) for temperatures up to 410 K, although the corresponding peak in the overall profile disappears earlier.
(a) Intrinsic and non-intrinsic density profile and layer contribution at 3 selected temperatures

(b) Liquid part of the intrinsic density profile (solid line) for three different temperatures. The separate contributions of the first (blue) second (green), third (orange), and fourth (purple) layer are shown, although per definition the first layer only contributes to the delta peak at 0.

Figure 23: Density profile a) regular and b) and layer contribution at four selected temperatures. Note the different vertical scaling of the lowest graph.
4.4 Concluding Remarks for Interface Analysis

In conclusion, the presented results show great qualitative agreement of the PJVP-D model with HF at liquid/vapour coexistence and represent the largest MD simulation of a polarizable HF model reported to date. The use of modern MD simulation packages was made possible by the adaptation of the polarizable PJVP-D model and its applicability for this setup. The model is able to qualitatively reproduce the extremely low surface tension and the atypical slight concave-up bent of the vapour pressure curve of HF. This is especially notable due to the model's origin as a liquid bulk model [29]. Moreover, the simulations reveal the fascinating morphology of the liquid gas interface of the PJVP-D model and help to better understand the structure of the liquid phase and its composition of multiple branched and unbranched clusters.

However, several difficulties impede a definitive interpretation of the presented results and further data are certainly necessary to allow for accurate descriptions of the liquid/gas interface of HF. The major insights regarding the adversities present for interfacial analysis are summarized here.

As noted in previous studies [37, 152], a large extension of the simulation box in direction of the interface normal is necessary to allow for accurate simulation of liquid/vapour interfaces close to the critical point. Consequently, the box size used here for the system might have been too small to allow for two stable, independent interfaces for temperatures above 425 K. Moreover, the box size in the other two dimensions might have considerable effects, due to the presence of long chains and clusters. Additionally, the equilibration time used for this system is considerably shorter than for the comparable systems used in reference [37]. Shorter equilibration times can certainly be expected for the polarizable model [21] and the presence of voids in the liquid phase is (as discussed in subsection 4.3.2) an inherent feature of the simulated system. However, it is still unclear whether long equilibration times might eventually decrease the number and size of the voids, especially at higher temperatures. Both a larger system and longer simulation times are necessary to identify and eventually eliminate artefacts related to those shortcomings.

Further research on the presence of voids, in liquid HF in general and how they need to be taken into account for interfacial analysis in particular, is certainly necessary. Especially their effect on the calculation of the surface tension of the liquid phase remain an open point. The proper choice for the parameter $\alpha$ with HF and the differences to other liquids also necessitates in-depth analysis and the discussion presented here is incomplete. The peak- and layer-matching approach presented here might only be valid for apolar liquids and was only performed at a single temperature. However, the importance of inter-cluster distances and voids on the parameter choice suggests that the ideal choice of $\alpha$ depends on the state point.
and is not universal for each fluid. Supplementary investigations about the origin of voids in liquid HF and the similarities of HF to the extraordinary critical behaviour of dipolar hard spheres [137–140] and simple dipolar models [36, 37, 141–143] could help to better understand the surface properties of HF.

Lastly, the intrinsic density profile and its layer-by-layer contributions have been shown to be atypical compared to simpler liquids [39, 105]. However, the highly corrugated nature of the interface and large number of isolated chains and clusters extending into the gas-phase certainly affect the intrinsic representation. The increase of such effects with higher temperatures results in a profile, strongly smeared out beyond the two inter-cluster peaks, for one third of the temperature range of liquid HF. Moreover, the current implementation of the GITIM method, only considering the closest interfacial molecule, eliminates the region containing the dangling chains from the intrinsic profile. To also account for effects caused by those objects a different approach for treatment of interfaces of that kind is necessary.
5. CONCLUSION

This thesis is devoted to the study of the structural and topological properties of HF along the liquid/vapour coexistence line. Molecular Dynamics simulation was chosen as the preferred tool for this investigation, because the relevant observables, in case of HF, are not easily accessible experimentally.

The first part of this work is focused on the development of a computationally efficient model for the simulation of HF, while the second part describes its application in the actual investigation of the properties of its liquid/vapour interface.

Liquid HF is characterised by the presence of long molecular chains, as well as by an extremely low surface tension and, therefore, pronounced long-wavelength interfacial fluctuations. These peculiarities require the usage of a relatively large simulation box (2000 molecules), especially considering the necessity of employing computationally expensive polarizable models. In order to handle these large interfacial systems with efficient simulation codes, it was necessary to reimplement the polarizable PJVP model [30] by exchanging the point-dipole, responsible for modelling polarizability, with a Drude oscillator [40]. This adaptation allowed to run the simulations using the Gromacs [31, 32] simulation package. The Drude oscillator model has been tested by performing isothermal-isobaric simulations in the liquid bulk at ambient conditions, and reproduced most structural and thermodynamic properties of the point-dipole model [12, 29, 30, 66]. However, closer inspection revealed that the density of both polarizable models and their non-polarizable counterpart is extremely sensitive to small changes of the Lennard Jones parameters [79], likely due to large local density fluctuations and the presence of spanning clusters. Despite this conceptual problem in reproducing the density of the point-dipole model, equivalence with respect to structural and thermodynamic properties of point-dipole and Drude oscillator could clearly be demonstrated for the HF models [21, 69, 72, 78].

With a Drude oscillator model at hand, it has been possible to perform molecular dynamics simulations of systems with 2000 HF molecules along the complete liquid/vapour coexistence temperature range. The intrinsic and layer-by-layer analysis of the liquid/vapour interface revealed large qualitative and quantitative differences with respect to other polar liquids, further illustrating the exceptional properties of HF.

Firstly, the simulations revealed that large voids, comparable to the size of a clusters with up to 10 molecules, are present in the liquid phase of HF. Although, they certainly occur more often at liquid/vapour coexistence, similar voids could also be identified for various liquid bulk simulations. A network analysis performed on the liquid/vapour system identified multiple independent H-bonded clusters.
in the liquid phase. The clusters can either be linear chains, rings or strongly branched structures and the large density fluctuations and voids are possibly a result of the cluster's inability to form a space-filling arrangement [135]. Separate evaluation of contributions from molecules within the same cluster and molecules of different clusters to the F-F radial distribution function, shows that the second peak of the RDF at temperatures below 305 K originates from the contribution of inter-cluster bonds. Moreover, the same contribution can be identified over the complete temperature range, although no independent peak is visible in the overall radial distribution function, due to the dominance of the first peak. The weaker bond (compared to the intra-cluster hydrogen bond) between two clusters is certainly connected to the presence of voids. The presence of voids and whether they need to be included as part of the interface or not remains an open question. Additionally, the occurrence of voids might have gone unnoticed for simulations of other molecular liquids at coexistence since they can only be detected by algorithms for arbitrary interfaces like GITIM [39] and not by its predecessors for planar interfaces.

Secondly, the simulations reveal the highly corrugated nature of the liquid/vapour interface of HF, especially at higher temperatures. Large dangling clusters that extend into the gas phase and large pockets along the interface impose high demands on computational schemes for interface identification. Furthermore, the network properties of HF along the liquid/vapour coexistence show that multiple features of the liquid phase change at temperatures around the percolation threshold temperature $T_p \approx 350$ K. Beyond $T_p$, not only the number of branched structures, but also the number of molecules with three H-bonded neighbours decreases and the number and size of voids increases.

Thirdly, it could be shown that the adapted model is capable of reproducing the thermodynamic properties of HF at coexistence, most notably the peculiar slope of the vapour pressure and the extremely low surface tension. The qualitative agreement with experimental coexistence data underlines the transferability of the the model and its applicability for both liquid and vapor phases [29, 30]. Thereby, these results reaffirm the importance of including polarizability into an empirical, three-site, bulk model for HF. The overestimation of the surface tension is likely caused by an overly simplistic numerical calculation and the disregarded contributions of voids and strong surface fluctuations. Even better agreement with experimental data is expected for a more accurate calculation of the surface tension.

Finally, analysis of the density profile of the liquid/vapour interface of HF displays significant differences from apolar molecular liquids and water [39, 105]. The shape of the intrinsic density profile reveals clear layers at the interface despite its high corrugation. However, individual layers at the interface are not equally as pronounced as in other molecular liquids [103, 105, 151]. At most four distinctive
layers (at the lowest evaluated temperature) could be identified. Moreover, no percolating lateral network, as is present for water \[38, 121, 133, 134\], could be identified in those layers. The absence of a clear layering structure beyond the second layer for higher temperatures is likely caused by clusters passing through multiple layers and the strong corrugation of the interface. The threefold contribution to the third molecular layer indicates H-bonded clusters spread both parallel and perpendicular to the interface, possibly smearing out the layering. None of these features is visible in the regular density profile. The failure of the regular density profile to identify the unique structure of the liquid/vapour interface clearly shows the importance of intrinsic analysis for the proper description of soft interfaces.

In conclusion, this thesis represents the first investigation on the microscopic structure of the liquid/vapour interface of HF, which turned out to have an extremely complex morphology. These findings reaffirmed the unique nature of HF among molecular liquids, but also showed its importance as a model to help improve algorithms and the general understanding of the intrinsic properties of fluid interfaces.
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