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1. INTRODUCTION AND RESEARCH QUESTION

Central banks are not only a crucial part of the economic system, they are also political institutions. As such, they have evolved over time and have undergone several important changes. A global wave of central bank reforms can be observed during the 1990s, which led to an institutional strengthening of central banks with respect to their relationship with other parts of the executive. Those reforms were mainly justified on economic grounds. In other words, proponents argued that greater autonomy for central banks would lead to superior macroeconomic outcomes.

In part, the reforms were a response to the failure of the economic policies of the 1970s to deliver price stability. On the other hand, academic economists had changed their minds on the role of monetary policy in economic policymaking. Hence, the idea of delegating policy decisions to an independent institution to improve economic efficiency was based on both historical experience and academic economic theory.

But while many countries implemented central bank reforms, they did so to very different degrees. The question how these differences can be explained is highly relevant not only to economists but also from the perspective of political science. If delegation to autonomous policymaking bodies is merely an improvement in economic efficiency, it is somewhat puzzling why some countries refrain from taking the steps necessary to realize those gains.

If a country’s economic performance could be improved further by granting greater independence to central banks, why do countries opt for lesser degrees of autonomy and accept inferior results? Assuming that political actors are rational—that is, they act in accordance with their preferences—it can be concluded that they must perceive the costs of more autonomous central banks as higher than the benefits they would receive from delegating more decisions to an independent institution.

The theoretical considerations underlying the concept of central bank independence (CBI) usually assume a fundamental time-inconsistency problem at the heart of monetary policymaking. Politicians—so the argument goes—are tempted to use monetary policy for short-term means like creating a favorable economic environment to influence their prospects at the ballot box. By manipulating interest rates, they create a boom-and-bust economy or simply end up with higher inflation than optimal.

In contrast, an independent central bank can focus solely on price stability and does not have to waste a thought on re-election. If an institutional setting is designed properly,
central bankers do not even have to worry about being replaced by upset politicians because they simply do not have the power to fire central bankers just because they do not agree with their actions.

This logic provided the underlying framework for delegating monetary policy to independent central banks. In this view, however, it remains a bit puzzling why politicians would agree to delegate monetary policy in the first place. They have preferences, and central bankers are assumed to have different differences. Otherwise delegation would be obsolete. But if politicians are rational, and act in accordance with their preferences, they should not have any reasons to constrain themselves from influencing monetary policy. After all, greater CBI is a significant constraint on parliamentary policymaking (Strøm et al. 2003, 683).

Obviously, this was not how things turned out in the real world. There are two possible answers. First, politicians are not rational, they do not act in a strategic manner, and they do not act in accordance with their preferences, but rather in an unpredictable way that is not founded on any reasoning at all. Given everything we know about politics, this seems highly unlikely. The other possibility is that while political actors do indeed face costs associated with delegation of monetary policy, their expected benefits outweigh them. In that case, delegation becomes rational. What remains unsolved, however, is why countries delegate to varying degrees. This is the question this thesis addresses.

*What explains the differences in central bank reforms with regard to the degree of independence?*

As discussed, from a purely efficiency point of view it makes no sense to refrain from realizing all gains associated with independent central banks. But possibly a pure efficiency perspective neglects the political side. After all, the delegation of policymaking has to be implemented by political actors. Those actors have different motives and different goals. To explain the varying degrees of central bank reforms, these have to be taken into account.

This thesis is based on a simple assumption: the varying degrees of central bank reforms do not follow an economic logic, but a political one. The reasons for differences in delegation have to be found in politics, not in economics. In particular, motives of the political actors involved explain why some countries end up with more far-reaching reforms of their central banks than others.
Generally, it is assumed in this thesis that politicians are motivated by either policy, office or votes (Müller and Strøm 1999) in the case of liberal democracies and by power, personal enrichment and security considerations\(^1\) in autocracies (Mueller 2003, 410–411). With regard to central bank reforms in specific, the focus is on two main rationales behind the decision for delegation. First, it is assumed that political actors aim to enhance their credibility by establishing independent central banks. The need for demonstrating credibility can arise from several sources, but this thesis focuses on two of the most important ones. One reason is an obvious failure of the existing institutional setting. In the case of monetary policy, such a scenario is usually some kind of crisis: either a financial crisis, a currency crisis, or an inflation crisis. Crises demonstrate that the current setting is not working, and politicians have to respond if they do not want to be in danger of being replaced.

The second reason is a lack of credibility caused by a party’s ideology. Standard assumptions about partisan preferences in monetary policy are that left-wing governments consider fighting unemployment as more important than tackling inflation while right-wing governments favor price stability over employment (Goodman 1992, 212–213). Hence, left-wing parties have a “credibility deficit” in monetary policy, which can be counteracted by delegating monetary policy to a more credible institution.

Apart from credibility, the second main driver is uncertainty. Political actors do not stay in office forever. In liberal democracies, every election has the potential to remove a politician from power. And even in authoritarian systems, rulers have to fear coup d'états or revolutions. The successors might have very different policy preferences in all kinds of areas, including monetary policy. But if the power over monetary policy is delegated to an independent institution, it is be much more difficult for the new government to implement its preferences. This even holds true for authoritarian systems, where the reliance on financial markets often makes it impossible for rulers to strip central banks of their institutional independence because the risk of capital flight or rising bonds yields is too high. By delegating monetary policy, the current government is trying to tie the hands of its successors.

In this thesis, central bank reforms are not understood solely as policy changes, but analyzed within a broader perspective of institutional change. Therefore, the theoretical framework builds upon the political science literature on institutional change and rational

\(^1\) The term “security” in this context refers to the certainty of not being replaced.
choice institutionalism (RCI), which assumes that political actors try to shape institutions in accordance with their preferences in order to maximize their utility (Shepsle 2006a). This is also where this thesis departs from the existing literature on variation in CBI. Most studies relate the degree of autonomy of central banks to economic, political or historical variables in the respective countries to explain why some countries have more independent central banks than others. In other words, they try to answer a question of institutional design. In contrast, this thesis is interested in institutional change. It does not try to analyze changes in legislation detached from the political actors that decide upon them, but rather takes their motives and their reasoning into account. By doing so, it aims to demonstrate that the political context of central bank reforms is crucial for understanding their respective contents.

This thesis is structured as follows. In Chapter 2, a theoretical framework is developed. One section provides an overview of the basic assumptions of RCI. The next section addresses the role of central banks within the executive of a country and the historical development of this relationship. The third section in the first chapter then specifically discusses the concept of CBI. Chapter 3 includes a quantitative analysis of 61 central bank reforms in different countries in the time period from 1985 to 2009. Chapter 4 discusses four cases of major central bank reforms in more detail. Finally, a conclusion will be drawn.
2. THE THEORETICAL FRAMEWORK

This chapter is structured as follows. The first section (2.1) discusses the implications of rational choice theory for institutional design and institutional change in general. The next section (2.2) addresses the role of central banks within the executive and the economic system, both from a historical perspective and a theoretical one. It further discusses fundamental problems with regard to the relationship between central banks and the rest of the executive as well as institutional responses to these problems. The third section (2.3) of this chapter specifically addresses the concept of CBI. It discusses its theoretical underpinnings and provides an overview of the empirical record of independent central banks and the determinants of variations in degrees of CBI across countries. The fourth section (2.4) bridges the gap between section 2.1 on institutional change and section 2.3 on CBI by discussing how political motives lead to institutional change. Based on these considerations, the final section (2.5) proposes three hypotheses.

2.1. A rational choice approach to studying institutional change

Political institutions are the foundation of the political system. In that sense, the study of institutions is central to understanding the workings of a political system. In political science, institutions are usually defined in a much broader sense than in everyday language. The term is not limited to organizations in political life, but refers to all kind of rules that limit the room for political actors to maneuver. In other words, institutions are rules that guide actors’ behavior by both restricting and enabling it (Diermeier and Krehbiel 2003, 127).

These rules are not bestowed upon by a higher power, but result from complex interactions and power struggles within the political system. So while institutions in the short run might be exogenous limitations for political behavior, they are essentially endogenous to the political process in the long run. This observation bears an important implication. If institutions are results of the political process rather than exogenous restrictions, it follows that they should not be considered as fixed. Political actors are able to change them and so it is likely that these powers are used to shape institutions in accordance with their preferences (Shepsle 1989, 139–141). Hence, political institutions are prone to change.

The crucial theoretical question that arises from this assessment is under which circumstances these changes occur. Institutions are not in flux, they do not change
permanently. Given that involved actors have the power to change institutions, it follows
that there must be some kind of state in which no involved actor has an incentive to deviate
from the status quo. Such a state is referred to as equilibrium (Shepsle 1989, 137). The
equilibrium concept is central to the theoretical approach of RCI.²

One main assumption of the RCI school of thought is that an analysis of political
institutions has to start by taking political actors and their motives into account. It is
assumed that political actors hold certain preferences and aim to maximize their utility in
accordance with these preferences (Diermeier and Krehbiel 2003, 128). With regard to
institutions, they try to shape them to get the most out of them. Their behavior is
determined by a cost-benefit-analysis, which means they will push for reforms as long as
their expected benefits exceed their expected costs (Shepsle 1989, 144; Sieberer et al.
2016, 68). In other words, as long as an involved actor perceives the benefits of further
change to be higher than expected costs, he or she will try to realize the gains. If this is no
longer the case, an equilibrium is reached. Such equilibria, however, should not be
considered permanent. Two major sources of distortions of institutional equilibria are
external shocks and changed actor constellations (Sieberer, Müller, and Heller 2011, 953).
Disturbed equilibria result in institutional change. This process is further discussed in
Section 2.1.6.

2.1.1. Institutions as game forms

Rational choice literature on institutions can be divided into two basic perspectives.
These are referred to as “institutions as game forms” on the one hand, and “equilibria of
more fundamental strategic interaction” on the other hand (Shepsle 2006a, 1032–1035;
Shepsle 2006b, 24–27). In the former, institutions are approached as rules within strategic
games are played. These rules shape actors’ behavior by constraining them and limiting
their room to maneuver. Actors’ options are limited by institutions and, hence, the form of
an institution crucially influences the outcome of a game. In terms of game theory, such
settings are referred to as game forms. This theoretical approach is especially useful when
studying the outcome of institutions, i.e., what effects variations in institutions have on
certain variables.

According to Shepsle (2006b, 25), game form models can be traced back to Downs' (1957) classic work on rational voting. In Downs’ model, two candidates are competing for

² For competing institutionalist approaches that do not rely on equilibrium concepts, see Hall and Taylor (1996).
votes of n voters. Every candidate has to choose a policy position that is illustrated by a point on the unit interval, [0,1]. Voters will choose the candidate who is located next to their own position. Since the Median Voter Theorem applies, every candidate will try to locate at the median ideal point and so finally end up at the same point. Shepsle (1979) coined the term structure-induced equilibrium for such a result of an institutional game.

2.1.2. Institution as equilibria

While this approach does explain differences in outcomes of institutions, it does not provide any explanatory power when it comes to the design of institutions and cross-country variance between institutions. Changes in institutions are also beyond the grasp of the game form approach. In contrast to game form approaches, an equilibrium-centered approach allows an endogenous analysis of institutions. In this approach, institutions are not fixed, but shaped by the actors involved.

As Shepsle (2006a, 1033) argues, “the primal strategic setting is characterized parametrically, but these parameters may change in response to shocks or perturbations”. In that sense, rules “become variables that are the product of a more encompassing game” (ibid.). The mentioned shocks are exogenous in nature. In general, approaches that understand institutions as a result of games rather than game forms, have the advantage of not being limited to analyzing the effects of institutions. These are also useful tools to analyze how institutions are chosen and changed.

There is another major implication, which becomes clear by the formulation that institutions are chosen. In contrast to early institutionalists, e.g. Sait (1938), rational choice theorists do assume that institutions are chosen deliberately. This means that the actors involved are informed about the effects of a specific institutional choice or change, or at least they think they are. In a game between all involved actors, they try to maximize their utility by choosing strategies that lead to the optimal outcome given the actual or assumed strategies of other players.

In that sense, institutions do not simply arise over time and evolve in an evolutionary way. Rational choice theorists reject the idea that decision-makers do not know what they are doing, and assume instead that they are operating in a strategic manner in their power struggles.
2.1.3. Assumptions required for individual behavior

As discussed, a basic assumption in rational choice literature is that actors hold certain preferences, are aware of these preferences and try to implement reforms in accordance with their preferences. To model actors as rational, certain requirements have to be fulfilled. Tsebelis (1990, 24–27) distinguishes between weak and strong requirements. According to this classification, there are three very basic requirements. The first one is the impossibility of contradictory beliefs or preferences. Political actors cannot be in favor of independent central banks, and at the same time, favor monetary policymaking by politicians. At best, they can be indifferent between two possibilities.

The second requirement is the impossibility of intransitive preferences. Preferences are transitive if an actor who prefers A over B and B over C also prefers A over C. If this requirement is not fulfilled, the actors’ preferences are not logically consistent. The third criterion is conformity to the axioms of probability. This means that actors form assumptions about a certain action based on their expected utility in accordance with probability theory. It does not mean, however, that they actually calculate values. The requirement is fulfilled if actors act approximately like they would have done if they had calculated expected values.

Apart from that, there are also three strong requirements for rationality (Tsebelis 1990, 27–30). The first one is conformity to the prescriptions of game theory. This basically refers to the assumption that actors are strategic and anticipate their opponent’s behavior. The second requirement is that subjective probabilities that are used to calculate expected utility values should approximate objective frequencies. In reality, it is impossible for political actors to know the exact probabilities for a certain event. However, the probability they assign to an event should roughly be in accordance with observable frequencies of these events. The third requirement is similar. It is that actors’ beliefs should approximate reality.

2.1.4. Limitations of rational choice

When discussing the formal requirements for applying rational choice approaches, the questions arises whether the basic assumptions are fulfilled in reality. Some critics, e.g. Green and Shapiro (1994, 14–32) or Elster (2000), argue they are not and question the explanatory power of rational choice theory. Different schools of thought have challenged core assumptions of rational choice and have gained academic success. However, these
approaches are in many cases not per se incompatible with an adopted rational choice framework. In fact, they often help provide a broader picture of human behavior by drawing attention to blind spots of rational choice.

Some of the most relevant challenges to rational choice are discussed by Shepsle (2006b, 32–35). One of them is the bounded rationality approach. It points to the fact that rational behavior itself is associated with high costs and limited by cognitive limitations. Collecting all available information on a certain issue might prove to be highly costly so that the costs of being informed exceed the benefit of making an informed decision. This is especially true if stakes are low. In cases where the difference in outcomes between a well-informed decision and a less well-informed decision or even a simple guess can be neglected, collecting information might become irrational. In consequence, decision-makers rely on heuristics and cues. Consumer behavior often fulfills these criteria. In politics, however, there are probably fewer instances of bounded rationality. In designing institutions, in particular, stakes are usually quite high. Institutions are meta-rules and crucially limit the options political actors face. It might prove costly for them if decisions are not made on a rational basis.

Another prominent approach challenging rational choice is behavioral economics, i.e., the experimental testing of behavioral assumptions. Behavioral economists analyze deviations from expected rational behavior. Most prominently, this research program identified the effects of loss aversion and framing effects (Kahneman 2011, 283–286; 363–374). While bounded rationality is a behavioral theory, behavioral economics is more appropriately described as a research program. Many of the biases described by behavioral economists do play a role in politics. For example, loss aversion might make political actors less keen on the implementation of reforms. The same goes for the status quo bias observed by behavioral economists.

It is important to note that the valuable findings by behavioral economics are not incompatible with rational choice approaches. They take rational choice assumptions as a starting point and observe deviations. As a consequence, behavioral economics should not be seen as a tool to falsify rational choice, but rather as an approach that helps in the formulation of more realistic behavioral assumptions.

Another relevant theoretical contribution is transaction-cost economics. It is based on the assumption that “[e]xchange […] is neither automatic nor cost-free” (Shepsle 2006b, 34). The change in institutions is associated with certain costs. Before an agreement with all relevant parties is reached, actors have to collect information, bargain and build
coalitions. All these activities produce costs, be it politically, financially, or simply in the terms of opportunity costs. These costs are referred to as transaction costs.

Transaction costs involve actions to collect knowledge about the preferences of relevant actors within the own parties, other parties, in relevant bureaucracies or interest groups. They further involve the formation of plausible and well-founded expectation about the effects of the implementation of a certain reform. Bargaining itself can be considered a cost, not only because it requires human resources that cannot be used elsewhere, but also because it usually involves giving up certain positions in exchange to receive concessions on other more important points. A prominent example for bargaining in politics is coalition building, which does not necessarily refer to formal coalitions, e.g., government coalitions, but also to informal alliances with other parties or even within a party. Gaps in information might be another case of transaction costs that prevent institutional change, as Heritier (2007, 14–15) points out. Another example by the same author is constituted by institutions that are difficult to monitor.

Acknowledging the existence of transaction costs implies that actors with a weak preference for a change in the status quo might refrain from taking steps in that direction if their transaction costs are too high, even if the benefits of the reform itself are expected to be slightly higher than its costs.

An example of transaction costs in the case of CBI is membership in inter- or supranational organizations or institutions, e.g., the euro zone. Membership in the euro zone requires countries to have an independent central bank. If political actors in a euro member state want to reform their central bank in a way that would make it highly dependent on politicians, they would have to exit the common currency. Given the dramatically high transaction costs of such a step, pursuing such a reform proposal would be absurd.

2.1.5. Types of institutions
Shepsle (2006b, 27) distinguishes between structured and unstructured institutions. The former term refers to organizations like parliaments, governments or central banks, while the latter refers to informal practices like unwritten parliamentary rules. Unstructured institutions emerged without being explicitly written down, in many cases even without
deliberate design. RCI focuses in a stronger manner on structured, i.e., formal institutions, which is due to the rigorous nature of its theoretical framework.\(^3\)

Institutions can also be further divided into efficient and redistributive institutions (Tsebelis 1990, 104–115). The question whether a reform is efficient or redistributive has important implications. Efficient reforms do not produce losers, they increase the efficiency of a reform and no actors are worse off. Hence, no of the political actors involved has an incentive to oppose the reform apart from tactical or strategic reasons. In contrast, redistributive institutions create winners and losers. These reforms are, by definition, a zero-sum game. Some of the actors involved win while others lose. It follows that redistributive institutions should face strong resistance from actors that anticipate utility losses. As a consequence, it can be expected that redistributive institutional changes are harder to implement than efficient ones.

Reforms that grant independence to central banks can be considered to be redistributive reforms. However, unlike most cases of distributional reforms, they seem to result in losses for all the players involved, given the fact that politicians lose their power to influence monetary policy for their own ends. It can be concluded that actors’ expected utility from CBI trumps their lost influence on monetary policy. The actors’ exact reasoning remains to be discussed.

\textbf{2.1.6. Sources of institutional change}

As briefly mentioned earlier, institutional change is expected to occur when an equilibrium is disturbed. Shepsle (2006b, 26) provides an informal but striking definition of equilibrium disturbance: “If a decisive player wants to play according to different rules […] then the rules are not in equilibrium and the ‘institution’ is fragile”. As long as all the players involved have no incentive to change rules, the institution is stable, and the equilibrium that has been attained is not in danger. It follows that an equilibrium is disturbed if a new actor enters the game. If different actors are involved, different preferences are involved and actors will implement reforms according to their preferences. Typically, changed actor constellations are a result of elections. In non-democratic political systems, they can follow coup d'états or revolutions. In both cases, relevant decision-makers have changed, and a reshaping of important institutions can be expected.

\(^3\) However, it is also applicable to unstructured institutions, as Shepsle (2006b, 32) discusses.
Another major source of disturbance is external shocks (Sieberer, Müller, and Heller 2011, 953–954). These include domestic economic or political crisis as well as long-term trends on a global scale. In the last few decades, the impact of globalization on domestic reforms has been an important aspect. The participation in global trade requires countries to meet certain pre-conditions that have to be implemented via domestic reforms. The decision that participation in global trade is desirable may be a non-partisan one, i.e., not questioned by either party, because of a country’s reliance on foreign investment. In such a case, changed actor constellations are not sufficient to explain institutional change.

But this does not imply that actors have to have completely identical preferences. In the case of CBI, there might be partisan disagreement about the degree of CBI, e.g., about the terms of the central bank governor or the exact wording of the central bank’s mandate. At the same time, the actors who are involved may agree on CBI in general, as opposed to the central bank being under direct political influence.

A crucial distinction between changed actor constellations and external shocks is that while in the former case, actors stick to their preferences, the latter implies a change in preferences over time. For instance, political parties opposed to independent central bank might change their stance as response to a major financial crisis. This would be a classic example of an external shock leading to institutional change.
2.2. Central banks as political institutions

2.2.1. The role of central banks within the economic system

Central banks are part of a government’s executive branch. More precisely, they are the government agencies that conduct monetary policy. As such, central banks are an important part of the financial system and the overall economy. Nowadays, central banks are primarily responsible for price stability. In many cases, their mandate also includes other variables central banks influence, such as financial stability, economic growth or unemployment. In their conduct of monetary policy, they rely on different instruments, most prominently interest rates. Central banks usually set targets for short-term interest rates and intervene in the money market to move rates toward their target. They have the power to create and, accordingly, destroy money to achieve their monetary policy goals. The process by which central banks buy or sell securities to influence the amount of money in the economy is referred to as open market operations.

Since economists usually assume a relationship between money supply and the price level, the ability of central banks to influence the money supply is a powerful tool to control inflation. Central banks cannot, however, control the money supply directly. They are limited to influence the so-called monetary base, which consists of commercial banks’ reserves in their accounts at the central bank and currency in circulation (Mishkin 2010, 353). Economists theorize that changes in the monetary base influence the money supply. This relationship is captured by the concept of the monetary multiplier, which assumes that an increase in reserves leads to credit expansion. This is, in turn, should increase economic activity and stimulate growth. However, the exact relationship between the monetary base and the money supply depends on other variables as well, which is why the specific effects of a certain monetary policy decision are not always clear beforehand.

Monetary policy decisions directly affect prices of assets like stocks and bonds, including government securities. Indirectly, they influence activity in the real economy. Since central banks have the ability to create money out of thin air, it might be tempting for governments to use their powers to finance government expenditure. Theoretically, a government can always use its central bank to pay for its deficits. This practice is referred to as monetary financing. Historical experience shows that monetary financing does not come for free, but is associated with negative side effects such as high inflation rates. The newly created money raises aggregate demand in the economy and, subsequently, consumer prices. In extreme cases, it might even lead to hyperinflation, i.e., the total loss
of a currency’s value. To preclude such a scenario, monetary financing is prohibited by law in many countries. Central banks are then banned from buying bonds directly from the government. However, in most cases they are allowed to buy government bonds on the secondary market. This means that central banks can buy government bonds as long as somebody else bought them in the first place and is willing to sell them. If a government fails to place its bonds on the market, the central bank is not allowed to buy them.

Central banks aim to control the price level by using a nominal anchor, which, in theory, should lead to price stability. Nominal exchange rates, inflation rates, or the money supply can serve as the nominal anchor. While price stability is considered the primary goal of central banks, it is not the sole goal monetary policymakers aim to achieve. Other desired objectives include high employment, economic growth, financial stability, stability of interest rates, and stability in the foreign exchange markets (Mishkin 2010, 316–319).

However, the goal of price stability is the primary goal only in the long run. In the short run, central banks may allow inflation to overshoot to counteract economic crises. Therefore, monetary policy focusing on price stability and price level fluctuations are, in fact, not incompatible. While many central banks perceive them as acting solely based on rules, there is still plenty of room for discretion in monetary policy.

In countering economic crisis with monetary policy, central banks face time lags between the implementation of certain steps and their effectiveness. According to Mishkin (2010, 405), it may take over a year for monetary policy to influence output in industrialized countries and over two years to have a significant influence on the price level. In developing countries with high variable inflation rates, the lags may be shorter.

2.2.2. Historical development of central banks

The first central banks were formed in the seventeenth century. The oldest central bank is the Swedish Riksbank, which was established in 1668, followed by the Bank of England, whose foundation dates back to 1694. While those institutions were primarily founded to finance government expenditure, they were privately owned. It took another decade until other European countries adopted the concept of central banks. The Bank of France was established in 1800; the Netherlands, Austria and Norway followed within twenty years. The United States and Switzerland had no central banks until the twentieth century, with the Federal Reserve System being established in 1913 and the Swiss National Bank in 1905. The system of central banking was adopted even later in former British colonies like
Australia, which formed a central bank in 1924, and Canada, which did not have a central bank until 1935. In South America, most countries established central banks during the 1920s, while many African countries that became independent only after World War II (WWII) formed central banks in the 1950s and the 1960s (Elgie and Thompson 1998, 15; Marcussen 2005, 908).

Those numbers show that central banking was not a rapidly spreading innovation. In fact, it took centuries until central banks were considered an integral part of every financial system. The role central banks played within those systems, however, evolved crucially. In the early stages of central banking, they played a minor role, and their tasks were limited. Typically, they received the exclusive right to issue bank notes by the government in exchange for granting privileges with regard to financing conditions (Elgie and Thompson 1998, 16). Their tasks were expanded in a gradual manner, but it was not until the early twentieth century that central banks were established as institutions that did not seek profits but rather aimed to stabilize the economy.

With regard to the relationship of the central banks with the government, different periods can be distinguished. Until the early twentieth century, central banks were relatively independent from government. They were in private ownership and the then-dominant paradigm of laissez-faire economics favored no government involvement in the economy. Most countries at that time were on a gold standard, i.e., their currencies’ value was determined by their gold reserves. This left little room for monetary policy and central bank’s primary task was to ensure the gold convertibility of their respective currencies (Capie, Goodhart and Schnadt 1994, 51).

That changed with World War I (WWI). Central banks were needed to finance war expenses, and governments had little use for anything limiting their spending abilities. Hence, most countries suspended the gold standard and ensured that their war expenses were covered by the central bank. Goodhart (1995, 212) argues that the suspension of the gold standard during war times was expected, but not the fact that the pre-war status quo was not re-established once the war had ended. While some countries did return to the gold standard, the economic crash of the late 1920s and early 1930s proved to be cumbersome. With the emergence of what turned out to be the Great Depression, the gold standard was suspended again by most countries to fight the economic crisis by monetary easing.

This was accompanied by a shift in economic thinking toward more interventionist policies, caused mostly by the writings of John Maynard Keynes. While classical economists assumed that the economy was self-stabilizing, Keynes challenged this notion.
He argued that governments had to actively manage aggregate demand to make sure supply and demand within an economy would meet (Goodhart 1995, 212–213). He also criticized the gold standard as counterproductive, famously dubbing it a “barbaric relic” (Keynes 1923, 172). Keynes argued that the exchange rate between gold and a given currency could be set at an inappropriate level, which would result in inflexible prices, causing unemployment.

At the latest, after WWII, the Keynesian approach to macroeconomics—active management of aggregate demand—was the dominant paradigm among academics and policymakers. With the emergence of Keynesian thinking, the importance of monetary policy declined in favor of fiscal policy. While demand management could be undertaken by both monetary and fiscal policy, most policymakers cited the experience of the 1930s that fiscal policy was more powerful and more reliable (Goodhart 1995, 213). The purpose of monetary policy in the then-dominant view was primarily to keep interest rates down, so that investment was encouraged. In accordance with this paradigm, formerly privately-owned central banks were nationalized, e.g., the Bank of England, the Banque de France and the Nederlandsche Bank (Capie, Goodhart and Schnadt 1994, 54).

Politically, roughly two-and-a-half decades from WWII onward, the Bretton Woods system was in place. In this system, the United States maintained a fixed exchange rate between the U.S. dollar and the price of gold. The other participating countries pegged their currencies to the dollar, within a range of +/- 1 percent (Houben 2000, 131). But the Bretton Woods system was not limited to fixed exchange rates. Rather, it was a whole financial order including capital controls and cooperation in monetary matters (Beyeler 2007, 16). It delivered economic stability, high growth rates and price stability for two decades. During the 1960s, economic growth slowed down, which led governments to adopt more expansionary policies. Additionally, the United States—the anchor country in the Bretton Woods system—was engaged in an expensive war in Vietnam (Beyeler 2007, 17). While the system led to non-inflationary policies in the countries that were pegging the currencies to the dollar, the exact opposite was the case for the anchor country. The high economic growth in the former created a strong demand for dollars, which in turn led to chronic balance of payment deficits in the United States. These deficits made it harder for the United States to maintain the gold convertibility (Houben 2000, 132).

In August 1971, President Richard Nixon announced that gold convertibility of the dollar was suspended. Two years later, in March 1973, the Bretton Woods system collapsed, with the European countries and Japan de-pegging their currencies from the
dollar. Most countries switched to floating currencies, i.e., the value of their currencies was determined solely on the market and exchange rates were flexible. Some European countries adopted another exchange-rate system from 1972 onward, the so-called snake.

With the crisis of the Bretton Woods system, academic views on monetary policy changed as well. As mentioned, in the Bretton Woods era, monetary policy was not the primary instrument in economic policymaking, but fiscal policy. Central banks, therefore, did not play a major role in managing aggregate demand, since interest rates were considered as not being effective in managing aggregate demand. Negative effects of economic overheating were fought with credit controls and income policy rather than interest rate hikes (Bean 2007, 167–168).

The central concept in economic policymaking was the so-called Phillips curve. This term refers to a statistical relationship between two economic variables, namely unemployment and inflation, first discovered by economist William Phillips. He had found by analyzing historical data from the United Kingdom that periods of low unemployment coincided with high inflation and periods with high unemployment were associated with low inflation (Phillips 1958). Phillips reasoned that in periods with low unemployment, the demand for workers exceeded the labor supply, which increased worker's bargaining power and, accordingly, their wages. As a result, costs and prices would increase. As a consequence, central banks can fight inflation by keeping demand low at the cost of higher unemployment. In other words, the Phillips curve postulated a trade-off between inflation and employment. If Phillips was right, economic policymaking would be mainly about deciding which trade-off was optimal. This was indeed the prevailing view among economists and central bankers during the 1950s and 1960s (Freedman 2003, 97).

But the Phillips curve did not remain unchallenged. Milton Friedman (1968) pointed out that the relationship may exist in the short run, but will disappear in the long run. Based on rational expectation theory, Friedman argued that workers would anticipate the effects of monetary easing. As a consequence, they would demand higher wages to compensate for the anticipated losses caused by inflation. This, in turn, would render monetary easing ineffective as it is does not result in lower real wages which would increase demand for workers.

After the oil price shocks in the 1970s, industrial countries experienced exactly this phenomenon: despite high inflation, unemployment also increased significantly. Monetary policymakers faced the dilemma that there seemed to be no feasible solution for the problem of inflation. According to Okun (1978, 348), the U.S. Federal Reserve would
create a 10 percent contraction of output and employment for each permanent percentage point reduction of inflation that is aimed to achieve. Political observers and economists alike considered such a proposal as politically impossible. The turning point in the United States was the arrival of Paul Volcker as Federal Reserve chairman in 1979 (Goodfriend 2007, 47). Volcker followed the monetarist prescription and brought down inflation down to four percent by the means of monetary tightening. He did precipitate recessions in 1980 and 1981–82 to achieve that goal, but between 1981 and 1982, inflation rates in the U.S. fell sharply.

The very concept of inflation as a real, rather than a monetary, phenomenon was now seen as misguided. Instead, economists began to view inflation as rooted in monetary matters again. This had massive practical consequences. On the one hand, monetary policy became much more important. On the other hand, the institutions conducting monetary policy—central banks—were now assigned a much bigger role in stabilizing the economy. Because of the successful prediction of the monetarist economists, policymakers turned to their policy prescriptions.

Monetarists assumed a stable relationship between money and inflation, implicitly considering the velocity of money as constant. The conclusion for monetary policy was that the money supply mattered, and policymakers should target monetary aggregates. While inflation was brought under control, monetary targeting did not live up to its expectations. For instance, in the early 1980s, the United Kingdom experienced broad money (M3) overshooting its target while at the same time narrow money grew slower and the Pound Sterling appreciated (Bean 2007, 169). This indicates that while the central bank tried to tighten money, the relationship between narrow money and broad money turned out to be unstable, which led to failure.

As a consequence, central banks mostly abolished monetary targeting. In many cases, they switched to inflation targeting instead. In such a setting, either the central bank or the government, in some cases both in cooperation, publicly announce a desired level of inflation. The central bank then has to choose monetary policy measures that lead to a convergence between the desired level of inflation and the actual price level.

The first bank to announce an official inflation target was the Reserve Bank of New Zealand in 1990. The event coincided with a major institutional reform of the central bank. After New Zealand proved to be successful in achieving price stability, inflation targeting, and also delegating monetary policy to independent central banks, became more widespread. During the 1990s, the global number of independent central banks increased
dramatically, after central bank legislation had been largely unchanged in the decades before.

The 1990s and the first years of the new century were marked by relatively smooth macroeconomic conditions, which is why this period is sometimes referred to as The Great Moderation. The newly independent central banks were considered a success since no major financial crisis occurred in the Western world. In Europe, the common currency euro was introduced. Monetary policy was not a major issue during the first decade of its existence. With the global financial crisis of 2007–09, central bank practices changed dramatically. Central banks had to intervene massively in the banking systems and, later on, also in the bond and currency markets to save their economies from collapsing. For the first time in history, the Federal Reserve and the Bank of England announced large-scale bond buying programs, respectively in 2008 and 2009. The more conservative European Central Bank (ECB) followed years later in 2015. The Bank of Japan announced an aggressive monetary stimulus in 2013, which included the aim to double the money supply to escape deflation.

Despite those major changes in policy, the financial crisis did not trigger a new wave of central bank reforms. The legislation regulating central banks’ positions remained largely unchanged in most countries. The fact that politicians did not see any need for reform might be interpreted as an indication that the measures adopted during the crises were perceived as successful.

2.2.3. Structural incentives for governments to create excess inflation

As already discussed, industrialized countries experienced two periods of relatively moderate inflation after WWII. It was not until the 1970s that price stability became a major problem. Assuming a relationship between money supply and the price level, the question arises why central banks allowed the former to grow excessively and create monetary instability. Since the 1970s were a period in which independent central banks were relatively uncommon, it is probably fair to say that governments, rather than central banks, were responsible. In fact, there are several reasons for governments to engage in excessive monetary easing. Four aspects provided by Cukierman (1992, 17) will be discussed here: the unemployment motive, the revenue motive, the balance of payments motives, and the financial stability motive.
First, wages as prices of labor are usually higher than the market-clearing price, i.e., the price of labor is higher than the price at which employers would demand every available person in the labor force. The consequence is that unemployment would be lower if wages were lower. Since employers and wage bargainers are interested in real rather than in nominal wages, higher prices reduce wages. Lower real wages create higher demand for labor and result in a lower unemployment rate. However, if wage bargainers anticipate the increase in inflation, they will demand higher nominal wages as compensation for the higher price level to avoid real losses. In such a scenario, the economy ends up with higher inflation rates and the same level of employment because real wages did not change and, hence, demand for labor did not increase (Cukierman 1992, 27–45).

But even if a central bank does not care about unemployment, there might be other reasons for monetary expansion. One reason is government revenue. While in some countries there are strict rules that restrict central bank lending to the government, other countries do not have restrictions. In such cases, there might be strong pressure on central banks to finance deficits via buying government bonds with newly created money. The gains from government financing are referred to as seigniorage. Money that did not exist before is used to finance government expenditures (Cukierman 1992, 47–82).

Another reason can be found in trade balances. If a country has a consistent trade or current account deficit, policymakers might have an incentive to reduce it by devaluing the currency. However, this approach also has some problems. The main issue is that the central bank controls the nominal exchange rate, but it does not control the real exchange rate, which is the crucial variable for the effectiveness of such a measure. A nominal devaluation stimulates employment as well as output via lower export prices, which leads to a decrease in the current account deficit. But higher output also increases incomes, which boosts domestic consumption and, as a consequence, increases the current account deficit. The crucial question is, therefore, which effect dominates. Besides that, a currency devaluation reduces the public’s consumption by decreasing the real value of government bonds that are nominally denominated (Cukierman 1992, 83–95).

Even if a central bank does not care about unemployment, government revenue or the balance of payments, financial stability might provide an incentive for excessive monetary easing. It can be assumed that central banks are generally concerned about financial stability, since proving stable financial conditions is one of their main tasks. Therefore, central banks may want to avoid fluctuations in interest rates. If financial institutions are vulnerable to surprise increases in interest rates in the market, the central
bank might inject money in cases of rising rates. This has a moderating effect on the increase in interest rates and contributes to the stability of the financial system. However, it might come into conflict with price stability since it involves monetary expansion. In that sense, the financial stability motive can contribute to an inflationary bias in monetary policy (Cukierman 1992, 115–135).

To summarize, there are at least four major problems that create incentives for governments to engage in excessive monetary easing, which, in turn, can lead to financial and economic instability. The crucial question for policymakers is how these issues can be addressed. Given the structural nature of these problems, an institutional response seems necessary. The following section will discuss possible institutional steps to overcome the inflationary bias.

2.2.4. Institutional responses to the inflationary bias

From the 1980s onward, stabilization policies managed to bring down inflation to moderate levels in large parts of the Western world. At the same time, many institutional reforms of central banks were implemented. However, it is important to note that delegation of monetary policy to an independent central bank is neither necessary nor sufficient to achieve price stability. Dependent central banks could implement stabilization policies; in fact, they did, in several cases.

But once price stability is achieved, one might ensure that policy mistakes from the past are not repeated. This is why achieving price stability is often not only a policy question, but also something that requires an institutional response. Such institutional changes are not limited to delegation to an independent central bank. Alternatives include currency pegs, currency boards, inflation targets and central bank rules (Hayo and Hefeker 2002, 661–662).

Currency pegs were—and still are—often used by developing countries to signal credibility. In many cases, the U.S. dollar served as the anchor currency. The term “dollarization” was coined for this practice. In Europe, the German mark was often used as the anchor currency. The basic idea behind a currency peg is to “borrow” credibility. If a currency’s value is pegged to the dollar, the pegging country’s central bank has to follow every monetary policy step the U.S. Federal Reserve takes. Accordingly, the country’s government has to take the peg into consideration in its decisions on fiscal policy. The room for maneuverability is very limited, but this is exactly what the country wants to
achieve: the reasoning behind it is that the currency peg signals investors that the country will not follow irresponsible monetary or fiscal policies. The country is “tying the hands” of domestic policymakers (Bernhard, Broz and Clark 2002, 706; Giavazzi and Pagano 1988).

There is one problem, though. The currency peg has to be maintained in a credible way. If a central bank is not able to do so, a currency will be vulnerable to speculative attacks, which may force policymakers into devaluation by giving up the peg. Before the foundation of the European Monetary Union (EMU), this was a continuing problem for European countries. A famous example is the speculative attack on the British pound in 1992 by George Soros and others, which resulted in the United Kingdom’s departure from the EMU. Therefore, the establishment of a currency peg is not sufficient to demonstrate credibility. A central bank must be willing, and capable, to defend the peg if its credibility is questioned by speculators. Hayo and Hefeker (2002, 661) even conclude that pegs are only credible if the central bank is substituted by a currency board, or a full monetary union is joined.⁴

Clear rules that constrain policymakers are another option to ensure credibility without delegation to an independent central bank is. Examples are fixed monetary growth rates or inflation targets. Fixed monetary growth rates were proposed by Milton Friedman and other monetarists, who argued that these would limit discretion for policymakers and result in economic stability. Friedman suggested that a growth rate of three percent would ensure that both high inflation and deflation would not occur. He did not, however, propose the concept as an alternative to CBI, but discussed the idea without making references to the institutional setting of a central bank. In practice, monetarist ideas were implemented by very independent central banks, most notably the German Bundesbank and the U.S. Federal Reserve, as well as by central banks with a low degree of institutional independence, such as the Bank of England. In practice, monetary targeting turned out less successful than expected, and was largely abolished as a consequence.

Inflation targeting, on the other hand, became popular among central banks in the 1990s, which coincided with the large wave of global central bank reforms. The first central bank to introduce an inflation target was New Zealand in March 1990. After more than two decades of double-digit inflation rates, New Zealand committed itself to a target of 0–2 percent. (Beyeler 2007, 78–80). Canada and Israel followed in 1991, while the first

---

⁴ A currency board is an institution which only has the task to maintain a currency peg. It does not have the power to implement other monetary policy choices.
European country to adopt an inflation target was the United Kingdom in 1992 (Bernanke and Mishkin 1997, 99). Later on, emerging market countries like Brazil, Thailand or South Africa also adopted inflation targets (Crockett 2003, 115). In general, inflation targeting refers to a policy where monetary policymakers formulate an inflation goal and try to achieve that goal with discretionary policy measures. In the 2000s, a very large numbers of central banks around the world used explicit or implicit inflation targets. Also, the International Monetary Fund (IMF) actively promoted the concept (Marcussen 2005, 917).

The question remains as to how much room inflation targeting leaves for discretion. Bernanke and Mishkin (1997, 106) have coined the term “constrained discretion” for monetary frameworks like inflation targeting, as opposed to strict monetary rules like the gold standard or Friedman’s rule of automatic monetary growth. Hayo and Hefeker (2002, 662) argue that central banks still have plenty of room for discretion under an inflation targeting regime, and point to the fact that the governor of the abovementioned central bank of New Zealand was not removed after missing the inflation target. It is probably fair to say that inflation targeting leaves more room for maneuverability for central bankers than fixed rules while on the other hand providing advantages of purely rule-based monetary policymaking.

As was the case with fixed monetary growth rules, in practice inflation targeting was not used as an alternative to CBI. The concept gained importance when most central banks were already independent. Furthermore, it depends strongly on the credibility of an institution whether inflation targeting is successful or not. A non-independent central bank might announce an inflation target, but if it is not considered to be credible, it will not have the desired effects. Such effects usually include changing inflation expectations. However, as Parkin (2012, 20) demonstrated, in practice, inflation targeting proved to be successful in bringing down inflation rates, regardless of the institutional status of a central bank.

To summarize the discussion, institutional responses to the inflationary bias are in no way limited to the delegation of monetary policy to independent central banks. Policymakers can and, in some cases, did opt for other possibilities to achieve the effects usually prescribed to independent central banks: namely, credibility and price stability. However, delegation of monetary policy became, by far, the most-adopted solution to curb excessive monetary easing. But since there is no necessity to implement CBI reforms to reach price stability, the question arises how the success story of monetary policy delegation can be explained. The next section addresses this question.
2.3. The concept of central bank independence

As the previous section demonstrated, it is neither necessary nor inevitable to delegate monetary policy to an independent central bank to overcome the time-inconsistency problem. Curbing high inflation rates does not require a formal change in legislation either. However, during the 1990s, a wave of reforms committed to CBI could be observed. In this chapter, the foundation of the concept will be discussed. Furthermore, the empirical effects of CBI and determinants of CBI are discussed.

2.3.1. Dimensions of central bank independence

Central bank independence refers to the degree of autonomy a central bank has within the political system. Obviously, no central bank can ever be fully independent from other parts of the executive. However, the degree of autonomy varies strongly across countries. While the term CBI tends to indicate a binary choice between dependent and independent central banks, the reality is more nuanced. Also, independence has different dimensions.

The most important distinction is the one between goal independence and instrument independence (Crowe 2008, 748). A goal-independent central bank itself decides which objectives it pursues and does not rely on politicians’ orders in that matter. For instance, a central bank might have the right to define price stability and, hence, have room for maneuverability even if the focus on price stability is stated is in its mandate. An example is the ECB that is obliged by its mandate to achieve price stability, but the definition of price stability is left to the bank. Accordingly, the ECB’s inflation goal of close to but underneath two per cent is not stated in any European treaties but is a result of the central bank’s discretionary choices. As such, it is subject to change, and the ECB indeed changed its inflation target during the 2000s\(^5\) (De Haan, Eijffinger and Waller 2005, 36–38).

A central bank that is not goal-independent, on the other hand, does not have the option to define its objectives. An example is the Bank of England and its inflation target of two percent. This value is not chosen by the bank, but a result of political considerations in the Treasury (Elgie and Thompson 1998, 77). The difference is crucial, since this institutional setting does leave the Bank of England much less room to maneuver and more decision-making power at the political level. A change in government might result in a new inflation target in the United Kingdom while changes in the European Commission or at
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\(^5\) The ECB prefers to say that the inflation target was clarified.
the national level of an euro zone member state have no influence whatsoever on the ECB’s definition of price stability. The Bank of England is, however, instrument-independent. That means that it can choose the means by which it achieves its targets, and the executive cannot interfere (Crowe 2008, 748).

Occasionally, other dimensions of independence are mentioned. Bini Smaghi (2008) distinguished between four aspects: functional, institutional, personal and financial independence. Functional independence corresponds to instrument independence, that is, the question whether a central bank can choose the instruments to achieve defined goals or not. Institutional independence, in this definition, refers to possibilities that governments do or do not have to directly influence monetary policy decision-making. Personal independence captures the process of nomination and dismissal of policymakers in the central bank. Financial independence refers to constraints and possibilities of the central bank to set its budget without reliance on the Treasury.

2.3.2. The theoretical underpinnings of central bank independence
The concept of CBI certainly was not developed in an academic ivory tower. As the previous section demonstrated, the relationship between central banks and the rest of the executive has changed over time. In many cases, those changes were driven rather by practical considerations than by new academic insights. There were no new academic findings in favor of stronger government control over central banks at the beginning of WWI, governments simply perceived it as a necessity to finance their war expenses.

In the 1970s, however, economists developed a theoretical basis for the assumption that independent central banks deliver superior economic performances by formalizing the so-called time-inconsistency problem. The foundation for this branch of literature was the seminal work by Kydland and Prescott (1977). They introduced a formal model, which demonstrated that discretionary policy does not lead to the maximization of an assumed social objective function. Based on the Lucas critique, i.e., the assumption that rational agents in an economy anticipate effects of changes in economic policy, they argued economic planning leads inherently to a divergence between the stated objectives and the actual results. The best plan made for the future by a player in a dynamic game is no longer perceived as optimal when that point in the future arrives. Kydland and Prescott described that phenomenon as “dynamic inconsistency.” The central conclusion of these theoretical insights is that even if a central bank is well-meaning and aims to sincerely optimize social
welfare, it might fail to do so and end up with inflation rates higher than optimal. As a solution, Kydland and Prescott recommended that policymakers should follow rules rather than exercise discretion.

Kydland and Prescott did not, however, apply their model to the specific case of monetary policy. Nor did they propose the creation of independent organizations to solve the time-inconsistency problem. The application of the Kydland and Prescott model to monetary policy was proposed by Barro and Gordon (1983), who aimed to develop a positive theory of monetary policymaking in a natural rate model. They argue that a discretionary policymaker can create unexpected inflation and, thereby, reduce unemployment and increase government revenue. This cannot happen, however, if rational economic agents understand the policymakers’ goals. This argument follows Kydland and Prescott very closely. Barro and Gordon demonstrated in a formal model that the abovementioned combination leads to excessive monetary growth and, furthermore, that this kind of stimulation of the economy does not reduce unemployment in the long run. Hence, it should be avoided. In their model, switching from discretion to fixed rules improves the outcome. As a consequence, Barro and Gordon suggest that a rule-based approach to monetary policy is superior to a discretion-based approach.

In other words, they recommended the same measures as Kydland and Prescott did before them, but applied them to the specific case of monetary policy. However, while the direction of their argument was quite clear, they did not propose specific steps to improve the institutional setting in which monetary policy operates. They did assign great importance to the design of such institutions, but seemed to favor some kind of commodity standard or legal restrictions in case a commodity standard was not in place (Barro and Gordon 1983, 609). A specific recommendation, however, is missing. Also, they make no reference to policy delegation.

The problem was further addressed in another very influential paper by Rogoff (1985). Rogoff explicitly discussed institutional responses to the time-inconsistency problem and proposed appointing central bankers who do not share the same preferences on inflation and unemployment as the whole society but take a more “conservative” stance, i.e., prioritizing fighting inflation over fighting unemployment. At the same time, Rogoff took a less restrictive stance on the rules vs. discretion debate than Barro and Gordon. Rogoff argued that while it might be desirable for a society that central banks put stronger weights on price stability than on unemployment, the weight should not be infinite. If this were the case, central banks could not adequately respond to supply shocks. Rogoff
acknowledged that central banks cannot raise employment in a systematic way, but argued that monetary policy is capable of stabilizing inflation as well as employment “around their mean market-determined levels” (Rogoff 1985, 1170).

While Rogoff did not explicitly call for the creation of independent central banks, delegation of monetary policy seems to be the logical conclusion of his main argument. Compared to the earlier literature on time-inconsistency, Rogoff’s paper represented a move away from advocating a purely rules-based approach, which he considered too inflexible and associated with higher costs in certain situations. The paper was published at a time when some central banks had already implemented monetary targets, and their mixed records became apparent. Still, it predated the big wave of central bank reforms. Following Rogoff, policymakers could argue in favor of the delegation of monetary policy, as opposed to the implementation of fixed-rule strategies.

2.3.3. Effects of central bank independence

After examining the theoretical effects of CBI in the previous section, an even more important question has to be addressed. Do those effects hold up empirically, i.e., does the concept of CBI live up to its expectations? After the literature on time-inconsistency was well established and the case for CBI was considered to be compelling, researchers turned to the empirical analysis of delegation in monetary policy. The most obvious—and probably also the most relevant question—is the assumed negative relationship between CBI and inflation since the main promise of delegating monetary policymaking was to bring down inflation levels and to maintain price stability.

Many empirical studies, especially the early ones, confirmed this relationship. For instance, Alesina and Summers (1993) found a negative relationship between the price level and CBI based on an analysis of sixteen industrialized countries. In real terms, however, delegation of monetary policy does not seem to have any effect whatsoever, i.e., economic growth turned out to be largely unaffected. Being one of the first studies on the relationship between CBI and inflation, the authors pointed out its limits and argued that other institutional factors might also be influential. Moreover, they speculated that CBI might be an endogenous variable.

Cukierman, Webb, and Neyapti (1992) also found that CBI was associated with price stability in industrialized countries. However, the authors pointed out that several devices for ensuring price stability exist, and CBI should not be viewed in isolation. Their
study also showed no link between CBI and inflation in developing countries, which is an interesting finding that challenges the assumption that CBI does generally lead to superior economic performances. However, Cukierman does not conclude that CBI does not work in developing countries. Rather, the discrepancy between formal CBI and actual CBI is higher in developing countries. Accordingly, the result might provide only an indication of a measurement error in the sense that formally independent central banks are not as free from government interference than their legal status indicates.

This discrepancy was already addressed in Cukierman (1992, 383–386), where turnover rates of central bank governors were used as a proxy to measure actual independence. Cukierman found that higher CBI, as measured by the turnover rate, does, in fact, predict lower inflation. However, using the turnover rate as a proxy comes with some limitations. A central bank governor who always gives in to the government in case of conflict might stay in office for a long time. His turnover rate would imply high independence, while in fact the opposite is the case.

Studies focused specifically on non-industrialized countries provided mixed results. Arnone et al. (2009) analyzed 24 emerging market economies between 1960 and 2004. They found that delegation of monetary policy helped maintain low inflation rates, but not necessarily achieve price stability in the first place. Their conclusion is that CBI has paid off for the countries implementing central bank reforms, but other determinants of price stability play an important role, which should be acknowledged.

Similar results are provided by Jácome and Váquez (2005) in their study of 24 countries in Latin America and the Caribbean during the 1990s. The authors did find a negative relationship between formal CBI and low inflation. At the same time, they point out that the relationship does not seem to be causal in a sense that delegation of monetary policy decisions brought down inflation rates. Rather, their data indicates that central bank reforms were largely endogenous and broad structural reforms were the main aspect behind curbing inflation. These results were tested by using three different indexes of CBI, suggesting that problems of measurement are unlikely.

Somewhat mixed evidence also comes from former socialist countries. Cukierman, Miller, and Neyapti (2002) analyzed 26 transformation countries, mostly in Central and Eastern Europe and Central Asia. The study found no relationship between CBI and inflation in the early stages of liberalization. But for a “sufficiently high and sustained level of liberalization,” the formal degree of CBI and price levels are negatively related.
Taken together, those findings indicate that CBI might have helped maintain price stability but, as is most likely, it did not cause it. There is some indication that this was also the case in developed countries. Daunfeld and de Luna (2003) analyzed 23 Organization for Economic Co-operation and Development (OECD) countries and found no relationship between CBI and inflation rates. Rather, they argue, price stability already had been achieved in most countries before policymakers decided to delegate monetary policy to independent central banks. Eijffinger and van Keulen (1995) also found no relationship between CBI and inflation for 11 European countries in the 1990s and 1980s.

Parkin (2012) analyzed 27 industrial countries and found that CBI does lower the variability of inflation and also the average inflation, but the same result could be reached by inflation targeting, regardless of the institutional status of a central bank. Moreover, Parkin’s findings indicate that CBI has no effect on the variability of economic growth, while countries that implemented inflation-targeting achieved lower variability of economic growth. Klomp and de Haan (2009) ran a meta-regression analysis with 59 studies on inflation and CBI and found a relationship between the two variables, but also a significant publication bias toward the relationship between inflation and CBI.

These results raise some doubts about the validity of the stated negative relationship between independence of central banks and price stability. However, it does not follow that the relationship does not exist at all or that delegation of monetary policy has effects very different from the ones that are suggested by theoretical models. Rather, it seems plausible that other variables influence the relationship and have to be taken into account to obtain the full picture.

One of these variables might be the quality of political institutions. Hielscher and Markwardt (2012) show that delegation of monetary policy to an independent central bank does not automatically improve inflation performance. Rather, two other aspects have to be fulfilled to make delegation effective: On the one hand, central bank reforms have to be sufficiently large, i.e., the degree of independence must increase substantially. The other aspect is that central bank reforms are only effective if the quality of the political institutions in a country is sufficiently high.

Furthermore, Way (2000) provides evidence that partisan effects play a role in the effectiveness of CBI. According to his results, in countries with very dependent central banks, a shift in government toward the right results in lower inflation and higher unemployment rates. In countries where central banks enjoy some degree of autonomy but
are not fully independent, the effect is much smaller. Finally, in countries with highly independent central banks, no differences were observed.

The effectiveness of delegation might be dependent on other variables as well. Keefer and Stasavage (2003) argue that delegation is more likely to improve credibility in the presence of multiple veto players. The same goes for political replacements of central bank governors, which are less likely if multiple veto players exist. Furthermore, Keefer and Stasavage found that this effect increases if there is a stronger polarization of veto players.

To summarize, the empirical effects of CBI seem to be less clear-cut than theoretical models suggest. The delegation of monetary policy does not automatically deliver low inflation rates. Rather, other aspects have to be taken into account as well, especially the quality of political institutions in a given country. For developing countries with high inflation rates, this is probably bad news. While the early theoretical models more or less suggested that delegation of monetary policy would improve inflation and economic performance, in reality, an improvement in political institutions in general might be necessary. Another interesting aspect is that countries that opt for delegation often do not have problems with price stability anymore. This indicates that in many cases, reforms could be driven by the attempt to tie the hands of successors rather than being responses to current economic problems.

2.3.4. Variations in central bank independence

After the previous section demonstrated that CBI reforms are often not sufficient to achieve price stability, while on the other hand many countries that implemented them had already managed to bring down inflation, another important question is the variation in CBI. CBI might not fully live up to the expectations fueled by theoretical models, but is nevertheless a very successful concept given the large number of countries that committed to it. While early empirical research unsurprisingly focused more on the effects of CBI than on the variation in CBI, economists and political scientists increasingly turned to the question of how the differences in institutional design of central banks can be explained. This section will give a short overview of the most important findings.

De Haan and Van ‘t Hag (1995) found that CBI is negatively related to political instability. This finding is in line with the hypothesis proposed by Cukierman that more stable countries also have more independent central banks. Moreover, the authors found
that high levels of inflation between 1900 and 1940 predicted a higher value of independence. The authors argue that countries that painfully experienced how the value of their savings decreased might be more committed towards price stability. In the same study, it was tested whether countries with universal banking systems and countries whose central banks do not regulate financial institutions have higher degrees of CBI. The authors found only limited support for this hypothesis.

The relationship between political stability and independent central banks was confirmed by Bagheri and Habibi (1998) who found that countries experiencing a high level of regime stability also tend to have high degrees of CBI. Their findings hold true for Western democracies and for highly democratic developing countries.

Daunfeldt, Hellström and Landström (2013) tested the influence of several economic and political variables on CBI. They found that countries are more likely to implement CBI reforms when a country has a history of high variable inflation. However, this effect was only observed for non-OECD countries. The authors’ explanation is that OECD countries have the credibility to achieve low inflation even without changes in central bank legislation, while non-OECD countries do not. Apart from inflation history, the authors do not find any statistically significant relationship between any other economic variable and the degree of CBI. This is interesting, since it indicates that central bank reforms do not follow an economic logic, as is sometimes assumed.

The same study also checked for political determinants of CBI. The authors find that countries with a higher degree of political fragmentation are more likely to implement CBI reforms. This supports the “tying-the-hands” hypothesis, i.e., that political actors anticipate being replaced by other actors with different preferences and, therefore, opt for delegation of decision-making power. This finding, however, also only holds true in non-OECD countries. This could indicate that different functional mechanisms are at work in developing countries that in industrialized countries. The reason might be that OECD countries tend to have a higher political stability, and it is less likely that the political systems would be disrupted.

Other authors argue that CBI has to be understood in the broader context of globalization. Polillo and Guillén (2005) tested three related hypotheses empirically and found support for each one. Based on their analysis, they argued, first, that countries with a greater exposure to foreign trade or foreign investment have more independent central banks. Second, the more a country trades with other countries that already have an independent central bank, the more independent is its own central bank. Third, they found
that the more a country competes in trade against third countries with independent central banks, the more autonomous is its own central bank. The results led the authors to the conclusion that “international coercive, normative, and mimetic pressures” (Polillo and Guillén 2005, 1788) can explain why countries opt for independent central banks. It is important to note that Polillo and Guillén included political and economic control variables in their analysis, which turned out to be insignificant. Those include elections, party fractionalization as well as checks and balances, i.e., variables that are usually thought of as influencing delegation of monetary policy.

There are also studies that try to explain CBI in the context of domestic political considerations. For instance, Bernhard (1998) based his analysis of CBI on the idea that information asymmetries in monetary policymaking shape the decision to establish independent central banks. Without stating it explicitly, Bernhard uses a rational choice framework by assuming that politicians' first preference is to retain office. Because of this assumption, Bernhard theorizes that politicians have a strong incentive to implement policies that are in accordance with their voters’ preferences. But voters care rather about outcomes than about the actual policies that create these outcomes.

Bernhard argues further that monetary policy is a complex field and politicians face problems to choose policies that lead to the desired outcome. This problem can be solved by delegation to an independent agency. Central bankers are informed of policy changes, they can forecast and evaluate the consequences of the government’s policy. Since they are independent, they do not have to fear consequences in case they pursue policies the government does not like.

Furthermore, backbenchers and coalitions partners prefer to delegate monetary policy if they do not trust respectively the government or the dominant coalition party. Bernhard reasons that it is rational for them to fear that the government will exploit the information asymmetries. In contrast, if they trust the government, they have no incentive to pursue delegation. Based on these theoretical considerations, Bernhard develops hypotheses and tests them empirically. The results indicate an influence of class voting and bicameralism. (Bernhard 1998, 324).

This is in line with Pistoresi, Salsano and Ferrari (2011), who found that federalism is a main determinant of CBI. At the same time, they found no significant influence of checks and balances on CBI. Tseblis (2002, 240–247) reports a positive relationship between the existence of veto players and the degree of CBI. The effect was robust to three
different CBI indices. Decentralization was also found to be significant, although to a lower extent.

Crowe and Meade (2008, 766) find that high levels of inflation are related to CBI reforms in countries that initially had low levels of CBI. This is not surprising, since this is exactly the mechanism suggested by the theoretical models underlying the concept of CBI: an independent central bank will deliver price stability, and, hence, countries with high inflation rates have to implement CBI reforms and the inflation problem will disappear. This is especially relevant for countries with low levels of CBI, since the correlation between such an institutional setting and high inflation rates can easily be interpreted as a causal relationship.

At the same time, it is plausible that countries with independent central banks and high inflation rates do not identify the institutional settings as the source of price instability. As the section on the effects of CBI demonstrated, the expectation that independent central banks automatically lead to price stability—with no further adaption needed—might not be fulfilled. However, the particular finding by Crowe and Meade shows that policymakers did buy into the concept of CBI as a remedy against high inflation rates.

Furthermore, the same study finds a relationship between CBI reforms and more democratic political systems. Crowe and Meade suggest that democratic systems are more pluralistic and involve more checks and balances, and, as a consequence, delegation is more likely. The competing explanation that democratic systems have a stronger inflation bias is rejected on empirical grounds by including an interaction term measuring the initial level of inflation. What are also interesting are the findings on economic strength and openness. The study does not find a significant relationship between either one, i.e., gross domestic product and trade openness. It does find, however, an influence of less flexible initial exchange rate regimes. Fixed exchange rates might be seen as complementary “and mutually reinforcing sources of nominal stability,” the authors argue (Crowe and Meade 2008, 766).

Cukierman, Miller, and Neyapti (2002) analyzed post-socialist countries in Central and Eastern Europe. Their study found that countries that are geographically closer to Western Europe and Germany, in particular, tend to have more independent central banks. Also, they argue that countries that have an ambition to join the European Monetary Union (EMU) might adapt in advance since joining the euro requires countries to have independent central banks. Empirically, they found this relationship could only be
observed for countries on the so-called “first fast track,” but not for countries on the “second fast track”.

Furthermore, their findings indicate that past inflation experiences had no influence on CBI reforms. The number of years between 1990 and the enactment of the reform, however, positively affected the degree of independence. These last two findings have interesting implications for this study. First, they confirm again that CBI reforms are not necessarily a response to high inflation rates because no statistically significant relationship could be observed. Second, the relevance of the time span between 1990 and the reform indicates once again that political factors are at play.

It is possible that in the direct aftermath of the collapse of the socialist systems, more radical reforms were accepted and, hence, implemented. At the same time, interest groups might have had a lower degree of organization, since the political system and society as a whole was undergoing transformation. This may make it harder for interest groups opposing CBI reforms to act against these reforms.

2.3.5. Delegation in other policy fields

Empirically, delegation could be observed not only in the case of monetary policy, but in many other policy fields as well. This leads to the question whether central bank reforms should be interpreted as a genuine phenomenon, with particular characteristics, rather than simply as an example of a broader trend toward delegation. Fernández-Albertos (2015, 221) argues that delegation of monetary policy differs substantially from delegation in other political fields in two important aspects. First, central banks influence macroeconomic outcomes that are not distributionally equivalent to those affected by other independent agencies. Second, the effectiveness of monetary policy often depends on the interplay with other economic policy actors, such as trade unions or the government and its fiscal policy.

But the differences go beyond these arguments. As Gilardi (2007) shows empirically, the mechanisms governing delegation in monetary policy and delegation to regulatory agencies seem quite different. While a higher number of veto players is found to be a precondition for credible delegation in the case of central banks, they function as substitutes in the case of regulatory agencies (Gilardi 2007, 320). Gilardi does not provide a definite explanation for these differences; rather, he points out that he finds them puzzling.
He discusses two possible answers in brief. One possibility is that countries with a higher degree of federalism are also countries with a political culture that is more oriented toward price stability as the sole purpose of monetary policy. In this explanation, the observed relationship between veto players and independent central banks is not a causal one; rather, it is influenced by the third variable political culture.

As an alternative, Gilardi argues that it might be possible that veto players are relevant, but not with respect to the credibility problem. Based on arguments by Hallerberg (2002), he states that the relevant components of veto players are federalism and multipartisanism. These two aspects make it harder for the actors involved to control policy outcomes, and so an incentive for delegation is created.

Regardless of which of the two explanations bears more explanatory power, the empirical results indicate that crucial differences between independent regulatory agencies and central banks exist and, therefore, provide a strong argument for studying central banks as a genuine case of policy delegation.
2.4. Explaining delegation of monetary policy from a rational choice perspective

After discussing the rational choice approach to institutional change in Section 2.1 and discussing the particular characteristics of central banks as monetary policy institutions in Sections 2.2 and 2.3, Section 2.4 addresses the question of how political motives lead rational actors to pursue institutional change.

2.4.1. The functionalist view and its shortcomings

One of the crucial questions for the purpose of this thesis is whether delegation to independent agencies like central banks can be explained sufficiently in functionalist terms. Do politicians simply decide to delegate because delegation improves the working of regulation in a certain policy field? In the case of central banking, did politicians learn that independent institutions are superior in performance terms and, then, decide to give up monetary policy and delegate it?

While policy learning might indeed be part of the story, it surely does not provide a fully satisfactory answer to the question of delegation. As Thatcher (2002, 106) points out, many functionalist advantages of delegation to independent agencies are long-standing. Yet, delegation was rare before the 1980s and 1990s. While Thatcher refers to independent regulatory agencies, the same point can be made for the particular case of central banks, even with the same time-frame. Pure functionalist approaches also fail to explain why delegation occurred at different times in different countries. It also bears no explanatory power for variations in delegation, i.e., why politicians in some countries design more independent central banks than in others. This point is also highlighted by Bernhard, Broz and Clark (2002, 718).

Another functionalist argument is based on information asymmetries between politicians and bureaucrats. Thatcher (2002, 105) argues that politicians increasingly lacked knowledge to understand technical issues and assess the steps necessary to achieve benefits for their voters. In the case of monetary policy, politicians may lack expertise in this complex and technical subject. Central bankers, on the other hand, do have the requisite knowledge, which makes it sensible to delegate monetary policy decisions to them. In a similar vein, Bernhard (1998, 312) argues that CBI is—apart from other aspects—driven by information problems. In this argument, legislators have high opportunity costs in the development of expertise on monetary policy. The time required for that can be used more efficiently in campaigning or other political activities. Delegation to experts solves this problem.
While these arguments surely bear some truth, again, they do not explain the whole picture. As an alternative to delegation, politicians could opt to strengthen the relevant government bureaucracies. The information asymmetry runs along these lines between politicians and bureaucrats, but it is less relevant whether these bureaucrats work in independent institutions or in government institutions.

Furthermore, some functionalist approaches are based on the assumption that delegation leads to an apoliticization of the policy fields. If a policy field is highly political and contested, it makes sense that democratic elected politicians decide over it. If, on the other hand, a policy field is merely technical, there is no need for interference by politicians. Hence, the relevant question is whether a policy problem is an optimization problem in the sense that social welfare can be optimized without creating losers, or a distributional problem that requires trade-offs between different interest groups. This is similar to Tsebelis (1990, 104) distinction between efficient and redistributive institutions. Efficient institutions make everybody better off, i.e., nobody has an interest to not pursue them, while redistributive institutions make some of the actors involved worse off.

The theoretical models used as justification for CBI are based on the assumption that central banks dependent on politicians make everybody worse off, so the problem is less a distributional one than one of inefficiency. Monetary policy setting is considered a game with rational actors, and those actors end up in suboptimal equilibrium if everybody behaves rationally. Hence, delegation is a solution that improves social welfare.

But other voices raise serious doubts over this perspective. For instance, the delegation of an important policy field like matters of money raises questions about the compatibility of an unelected and partly unaccountable organization making important policy decisions on the one hand and the concept of liberal democracy on the other hand. While central banks are bound by laws and follow a mandate that is defined by elected politicians, they are not themselves elected. Hence, their democratic legitimization is rather low. Proponents of CBI usually do not deny that delegation leads to less democratic influence over monetary policy, but they argue that this is actually desirable. Freeing monetary policy from democratic pressure would lead to a better outcome for all actors involved, so the argument goes. Therefore, the “evil” of less democracy is less important than the better performance that makes everyone better off.

To make this case compelling, a further argument is needed. Monetary policy has to be understood as a non-political and bureaucratic task. According to this argument, the goals of monetary policy are not subject to partisan fights. Rather, there is a basic
consensus on monetary matters that justifies delegation of decision-making to non-political entities. Critics of that view question these assumptions. McNamara (2002, 48) argues that monetary policy does in fact produce “partisanal policies, with significant distributional effects that raise important questions of democratic accountability.” Moreover, she argues that delegation of monetary policy to an independent agent leads to the domination of certain ideological preferences and partisan positions. The adoption of CBI, then, is less a functional necessity, but rather a highly political decision. In a similar vein, Bowles and White (1994, 256) argue that delegation of monetary policy involves “a redistribution of power over key areas of macroeconomic decision.”

2.4.2. Rational choice arguments for delegation of monetary policy

After the problematic incentives for policymakers and the inflationary bias of monetary policymaking were addressed in a previous section of this chapter, the question why delegation occurs might seem redundant. But given a rational choice framework, it is far from clear why political actors should choose the socially optimal point if such a decision is associated with losses for themselves. One might assume that given the constraints political actors face, a sub-optimal decision is more likely.

In the specific case, it might be reasonable to expect that even in a case where politicians acknowledge the existence of a problem in the long term, the preference for gains in the short term trumps the willingness to tackle them. Logically, political actors must perceive the benefits of delegation as greater than the costs if they decide to delegate nevertheless. Hence, the expected gains from CBI have to be discussed.

A strong reason for delegation to an independent institution might be politicians’ lack of credibility (Thatcher 2002, 105). Historical events—or simply a party’s basic ideological orientation—might lead investors and voters alike to believe that certain political actors cannot be trusted to create or sustain a stable economic environment. A country with a long history of monetary instability, i.e., hyperinflation, default or currency reform, may have problems in gaining investors’ trust at the capital markets. To demonstrate that things have changed, a new government might want to send a strong signal by delegating monetary matters to an independent central bank.

The second case involves political actors who lack credibility because of their ideological orientation. Left-wing parties often have a reputation of being less pro-market than right-wing parties. Investors and voters might fear reforms that are perceived as
hurting the economy when left-wing parties come to power. In the case of monetary policy, it is often assumed that left-wing parties have a stronger incentive to inflate, since they usually assign fighting unemployment a higher priority than fighting inflation. Inflation-averse voters may be afraid of voting for a left-wing party even though they might share preferences in other policy fields. As a consequence, some left-wing parties might want to signal that there is no reason to worry, by delegating monetary policy.

Maxfield (1997) provides evidence that in developing countries, politicians opt for independent central banks to signal international creditworthiness. She discusses diverse examples of countries like Brazil, Thailand and Mexico. When it comes to demonstrating credibility to the domestic audience and voters, the United Kingdom is a prominent example. The reform of the Bank of England was one of the first steps of the new elected Labour government. King (2005, 94) argues that the reform “established New Labour’s anti-inflationary credentials and delivered on the party’s campaign promise to de-politicise the setting of interest rates.”

Gilardi (2002, 876) argues that the need for credibility is associated with international interdependence. The reasoning behind this claim is clear-cut: If a country is not dependent on foreign investors, it can use or threaten legitimate violence. Domestic investors can be taxed, expropriated or forced to hold government bonds. This is not possible abroad. Foreign investors can choose to either invest in a country or not, and so, they have to be convinced by other means. If investors lack trust in a country’s currency, the country either has no possibility at all to issue government bonds to foreign investors, or only bonds denominated in foreign currencies. Public debt in foreign currencies bears a higher risk of default since investors usually assume that the risk of default is replaced by inflation risk if a country controls the currency it is indebted in. In other words, it is unlikely that countries default on debt in a currency they can create by themselves with no restrictions.

The consequence for countries relying on foreign investors is that they have to credibly signal that they are committed to sound monetary policy. In economics, the concept of signaling refers to acts that bear costs for an actor, but are necessary to demonstrate something that is relevant for a certain goal. This is exactly the mechanism at work in monetary policy delegation for reasons of credibility: Politicians decide to give up power over monetary policy that costs them the option of manipulating the economy for their goals. At the same time, they expect gains that outweigh these costs in form of easier

---

6 The Bank of England reform is discussed in more detail in Section 4.3.
access to foreign investors’ money. Delegation becomes a rational strategy for political
actors.

But politicians not only have to fear international investors, they also have to satisfy
the domestic audience, especially in democratic systems. Hence, signaling credibility in
certain issues may turn out to be crucial for electoral success. As Wickham-Jones (2005,
658) puts it: “Signaling is a significant feature of the process by which politicians offer
reassurance to the electorate and so compete for voters”. The abovementioned reform of
the Bank of England by the Labour Party is only one example. Especially if political
parties want to get rid of a reputation that hurts the party’s electoral success, they have to
find a way to convince the electorate that they are serious. Committing to delegation of
monetary policy is one way to do that.

With regard to partisan orientations in monetary policy, Way (2000, 199) argues
that CBI tends to favor right-leaning governments and their policy preferences, since a sole
focus on price stability is more in line with their economic policy goals. Left-leaning
governments, on the other hand, are usually expected to place a stronger emphasis on
employment, which at the same time means a higher tolerance of high inflation rates. Way
shows empirically that partisan effects play a crucial role for the success of CBI. The
conclusion is that credibility concerns might play different roles, depending on the party
that is in office.

Apart from credibility considerations, delegation might also result from political
uncertainty. Political actors are not in office forever and they are aware of that fact. Even
political actors who do not have to fear elections because there are none cannot be certain
that they will not have be ousted from power by a coup d'état or rebellion. Once a reform is
implemented, it is often hard for political actors to repeal it. Sometimes certain thresholds
are required, e.g., a two-thirds majority, sometimes public opinion backfires if reforms that
are perceived as successful are about to repealed. Therefore, politicians might use
delegation to tie the hands of successors.

2.4.3. How political considerations lead to institutional change
After discussing different motivations for delegating monetary policy, they have to be put
in the context of institutional change. As was discussed in Section 2.1, institutions are
regarded as stable and in a state of equilibrium if none of the actors involved has an
incentive to go in for a change. Therefore, institutional change occurs only if such a
equilibrium is disturbed. The previous section, on the other hand, demonstrated that a lack of credibility as well as the realistic prospect of losing power provides incentives for action. The question is how the two interact—and the answer is provided by RCI theory.

Section 2.1.6 demonstrated that equilibria are disturbed if the actors involved want to change the rules, which can be the case if new actors enter the game or if exogenous shocks require responses from the already established actors. In the case of central banking, the most prominent example of an exogenous shock is probably a financial or currency crisis. Such crises clearly demonstrate that the current institutional setting is not working properly. If the government wants to avoid creating the impression that it is not capable of handling the crisis in a credible way, it has to tackle the problem. A change in the institutional setting is the likely outcome. To avoid losing the confidence of either voters or international investors, the government has to commit to reforms. The initial preferences of the government with regard to the institutional status of the central bank are not crucial, if not irrelevant.

This can be illustrated by considering the following fictitious scenario. A government may consist of a party that is not in favor of CBI. The country has had a rather dependent central bank even before the party took office. Accordingly, the party saw no need to change the institutional setting, since it met its preferences anyway. Then a currency crisis hits the country, with all its negative effects on the economy in general, and the price level in particular. Voters expect the government to respond to and tackle the crises.

The obvious choice is changing the monetary policy setting; this is something the party in office initially did not want to do. But given that the country was hit by a currency crisis, the alternative of sticking to the initial preferences might prove costly, since the government might lose its credibility with voters and international investors alike. The crises changed the costs of not reforming by increasing the salience of the monetary policy setting. Delegation of monetary policy becomes a rational strategy for the party in office, even though it initially wanted to avoid it.

A similar fictitious scenario can be thought of with regard to uncertainty. A government that initially does not prefer delegation of monetary policy might change its preferences if the prospect of losing power becomes real. If the government of a given country consists of a party that rejects CBI and prefers to influence monetary policy directly, the institutional setting does not change, since it is in a state of equilibrium. But if election day comes near and all polls indicate that the opposition party is likely to receive a
majority, the party in office might think again. While its first preference probably is direct influence over monetary policy, it most likely prefers an independent central bank, with a board consisting of members it has appointed itself to a dependent central bank controlled by its successors in government. In this scenario delegation becomes rational again.

A similar mechanism is at work with regard to ideology-driven credibility deficits. Left-wing governments might, in principle, favor exerting direct influence over monetary policy. Still, they surely prefer delegation of monetary policy over troubles on the financial markets or opponents being able to paint the government as economically irresponsible. A sell-off of government bonds or the country’s currency on the financial markets does not only exert financial pressure on the government, it also undermines the incumbent party’s electoral prospects. Thus, their first preference might produce electoral and financial costs that outweigh the expected policy benefits. As a result, delegation is their second preference. In contrast to the first two examples, the institutional change was not triggered by an exogenous shock, but was the result of a changed actor constellation.

2.5. Hypotheses

Based on the considerations outlined in the previous sections, three empirical hypotheses are formulated and tested. Two of them are based on credibility considerations, the other one is based on uncertainty.

**H1: Countries that experience economic crises are more likely to implement more radical central bank reforms.**

The reasoning behind this hypothesis is clear-cut. Central banks are responsible for keeping the economy on a stable track, and crises are an obvious sign that they have failed to do so. Hence, the need for reforms becomes apparent. The argument can also be seen in the context of credibility considerations. Crises make the mismanagement of political actors in monetary policy obvious, and a loss of credibility is the result. Political actors calculate that their costs, i.e., losing power over monetary policy, are exceeded by their gains, i.e., experiencing stable monetary conditions again.

The hypothesis is not limited to a certain type of political system. The pressure might be stronger in democratic systems, where politicians fear punishment at the ballot box. But even without elections, non-democratic governments often draw their legitimacy
of their economic performance. China is a prominent example. Furthermore, the need for credibility is not limited to elections, but is also an important aspect on financial markets. Both democratic and non-democratic countries might fear a lack of credibility in the face of currency crises, and view delegation of monetary policymaking as the lesser evil.

Also, the hypothesis is not limited to a certain type of financial crisis. Inflation crises and currency crisis are often two sides of the same coin and occur at the same time. In many cases, major banking crises are also related to the former. All of them indicate unstable financial conditions and bear problems for political actors, who often want to be perceived as being in charge of the economy. Hence, the hypothesis takes financial crises of all types into account since the mechanism with regard to the loss of credibility is expected to be the same.

The relationship between crises and reforms has been subject to intense research in empirical economics. One example is Drazen and Easterly (2001), who found support for the crisis-induces-reform hypothesis, among others, in the case of high inflation rates. Note that reforms in this case were not limited to central bank legislation, but included all kind of policy changes.

H2: Left-wing governments are likely to implement stronger central bank reforms than right-wing governments.

At first glance, this hypothesis might seem counter-intuitive. The concept of CBI should rather meet preferences of right-wing parties than left-wing parties, it is commonly assumed. Since left-wing governments are less worried about inflation than about unemployment, they should oppose independent central banks because they limit their room to maneuver to stimulate employment via monetary policy. It is exactly this reasoning that provides the basis for this hypothesis. Given the underlying assumption that rational political actors use delegation as a step to improve their credibility, left-wing parties have a stronger need to demonstrate commitment to stable economic policies than right-wing parties.

Owing to their history and their assumed preferences, international financial markets as well as the domestic electorate might perceive a “credibility deficit” for left-wing parties. They have to counteract this expectation, and delegation—as strongest form of commitment—becomes a rational strategy. Ennser-Jedenastik (2014, 5–6) makes a similar case with regard to independent regulatory agencies. Based on Shepsle’s (1991)
distinction between motivationally and imperatively credible commitments, he argues that policy credibility depends on government ideology in the sense that left-wing governments are generally more credible in some policy areas than right-wing governments and vice versa.

In the case of monetary policy, it can be assumed that right-wing governments have higher credibility and, hence, left-wing governments have a stronger need to counteract their perceived deficit in credibility. Accordingly, Milesi-Ferretti (1995) argues that left-wing governments have a stronger incentive to delegate monetary policy than right-wing governments because an independent central bank would increase the chances of left-wing parties at the ballot box.

This is in line with the empirical findings by Way (2002), which demonstrated that governmental shifts to the left do not lead to higher inflation rates in cases where central banks are independent, while it is indeed the case in countries with more dependent central banks. Both investors and voters, therefore, have reason to fear a left-wing government taking office would result in higher inflation rates in countries where the central bank is not independent. Delegation of monetary policy is a rational response for left-wing governments, and also a successful one, as the results by Way indicate. With regard to fiscal policy, Tavares (2004) demonstrated that left-wing parties successfully gain credibility in cases where they commit to spending cuts.

Further evidence comes from Belke and Potrafke (2012), who found that short-term interest rates are higher under left-wing governments than under right-wing governments if a central bank is independent. The opposite is the case if countries have central banks that are stronger under political control. Belke and Potrafke concluded that left-wing governments have delegated responsibility for more market-oriented policies to central banks. Apart from gaining credibility, such measures can also be interpreted as shifting the blame for unpopular policies, as suggested by Thatcher and Stone Sweet (2002, 4) in respect of delegation to non-majoritarian institutions in general.

**H3:** Governments whose terms of office are ending are likely to implement stronger central bank reforms.

Central bank independence is often associated with limiting the room for governments to maneuver. This is also reflected in the former two hypotheses since, in both cases, the expected gain in credibility is based on the government’s commitment to keep its hands off
monetary policy. In other words, the government is tying its own hands. In contrast, the third hypothesis is based on the assumption that political actors try to tie the hands of future governments. It is based less on credibility and more on uncertainty. Governments do not stay in office forever and future governments might implement policies that current governments want to avoid.

As Goodman (1993, 334) points out, the need to tie the hands of a future government is directly associated with the realistic prospect of losing power: “Political leaders who expect their party to be in office for a long time […] will seek to protect, if not increase, their room for maneuver.” He further argues that even conservative governments whose monetary preferences should be in line with those of independent central banks will refrain from delegation of monetary policy if they see no realistic chance of losing power.

Based on these considerations, it is assumed that political actors’ awareness of the possibility of being replaced increases as their term of office ends. Apart from matters of perception, politicians in office can judge their chances of losing power better at the end of a term than at the beginning, for the simple reason that the time span in which those chances could change is smaller. In liberal democracies, parties usually have polls that allow them to realistically assess their chance of re-election. Tying the hands of future governments can also play a role in countries that experience a transition from authoritarian rule to democracy. A classic example is the reform of Chile’s central bank in 1989, which went into effect four days before presidential elections were held (Boylan 1998, 454). Another example is the reform in Mexico in 1993 (Maxfield 1997, 64).

While future governments theoretically could repeal the respective central bank legislation, it is unlikely in practice. Goodman (1993, 216) argues that few governments are willing to risk a loss of confidence in the international financial markets by doing so; something that happened in Venezuela in 1994 (Boylan 1998, 450) and in Brazil in 2002 (Hicks 2003, 1).
3. OPERATIONALIZATION, DATA, AND STATISTICAL ANALYSIS

3.1. Operationalization and data
The hypotheses are tested statistically by using regression analyses. To do so, a quantitative measure of CBI is required as a dependent variable. Accordingly, the three hypotheses have to be operationalized for use as independent variables in the regression models. In the following, it is discussed how the institutional position of a central bank can be quantified. Different approaches and methodological problems are addressed. Furthermore, it is discussed how the independent variables are calculated and where the data comes from.

3.1.1. Quantifying central bank independence
There have been attempts to quantify CBI as recently as the 1980s, primarily by economists. More specifically, it was tried to compare central banks over several countries with regard to their relationship to the government by assigning concrete numbers to every central bank. The early attempts were limited in terms of sample size and included only a few variables to quantify the degree of independence.

Bade and Parkin (1982) constructed a CBI index that ranked central banks on a scale from 1 to 4 with regard to “political independence.” The index included twelve countries and was further developed by Alesina (1988), who added four more countries. Both indices tried to capture and quantify the relationship between the central bank and the rest of the executive. They analyzed the procedure to the nomination and dismissal of the central bank governor, the role of government officials on the central bank’s board, and the amount of contacts between the central bank and the rest of the executive (Alesina and Summers 1993, 153).

Grilli, Masciandaro, and Tabellini (1991) proposed a more nuanced index that did not only include political independence, but also economic independence. While the definition of political independence is quite similar to the one used in the already mentioned indices, economic independence refers to the ability of the government to borrow from the central bank, but also to the monetary instruments the central bank controls (Grilli, Masciandaro, and Tabellini, 368–370). The index was applied to 18 countries, mostly liberal democracies in Western Europe plus the United States, Canada, Australia, New Zealand and Japan.
An index with a much broader sample was presented by Cukierman, Webb, and Neyapti (1992) and further developed in Cukierman (1992). The Cukierman index includes 72 countries and is not limited to industrialized countries. The exact methodology of this index is discussed in Section 3.1.4. The index was not a snapshot that included the degrees of independence at a specific point in time; rather, it captured central bank legislation for a longer time span between the 1950s and the 1980s. Owing to its comprehensive nature both in terms of sample size and methodology, the Cukierman index became the most widely employed tool in research on CBI (Klomp and de Haan 2010, 594; Gilardi 2007, 313).

However, since the publication of the index predated the global wave of central bank reforms in the 1990s, the biggest share of it was not captured. Therefore, some authors updated the index by following the exact same methodology. For instance, Crowe and Meade (2008) replicated the Cukierman index with data from the IMF’s database of central bank laws from 2003. Bodea and Higashijima (2015) provided new data for 78 central banks for the time span from 1970 to 2007. While they applied the Cukierman methodology, they did not limit themselves to just updating the index. Rather, the recalculated values for central banks already captured in the Cukierman index, sometimes with results different from those of the original index.

3.1.2. Measurement problems in quantifying central bank independence
Since most of the research on the effects of CBI is contingent upon one or more of those indices, the question arises as to how reliable they are. Despite the wide-spread acceptance especially of the Cukierman index, some authors criticized quantitative measures of CBI on substantial grounds.

A study by Mangano (1998) tried to test the robustness and the degree of subjectivity of established CBI indices. His analysis of the Cukierman index as well as the Grilli, Masciandaro and Tabellini index finds that both contain a large degree of subjectivity. In the light of his results, Mangano concludes that the established research on the effects of CBI should not be taken at face value since it is unclear what the indices actually measure. He points out, however, that these findings do not contradict the empirical literature on CBI effects in the sense that those results are falsified. Rather, his study claims that they are unreliable and, as a consequence, the actual effects of CBI are largely unknown.
Cargill (2013) also questions the reliability of CBI indices. He argues that while CBI indices are not completely uninformative, their reliability has been overstated. CBI indices should be understood as broad ordinal measures and not more. To back that claim up, Cargill uses two well-established CBI indices and groups the cases considered in those indices in only two categories: dependent and independent central banks. Replacing the more nuanced CBI measure with a dummy variable in accordance with the new grouping, he is able to replicate the standard correlations of CBI research. Furthermore, Cargill also argues that the correlations between inflation and CBI are less stable than the empirical literature suggests. He also argues that CBI indices often fail to capture the degree of actual independence and further elaborates this claim in respect of the cases of Japan, South Korea, and the United States.

But even advocates of the established CBI indices point out their limitations. In fact, Cukierman (1992, 369–371) himself discussed measurement problems in detail when he introduced his often-used index. He pointed out that formal and actual independence might diverge in many cases, since the latter is contingent on many aspects that are not necessarily captured in the words of the law. Those aspects include the personalities of key individuals in the central bank as well as in the Treasury and even the quality of the central bank’s research department. The latter is especially relevant with regard to information asymmetries, as discussed by Bernhard (1998).

Cukierman acknowledges that these rather informal aspects are hard to quantify. His solution to this problem is to limit the CBI index to formal variables and capture the informal points by alternative measures. To be more specific, he proposes two indicators. The first one is the turnover of central bank governors as a proxy for actual independence (Cukierman 1992, 383). If a governor loses his or her job frequently, the central bank is probably not really independent, regardless of the text of the law. This approach has its limitations, since a governor that always gives in to the governments’ demands is unlikely to be replaced, as Cukierman himself acknowledges. The second alternative measure is a questionnaire handed out to monetary policy specialists (Cukierman 1992, 386). The reasoning is that experts’ answers capture both informal and formal aspects and, hence, the blind spots of the index based on formal legislation are also covered. The downside of the questionnaire method is that it always involves a certain degree of subjectivity.

The methodological question regarding the reliability of CBI indices is an important one, and the central question is whether quantifying formal aspects captures all relevant dimensions of independence. While this is probably not the case, it does not
necessarily bear a problem for the research interest of this thesis. Building on a RCI framework, the variable of interest is specifically change in central bank legislation, as opposed to actual autonomy. In other words, the actual degree of autonomy is less relevant than the degree of independence the political actors meant to transfer to the central bank.

This follows directly from the fact that institutional change is explained by actors’ motivations. RCI assumes that actors’ expected gains are crucial for institutional change. Political actors have the power to change formal institutions by changing legislation, and the changes in the relevant laws reflect the point that the actors involved not only prefer the new version to the old, but also that they are willing to pay the transaction costs. It is a tautology to note that if such changes have unexpected consequences, they were not discounted by the actors involved. Still, this is what describes the discrepancy between formal and actual independence.

3.1.3. Operationalization of the dependent variable

The dependent variable is operationalized by using the CBI index from Bodea and Higashijima (2015). As already mentioned, it follows the methodological approach by Cukierman (1992), but provides a more comprehensive data-set that also includes more recent observations. In contrast to Crowe and Meade (2008), it is not limited to an updated version of the original index at a specific point in time, but includes values for every year over a long time period. More specifically, the Bodea and Higashijima data-set provides values for 78 central banks from the 1970s until the early 2010s. Reform years can be easily detected by observing changes in the CBI value over time, but they are also disclosed explicitly in the article’s appendix. The degree of a reform can be calculated simply by subtracting the pre-reform value from the post-reform value. In accordance with the methodology of the index, positive values indicate enhanced autonomy for the central bank.

But there are still two problems that have to be addressed. First, the aim of this thesis is to explain major shift in central bank legislation. This does not include minor and insignificant changes in central bank laws. In accordance with the theoretical considerations and the hypotheses stated, it is, therefore, plausible to restrict the observations used in the analysis to cases that exceed a certain threshold. While it should be avoided that minor changes in central bank legislation bias the analysis, it is also necessary to use a broad enough sample that reflects the diversity of countries with regard
to variables such as the political system and their economic development. Hence, the threshold should not be too low. A value of 0.10 points seems appropriate. Given that the scale ranges from 0 to 1, reforms that change the degree of independence less than 0.10 points can surely be considered insignificant. Accordingly, reforms with change scores of under 0.10 points are excluded from the further analysis. This is relevant for 13 observations, which reduces the data set to 64 observations.\footnote{For the statistical analyses carried out in this thesis three more cases are excluded due to missing data with regard to an independent variable. These countries are Moldova, Turkmenistan and Uzbekistan.}

The second problem is that initial levels of CBI values might influence the degree of the reforms. To address this issue, the initial level of CBI has to be included as a control variable in the regression analysis. Since a clear relationship between the degree of reform and the pre-reform status exists, it follows that the change score is not independent of the initial CBI level. Hence, it is appropriate to use the post-reform CBI level as dependent variable, which then allows for baseline adjustment.

### 3.1.4. Methodology of the Cukierman index

Cukierman uses sixteen variables to classify central banks. These variables can be divided into four groups (Cukierman 1992, 372). The first group compromises variables that measure the institutional position of the central bank’s head, i.e., the governor. Cukierman further distinguishes between four aspects of the this group. The first one is the term of office in years. The highest possible value is 1, which is assigned to every central bank where the governor is in office eight years or longer. Central banks with terms that are shorter than eight years but longer than five years receive a value of 0.75 points. Accordingly, five years are coded with 0.50 points, four years with 0.25 points, and anything under four years receives 0 points.

The longer a term is, the less a sitting governor has to care about his pendants on the side of politics. A governor with an eight-year term is even likely to “outlive” governments. In contrast, a three-year term implies the government has quite often the chance to appoint governors with preferences that match their own. Even though re-election is not considered formally in the Cukierman index, it is also relevant with regard to the term of office. If a government can appoint central bank governors every three years, the governor might have, in his monetary policy decisions, an eye on re-appointment. After all, the point at which the government has to decide about the future leadership of the central bank is always just around the corner. This is far less the case if the government can...
make this decision only every eight years. In this case, it is far from the clear that the
government will even be in office when the decision day arrives.

The next variable is the right of appointment. Cukierman distinguishes between
four possibilities, in which the highest value is assigned to central banks where the central
bank board itself can appoint its governor (1.00 point). Cukierman assigns 0.75 points to a
central bank where the decision-making power lies with a committee that includes
members from executive and legislative branches as well as from the central bank’s board.
If the governor is appointed by the legislative branch alone, it is coded with 0.50 points,
while an appointment by the executive branch alone receives 0.25 points. The case that is
considered the least independent (0.00 points) is when the governor is appointed through
the decision of one or two members of the executive branch. Further explanation of this
coding decisions is barley needed: a central bank that does not rely on politicians in
choosing its governor is, of course, displaying a sign that its independence is very high,
while the opposite is the case if government leaders alone have the power to make
decisions.

Probably as important as the right to appoint a governor is the right to remove a
governor. Everything that was discussed in the theoretical sections of this thesis leads one
to believe that it is a question of time until serious conflicts of interest between the central
bank and the government arise. In fact, the theoretical foundation for CBI assumes that
autonomous monetary policymakers are needed because they have to take decisions that
politicians are not capable of taking due to their preferences. If central bankers then act
against politicians’ preferences, resistance from politicians has to be expected. In extreme
cases, politicians will try to remove the head of the central bank. Such situations are crucial
tests for CBI which prove whether or not the concept lives up to its expectations.

Accordingly, Cukierman assigns the highest value to central banks that have no
provision at all for dismissal of the governor. A relatively high value of 0.83 points is
assigned if dismissal is only possible for non-policy reasons, i.e., violations of law.
Subsequently, Cukierman distinguishes along the same lines as in the case of appointment,
e.g., assigns a higher values if the central bank’s board has the capability to dismiss the
governor and lower values if the legislative or the executive branches decide. The least
independent central banks are institutions where the executive branch has the
unconditional power to remove a governor. Even though transaction costs might make the
dismissal of an unwanted governor more costly than in a case where the ministry of
finance itself decides on interest rates, it is still relatively easy for politicians to remove a governor.

The fourth aspect compromises possible other offices a central bank governor holds. Only three distinctions are made: It is not allowed for the governor to hold another office in government, it is allowed only if the executive branch authorizes it, and it is generally allowed. If the governor is restricted by law from holding any other office in government, the highest value is assigned, since this is the case where the least dependencies are assumed.

The logic between the coding is clear-cut in all four cases: If a central bank governor has less to worry about how his or her actions are perceived by the executive branch, he or she enjoys greater independence.

The next group consists of variables related to actual policy or, as Cukierman puts it, “policy formulations.” The index uses three variables. The first one simply measures who formulates monetary policy. There are four possible categories, ranging from the central bank alone as the authority to formulating monetary policy to the government alone formulating monetary policy. The second variable refers to the resolution of conflict between government and the central bank and the power of government directives. Six different manifestations of the variable are possible along the usual lines already discussed with regard to the other variables. Finally, there is a binary variable that measures whether or not the central bank has an “active role” in the formulation of the government’s budget.

The third group is rather small, it consists of only one variable, and it measures the central bank's objectives. This is relevant with regard to the question whether central banks should have a single mandate (e.g., achieving price stability) or a dual mandate (e.g., achieving price stability, and also full employment). This variable refers to a potential source of political conflict and since central bank mandates are the guidelines in which monetary policymakers operate, requires some further discussion.

The highest value is assigned to mandates that specify price stability as their only or major goal and state that in cases of differences of opinion between the government and the central bank, the latter still can pursue policies aimed at achieving the primary goal, i.e., price stability. Central banks that fit this category qualify for 1.00 point. This category has to be distinguished from the second one (0.80 points) where the mandate also mentions price stability as the only goal but no further specification is made for situations of conflict with the government. Note that this refers specifically to the central bank objectives and does not measure actual behavior in case of conflict. It is perfectly possible that
empirically no differences between central banks in the first and the second group could be observed.

The third category consists of mandates in which price stability is mentioned with other objectives that Cukierman views as not in conflict with price stability. He refers to stable banking as an example. These central banks are assigned a value of 0.6 points. The final category still accounts for 0.40 points and refers to cases where price stability is mentioned with a number of potentially conflicting goals. Cukierman mentions full employment as an example. As discussed in the theoretical sections, most economists assume that monetary policy cannot boost employment in the long run. Rather, short-term gains in employment lead to social welfare losses via higher inflation.

The fourth group is the largest one. It consists of eight variables. These all refer to restrictions on central bank lending. While the variables on governor dismissal and the mandate measure rather direct dependencies, these variables point to indirect sources of political influence over the central bank. Not all eight variables will be discussed in detail. The first two variables measure limitations on advances and securitized lending. The stricter the restrictions, the higher the value of independence. The next variable refers to the terms of lending and who has the decision-making power over those terms. Again, central banks that are autonomous in their decisions are ranked as being more independent than those in which the executive branch has a say. Then, the circle of potential borrowers is measured in a variable. The possible manifestations of the variable include lending only to the central government, lending to the central government as well as state governments and subdivisions, lending to the institutions mentioned plus less than two public companies, and lending to all of the above as well as to the private sector. Again, the more restrictive the rules are, the more independent a central bank is considered.

The next variable specifies the type of limit when such limits exist. This is a rather technical aspect, but does have practical and also political implications. If the limit is specified as an absolute cash amount, the central bank is much more restricted than in a case where the limit refers to a percentage of government expenditures. Since the government more or less controls its expenditures, it also determines the amount of central bank lending in such a case. Hence, the central bank is directly dependent on government decisions. Accordingly, Cukierman codes such limits with 0 points. Then variables on the maturity of loans and restrictions on interest rates follow. These are quite similar to the already discussed lending variables. Shorter maturities of central bank loans indicate more independent central banks, longer maturities point to less independent institutions, since
long maturities border on monetary financing. The interest rate variable measures
differences with the market rate or legal restrictions (e.g., interest rate ceilings).

Finally, there is a variable that measures prohibition on lending in the primary
market. This is a binary variable with the manifestations “yes” (1 point) and “no” (0 point).
While the variable is defined in rather technical terms, its political relevance should not be
overlooked. The primary market is the part of the bond market where states auction their
bonds, as opposed to the secondary market where bonds can be bought by other bond-
owners. If a central bank is participating in the primary market, it buys bonds from the
government. More bluntly, the central bank finances government expenditure by newly
created money. Monetary financing is considered to be inflationary and even a potential
source of hyperinflation, i.e., related to negative effects on the economy. At the same time,
it is exactly something that should be avoided by making the central bank independent.
Accordingly, a central bank that is not prohibited from monetary financing cannot be
expected to achieve the effects one expects from monetary policy delegation.

3.1.5. Operationalization of the hypotheses

To operationalize hypothesis H1, some measure of financial crisis is necessary. From a
theoretical perspective, there are no reasons to assume that currency crises have different
effects with respect to central bank reforms than banking crises or financial crises.
Therefore, one dummy variable capturing banking, currency, or inflation crises is used.
Apart from theoretical considerations, this is necessary because of methodological
considerations in respect of the independence of explanatory variables. For instance,
currency crises may often occur at the same time as inflation crises. The same goes for
banking crises. Hence, these events are not independent in the statistical sense and cannot
be used as distinct independent variables in regression analyses.

Crises are assumed to be associated with a central bank reform if they occurred up
to three years before the reform. Especially in parliamentary democracies, it is plausible to
assume a certain lag between the external shock, that is, the respective crisis, and the
implementation of a reform. Shorter time periods might miss cases where the process from
acknowledging the need for reform to the actual implementation took some time. Longer
time spans would bear the danger of becoming somewhat random and less convincing with
regard to causality.
Still, there is some evidence that it might even take longer than three years. For instance, Sweden passed its central bank reform in 1998, about five years after the big economic crisis. The parliamentary debates on the reform showed that the crisis played a role in reforming the central bank. Also, there have been earlier attempts at reform, which did not pass. However, the Swedish central bank reform is treated as not being associated with the economic crises due its long time lag. Quantitative research always faces trade-offs, and a time span of three years seems like a reasonable compromise. Data for the dummy variable comes from Rogoff and Reinhart (2009) as well as from Gourinchas and Obstfeldt (2011) for both banking crises and currency crises. Inflation data is used from the World Bank database.

Hypotheses H2 and H3 are also operationalized with dummy variables. The classification whether a government is left-wing or not follows the Database of Political Institutions by Beck et al. (2001). It classifies governments either as left, right or centrist. The data for H3 comes from the Database of Political Institutions as well. The database shows for each year how long an executive has been in power, but also how long the current term lasts. Values of 0 signal years with a change in government, in liberal democracies these are usually election years. A dummy variable is coded for observations with values of 0 or 1.8

3.2. Statistical analysis
To give the reader some insight into the data set, the basic characteristics of the data used later on in the regression analysis are discussed in the next section. These figures are descriptive in nature; the multivariate model and the results from the regression analysis are presented in Sections 3.2.2 and 3.2.3.

3.2.1. Descriptive Statistics
Graph 1 shows the frequencies with which central bank reforms of certain degrees took place. As discussed in Section 3.1.3, minor reforms were removed from the data-set to ensure that they do not bias the analysis. Even with the adjustment, the number of

8 In cases with values of 0, it was checked whether the reform really was implemented by the outgoing government since it cannot be ruled out that a new government takes office and passes a central bank reform immediately. This was the case with one observation, the United Kingdom, where the variable was adjusted accordingly to capture the fact that the reform was passed by the newly elected Labour government and not by the outgoing Tory executive.
moderate central bank reforms is quite high. A relative majority of countries implemented central bank reforms ranging from 0.2 to 0.4 points on the CBI scale.

Given the fact that the degree of reform is dependent on the initial level of CBI in a sense that the scale is limited by 1.0, the amount of reforms that changed the degree of CBI from 0.4 to 0.6 points should not be underestimated. On a scale from 0.0 to 1.0, reforms of that degree are quite strong even without taking the initial level into consideration. Apart from that, the graph also shows that a handful of quite radical reforms took place that changed the degree of CBI within a very high range from 0.6 to 0.8. Nevertheless, there is no reform that changed the degree of CBI by more than 0.8 percent.

Furthermore, the graph shows that only one reform reduced the autonomy of the central bank. Of course, there is no natural law that states that CBI has to increase always and everywhere. However, the graph provides strong evidence for the global trend toward more autonomous central banks in the last two decades.

GRAPH 1. Frequencies of reform degrees

Table 1 lists some characteristics of the central banks in the sample prior to the reforms. As already discussed, the values refer to the degree of independence and higher values indicate a higher degree of independence. Since different reforms are analyzed, this table

\[\text{Note that due to the adjustment, the category capturing reforms within the range of 0.0 to 0.2 does, in fact, only include cases from 0.1 to 0.2.}\]
naturally does not depict the relevant central banks at a certain period of time. The reforms took place at very different points of time and the values reflect this.

**TABLE 1. Central bank independence, prior to the reforms**

<table>
<thead>
<tr>
<th>Mean</th>
<th>Median</th>
<th>Min</th>
<th>Max</th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.398</td>
<td>0.400</td>
<td>0.070</td>
<td>0.850</td>
<td>0.163</td>
</tr>
</tbody>
</table>

The mean and the median of the sample are quite closely related, which indicates that no massive outliers are present. The minimum value is 0.07, which is a very low value, given the scale ranges from 0.00 to 1.00, and is about two standard deviations lower than the median. On the other hand, the maximum value of 0.85 is quite close to the fully independent central bank, which would score 1.00.

**TABLE 2. Pre-reform degrees of CBI, minimum values.**

<table>
<thead>
<tr>
<th>Country</th>
<th>Value</th>
<th>Year</th>
<th>Polity score</th>
<th>Development</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Uruguay</td>
<td>0.07</td>
<td>1994</td>
<td>10</td>
<td>Upper middle income</td>
</tr>
<tr>
<td>2. Indonesia</td>
<td>0.16</td>
<td>1998</td>
<td>-5</td>
<td>Low income</td>
</tr>
<tr>
<td>3. Norway</td>
<td>0.17</td>
<td>2002</td>
<td>10</td>
<td>High Income</td>
</tr>
<tr>
<td>4. Ukraine</td>
<td>0.18</td>
<td>1998</td>
<td>7</td>
<td>Lower middle income</td>
</tr>
<tr>
<td>5. Japan</td>
<td>0.18</td>
<td>1997</td>
<td>10</td>
<td>High income</td>
</tr>
</tbody>
</table>

Table 2 shows the five countries with the lowest values of CBI prior to the implementation of reforms. Apart from the reform-related data, it also shows the country’s Polity score and its level of economic development. The Polity score is a measure of democracy and ranges from -10 to +10. The more democratic a country is classified as, the higher the value. Negative values indicate non-democratic countries. The economic development classifications are taken from the World Bank database.

Uruguay clearly leads the field with a very low CBI score. The rest of the countries in the table have somewhat higher and very similar scores. While Uruguay’s score is about two standard deviations under the mean, the other four countries are more than one standard deviation from the mean. The column reporting the pre-reform year shows that all five countries implemented reforms from the mid-1990s to the early 2000s, indicating that they lagged slightly behind the average.
Furthermore, the table demonstrates that four out of five countries were considered
democratic at the time when the reform was implemented. Indonesia is the only country
with a negative Polity score indicating an authoritarian system. The country was also
classified as a low-income country in 1998. Development levels, however, seem to be
unrelated to low values of CBI in this sample. Norway and Japan are high-income
countries, Uruguay and Ukraine middle-income countries.

Table 3 shows the maximum values of countries prior to the implementation of
their respective reforms. The first three countries are more than two standard deviations
over the mean, which means that they did not have very much room left to further increase
their CBI scores.

The column reporting the pre-reform year is particularly interesting in this case,
since all countries in the table implemented their reforms in the early 2000s. Hence, those
reforms occurred at a rather late stage within the global wave of central bank reforms.
Polity scores indicate mostly middle and high values of democracy, while the development
classifications, on the other hand, demonstrate relatively low levels of economic
development.

**TABLE 3. Pre-reform degrees of CBI, maximum values.**

<table>
<thead>
<tr>
<th>Country</th>
<th>Value</th>
<th>Year</th>
<th>Polity score</th>
<th>Development</th>
</tr>
</thead>
<tbody>
<tr>
<td>Armenia</td>
<td>0.85</td>
<td>2001</td>
<td>5</td>
<td>Low income</td>
</tr>
<tr>
<td>Slovakia</td>
<td>0.74</td>
<td>2001</td>
<td>9</td>
<td>Upper middle income</td>
</tr>
<tr>
<td>Belarus</td>
<td>0.73</td>
<td>2000</td>
<td>-7</td>
<td>Lower middle income</td>
</tr>
<tr>
<td>Guatemala</td>
<td>0.68</td>
<td>2001</td>
<td>8</td>
<td>Lower middle income</td>
</tr>
<tr>
<td>Romania</td>
<td>0.65</td>
<td>2003</td>
<td>8</td>
<td>Lower middle income</td>
</tr>
</tbody>
</table>

Not shown in the table, but nevertheless interesting is the fact that four of these five
countries are post-socialist countries in Central and Eastern Europe. In combination with
the rather late reform years, this makes sense. Those countries mostly have rather young
central banks. In many cases, they established central banks with a relatively high degree
of independence in the early 1990s. The reforms in the sample might not be the first central
bank reforms in the respective countries, a point that is also indicated by the reform years.
As a matter of fact, three of the five countries are captured in the overall sample with
another reform that was implemented at an earlier stage.
Table 4 shows the countries that implemented the most far-reaching central bank reforms. Three of the five countries are euro zone members. Those countries have high Polity scores, indicating stable democracies, are classified as high-income countries, and implemented their reforms in the early 1990s. The latter can be attributed to the Maastricht Treaty, which was passed in 1992, and disclosed the requirements for membership in the EMU. All three countries aimed to participate in the EMU, and responded by changing the institutional status of their central banks.

**TABLE 4.** Degree of CBI reform, maximum values.

<table>
<thead>
<tr>
<th>Country</th>
<th>Value</th>
<th>Year</th>
<th>Polity score</th>
<th>Development</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Indonesia</td>
<td>0.78</td>
<td>1998</td>
<td>-5</td>
<td>Low income</td>
</tr>
<tr>
<td>2. Spain</td>
<td>0.73</td>
<td>1993</td>
<td>10</td>
<td>High income</td>
</tr>
<tr>
<td>3. France</td>
<td>0.66</td>
<td>1992</td>
<td>9</td>
<td>High income</td>
</tr>
<tr>
<td>4. Italy</td>
<td>0.63</td>
<td>1994</td>
<td>10</td>
<td>High income</td>
</tr>
<tr>
<td>5. Ukraine</td>
<td>0.59</td>
<td>1999</td>
<td>7</td>
<td>Lower middle income</td>
</tr>
</tbody>
</table>

Table 5 shows the countries that implemented the least far-reaching reforms. The countries are quite diverse with regard to their level of democracy and also with respect to the reform years. Economically, most of them are middle-income countries. Probably the most interesting aspect in this table is that four of the countries also show up in the table for countries with the highest pre-reform degrees of CBI.

**TABLE 5.** Degree of CBI reform, minimum values.

<table>
<thead>
<tr>
<th>Country</th>
<th>Value</th>
<th>Year</th>
<th>Polity score</th>
<th>Development</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Belarus</td>
<td>-0.35</td>
<td>2000</td>
<td>-7</td>
<td>Lower middle income</td>
</tr>
<tr>
<td>2. Slovakia</td>
<td>0.10</td>
<td>2001</td>
<td>9</td>
<td>Upper middle income</td>
</tr>
<tr>
<td>Malaysia</td>
<td>0.10</td>
<td>2008</td>
<td>6</td>
<td>Upper middle income</td>
</tr>
<tr>
<td>4. Armenia</td>
<td>0.11</td>
<td>2001</td>
<td>5</td>
<td>Low income</td>
</tr>
<tr>
<td>Guatemala</td>
<td>0.11</td>
<td>2001</td>
<td>8</td>
<td>Lower middle income</td>
</tr>
<tr>
<td>South Africa</td>
<td>0.11</td>
<td>1988</td>
<td>4</td>
<td>Lower middle income</td>
</tr>
<tr>
<td>Kazakhstan</td>
<td>0.11</td>
<td>1995</td>
<td>-3</td>
<td>Lower middle income</td>
</tr>
</tbody>
</table>

Given the fact that countries cannot score higher than 1.00 in the CBI scale, they, of course, had a limited room for increases. However, it is interesting that this effect indeed
dominates within the group of less far-reaching reforms. This provides an indication that countries with low CBI scores prior to the reforms are more likely to implement reforms.

Table 6 shows the values for CBI after the reforms. As expected, they indicate a massive shift toward more independence. While the mean and the median were nearly identical in the post-reform data, the mean is a little bit lower than the median in the post-reform sample, indicating that the presence of at least one outlier can be assumed. The new median (0.74) is closer to the old maximum value (0.85) than to the middle of the CBI scale.

The minimum value is also clearly higher than in the pre-reform sample, with 0.33 compared to 0.07. The maximum value shifted moderately and is quite close to 1.00 in the post-reform period. Interestingly, the standard deviation decreased, but only slightly. It can be concluded that the changes between the pre- and the post-reform periods were not driven by few radical reforms.

Table 7 shows the countries with the most independent central banks after the reforms were implemented. With Spain and France, two European Union and euro zone members are among the countries with the most independent central banks. The other three countries are low or lower middle-income countries, with Indonesia and Chile both having non-democratic political systems at the time the reforms were passed. Armenia, on the other hand, scored fairly high on democracy, while being in the lowest group according to economic development. Hence, the table provides no clear indication for patterns.

| TABLE 6. Central bank independence, after the reforms |
|-----------------|----------------|----------------|----------------|----------------|----------------|
| Mean | Median | Min | Max | Std. |
| 0.713 | 0.740 | 0.330 | 0.960 | 0.156 |

Table 7 shows the countries with the most independent central banks after the reforms were implemented. With Spain and France, two European Union and euro zone members are among the countries with the most independent central banks. The other three countries are low or lower middle-income countries, with Indonesia and Chile both having non-democratic political systems at the time the reforms were passed. Armenia, on the other hand, scored fairly high on democracy, while being in the lowest group according to economic development. Hence, the table provides no clear indication for patterns.

| TABLE 7. Post-reform degrees of CBI, maximum values. |
|----------------|-------------|----------|----------|----------------|
| **Country** | **Value** | **Year** | **Polity score** | **Development** |
| 1. Spain | 0.96 | 1994 | 10 | High income |
| 2. Armenia | 0.95 | 2002 | 5 | Low income |
| 3. Indonesia | 0.94 | 1999 | -5 | Low income |
| 4. France | 0.90 | 1993 | 9 | High income |
| 5. Chile | 0.89 | 1989 | -1 | Lower middle income |
Similarly, Table 8 demonstrates a relatively high variance in all respects between countries with low post-reform degrees of CBI. Two high-income and democratic countries are among them, two countries with non-democratic political systems, and three countries classified as lower middle income ones. The time range in which the reforms were implemented is quite high, ranging from 1989 to 2003.

A clear pattern cannot be detected. Contrary to the last table and, given the Maastricht Treaty, as expected, no euro zone country is found among the countries with the lowest CBI values after the implementation of reforms.

### Table 8. Post-reform degrees of CBI, minimum values.

<table>
<thead>
<tr>
<th>Country</th>
<th>Value</th>
<th>Year</th>
<th>Polity score</th>
<th>Development</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Norway</td>
<td>0.33</td>
<td>2003</td>
<td>10</td>
<td>High income</td>
</tr>
<tr>
<td>2. South Africa</td>
<td>0.34</td>
<td>1989</td>
<td>4</td>
<td>Lower middle income</td>
</tr>
<tr>
<td>3. Belarus</td>
<td>0.38</td>
<td>2001</td>
<td>-7</td>
<td>Lower middle income</td>
</tr>
<tr>
<td>4. Kazakhstan</td>
<td>0.42</td>
<td>1995</td>
<td>-3</td>
<td>Lower middle income</td>
</tr>
<tr>
<td>5. South Korea</td>
<td>0.45</td>
<td>1998</td>
<td>6</td>
<td>High income</td>
</tr>
</tbody>
</table>

Table 9 provides an overview of the degrees of reforms. The median reform degree in the sample is 0.315, which is a little less than a third of the CBI scale used in this thesis. This is a relatively high value, since the median prior to the reforms was at 0.40. Countries that scored 0.69 or higher prior to the reforms could not have reached the median for the simple reason that the scale ends at 1.00, with a perfectly independent central bank.

However, only three countries actually scored values higher than 0.71, and two of them—Belarus and Slovakia—only slightly. When looking at the data, however, it should not be forgotten that the sample was limited to major central bank reforms and reforms that changed the CBI value only by less than 0.10 points were omitted. While this was a necessity, since otherwise small reforms would have biased the sample, it should be kept in mind that it is not warranted to conclude that changes in central bank legislation occur only as part of major central bank reforms.

### Table 9. Degree of reforms

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Median</th>
<th>Min</th>
<th>Max</th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.315</td>
<td>0.310</td>
<td>-0.350</td>
<td>0.780</td>
<td>0.195</td>
</tr>
</tbody>
</table>
The maximum value of 0.78 points is, of course, only possible if the country scored a fairly low CBI value prior to the reform, which was the case with the relevant country, Indonesia. More interestingly is the minimum value since it is a negative number. While -0.35 might be a moderate outlier in this sample, it is still a plausible value. Leaving the discussed historical developments aside, there is no reason why the degree of independence should always increase. The respective country is Belarus and it is the only country that scored lower on the CBI scale than in the pre-reform period.

The numbers in Table 10 show a clear relationship between economic crises and central bank reforms. 77.1 percent—more than three quarters—of all central bank reforms are associated with either a currency, a banking or an inflation crisis. 60.7 percent of the countries that decided to reform their central bank experienced high inflation in at least one in the three years up to the implementation.

Around a fifth of the countries that changed their central bank legislation substantially experienced very high inflation rates of over 100 percent. Since central banks are the main economic institutions responsible for price stability, reforming them in case of inflation crises is an obvious choice. The data show that this assumed association not only is confirmed empirically, but also that the relationship between inflation crises and central bank reforms is very strong.

**TABLE 10.** Countries that experienced a certain type of economic crisis in the three years prior to the reform

<table>
<thead>
<tr>
<th>Type of Crisis</th>
<th>Number</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Currency crisis</td>
<td>26</td>
<td>42.6%</td>
</tr>
<tr>
<td>Banking crisis</td>
<td>23</td>
<td>37.7%</td>
</tr>
<tr>
<td>High inflation (CPI &gt; 10%)</td>
<td>37</td>
<td>60.7%</td>
</tr>
<tr>
<td>Very high inflation (CPI &gt;100%)</td>
<td>11</td>
<td>18.0%</td>
</tr>
<tr>
<td>Any of the above</td>
<td>47</td>
<td>77.1%</td>
</tr>
</tbody>
</table>

There also seems to be a fairly strong association between banking crises and currency crises on the one hand and central bank reforms on the other hand. 42.6 percent of the reforms followed a currency crisis, and 37.7 percent of the reforms were implemented after a banking crisis occurred in the three years prior to the reform.

While inflation crises reflect a central bank’s failure to keep the domestic price level constant, currency crises imply a strong loss in a currency’s external value. Furthermore, banking crises indicate that a central bank failed to deliver on financial
stability. This should not mean that the presence of one type of the mentioned crises is always the central bank’s fault. In fact, there are many reasons crises could occur without the central bank being directly responsible. Still, it is rather obvious that the institutional setting with regard to monetary and financial matters has to be changed in cases of apparent failure.
3.2.2. Regression model

Since no assumption required for ordinary least squares (OLS) regression is violated, it is appropriate to use this technique. Based on the consideration in the previous sections of this chapter, the following linear regression model is specified:

$Y = \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_3 + \beta_4 x_4 + \epsilon$

where $Y$ is the post-reform CBI value, $x_1$ is a dummy variable specifying whether an inflation, currency, or banking crisis occurred in the three years up to the reform enactment, $x_2$ is a dummy variable for left-wing governments, $x_3$ is a dummy variable for governments that have reached the end of their terms in office, $x_4$ is a control variable that captures the initial level of CBI, and $\epsilon$ is the error term. The other regression models pictured in Table 11 were calculated accordingly. Data for the control variables on trade openness and level of income come from Bodea and Higashijima (2015). The level of democracy is operationalized by Polity scores from the same source.

3.2.3. Regression results

Table 11 provides the results of five OLS regressions models. Across all models, two variables are significant. First, left-wing governments tend to implement stronger reforms. This is in line with hypothesis H2, which states that they face a credibility deficit because of their ideology since left-wing parties are assumed to place more weight on fighting unemployment than on price stability, while right-wing governments are usually thought of as being committed to the opposite. To counteract this perception, left-wing governments are likely to commit themselves to sound monetary policy by establishing independent central banks. The effect is quite strong. Reforms implemented by left-wing governments increase the post-reform degree of independence by about 0.09 points on the CBI scale ranging from 0.0 to 1.0, compared to reforms that were undertaken by non-left-wing government.

The second variable that is statistically significant in all five models is the dummy for reforms implemented by governments whose terms of office end either in the year the reform was implemented or in the following year. The size of the effect is comparable to

Tests for heteroscedasticity and multicollinearity were conducted. Neither heteroscedasticity nor multicollinearity was detected.
the one of left-wing governments and also quite strong. Reforms that were implemented by
executives whose terms of office ended increase the post-reform CBI score by roughly 0.09 points. This provides indication for the “tying-the-hands” hypothesis, i.e., that
governments want to limit the their successors' room for maneuverability.

**TABLE 11. OLS Regression Results**
(Dependent Variable: Post-reform central bank independence)

<table>
<thead>
<tr>
<th></th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Constant</strong></td>
<td>0.55</td>
<td>0.64</td>
<td>0.57</td>
<td>0.60</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
<td>(0.03)</td>
<td>(0.06)</td>
<td>(0.06)</td>
<td>(0.06)</td>
</tr>
<tr>
<td><strong>Crisis</strong></td>
<td>0.02</td>
<td>-0.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.04)</td>
<td>(0.04)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Left-wing government</strong></td>
<td>0.10</td>
<td>0.10</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td></td>
<td>(0.04)</td>
<td>(0.04)</td>
<td>(0.04)</td>
<td>(0.04)</td>
<td>(0.04)</td>
</tr>
<tr>
<td><strong>Executive at the end of its term</strong></td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.04)</td>
<td>(0.04)</td>
<td>(0.03)</td>
<td>(0.04)</td>
<td></td>
</tr>
<tr>
<td><strong>Initial level of CBI</strong></td>
<td>0.20</td>
<td>0.21</td>
<td>0.19</td>
<td>0.21</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.11)</td>
<td>(0.12)</td>
<td>(0.11)</td>
<td>(0.11)</td>
<td></td>
</tr>
<tr>
<td><strong>Trade openness</strong></td>
<td></td>
<td>-0.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.00)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>High-income country</strong></td>
<td></td>
<td>-0.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.05)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>New executive</strong></td>
<td></td>
<td></td>
<td>-0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.04)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Level of democracy</strong></td>
<td></td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>R²</strong></td>
<td>0.22</td>
<td>0.17</td>
<td>0.23</td>
<td>0.17</td>
<td>0.22</td>
</tr>
<tr>
<td><strong>Adjusted R²</strong></td>
<td>0.16</td>
<td>0.13</td>
<td>0.16</td>
<td>0.11</td>
<td>0.17</td>
</tr>
</tbody>
</table>

Standard errors in parenthesis / * P < 0.05, ** P < 0.01, *** P < 0.001.

However, the variable does not capture whether a government actually left office after the end of the term. This makes sense especially with regard to democracies, where incumbent parties cannot know for sure whether or not they would be reelected. Hypothesis H3 was

11 The level of democracy is operationalized by Polity scores, which range from -10 to 10, with higher scores indicating a higher level of democracy. The model was also calculated with a binary dummy variable based on negative or positive Polity scores. It did not change the results.
explicitly formulated with regard to this uncertainty that politicians have to take into account in their calculations on costs and benefits of policy delegation. The results indicate that the effect is not dependent on the political system. Controlling for level of democracy does not alter the results, as model V demonstrates. The competing hypothesis—that reforms are stronger in the early stages of a term of office—was considered in model IV, but remained statistically insignificant.

Furthermore, the regression models do not confirm hypothesis H1. While the previous section showed a clear association between crises and central bank reforms, there seems to be no relationship between the presence of a crisis and the degree of change in central bank legislation. It can be concluded that crises might increase the salience of central bank legislation, but do not predict anything as regards the content of the reform.

The initial degree of autonomy a central bank enjoys also remained insignificant in all five models. The same goes for the two economic variables in model III. A country’s trade openness does not seem to be related to the degree of its central bank reform. While the concept of CBI is often portrayed as a necessary response to globalization, these results raise doubts over its importance with regard to the degree of autonomy. Countries that are dependent on international trade are not more likely to implement more ambitious central bank reforms than countries with less exposure to trade.

Note that this does not imply that globalization plays no role whatsoever. It is perfectly possible that countries establish independent central banks in order to become more attractive to foreign investors. However, the degree of autonomy these countries choose seems to be unrelated. The same conclusion can be reached with regard to economic development, which was considered in model V with a dummy variable for high-income countries.12

---

12 Models with dummy variables for other income groups were also estimated, but are not reported here. No statistically significant relationship was found.
4. CASE STUDIES

4.1. Case studies as an useful complement to statistical analyses
While the statistical analysis provided useful insights, a pure quantitative approach necessarily has to have blind spots in analyzing reasons for implementing reforms. Regression analyses do detect meaningful statistical relationships, but causality always has to be deduced from theory. While this is perfectly legitimate, the approach has its limitations when it comes to assessing the exact mechanisms of causality. Hence, additional information might be useful. A case study approach allows one to take a closer look at specific reforms and, therefore, helps one reach a better understanding of the mechanisms of delegation.

In the concrete case of this thesis, a case study approach is capable of providing additional information with regard to all three hypotheses. Especially in the case of H3, the advantages of this approach become apparent. The statistical analysis provided strong indication that the timing of central bank reform is related to the degree of the reform, in the sense that executives that are at the end of their terms opt for more radical central bank reforms. It was theorized that this effect can be explained by the uncertainty of staying in power, to which isolation of policy decisions by delegation is a rational response. Taking a closer look at specific reforms might confirm this hypothesis for some cases and point to alternative explanations in other cases. The statistical analysis, on the other hand, cannot provide additional information beyond the relationship that is detected.

But the usefulness of the case study approach is in no way limited to H3. It can provide additional information with regard to the other hypotheses as well. The statistical analysis indicated that economic crises and central bank reforms are closely related. The theoretical explanation proposed in this thesis was that the crisis is an exogenous shock for the current institutional setting and the need for change becomes apparent. A more detailed analysis of specific reforms can provide a deeper understanding of how the mechanism between crises and institutional change actually works. The same goes for the relationship between more radical central bank reforms and left-wing governments, which was explained by the credibility deficit that left-wing parties face.
4.2. Case selection

The cases discussed in the following section are central bank reforms in the United Kingdom, Italy, Japan and China. All four central banks are among the world’s most relevant ones, but more importantly, their countries provide the high political and economic variance that is necessary for this study. The selected countries and reforms differ with regard to their political and party systems, economic development and membership in a currency union. Two cases are taken from Europe, with Italy being a euro zone country, and the United Kingdom not being a member of the European currency union. Euro zone membership is considered a relevant variable since an independent central bank is a legal prerequisite to join the currency area.

Both countries are liberal democracies, but they differ with regard to their party systems. The United Kingdom has a system with two relevant parties, where usually no coalition government is needed, and very few changes in government in the 1980s and 1990s—namely, one. Italy, on the other hand, had a high number of relevant parties in the relevant time period, not only in parliament but also within the government coalition. Furthermore, Italy experienced a very high number of changes in government.

Japan, on the other hand, is also a liberal democracy, but unlike Italy and the United Kingdom, there was only one relevant party for decades. While the leadership of the main party and the prime ministers did change from time to time, the party in power remained the same until the 1990s. It can be concluded that Italy experienced high party competition, the United Kingdom rather low party competition, and Japan extraordinarily low party competition. The same can be observed for changes in government. Italy experienced many changes in government, whereas in the United Kingdom the ruling party changed about once in a decade. In Japan, the dominant party lost power only for a short period in the decades prior to the central bank reform.

However, the cases studied should not be limited to liberal democracies. For that reason, China is included. In contrast to the other three countries, party competition plays no role whatsoever. Changes in government occur only insofar as the Communist Party of China (CPC) changes its leadership and, accordingly, the state’s executive. Since there are no elections, China also provides an counterexample to the other three countries in this respect.

The countries also differ economically. The United Kingdom is a classical example of an Anglo-Saxon capitalist economy, while in Italy the state traditionally plays a big role in the economy. Japan is also a market economy with very high state involvement. All
three of them are industrialized and highly developed countries. China, on the other hand, is a developing country and also a transition country. Since the onset of economic reforms in the late 1970s, the country is in a transformation process from a socialist planned economy to a more market-based economy with private ownership, even though China officially still considers itself as socialist. While geographic aspects are not expected to play a big role when it comes to central bank reforms, one of the reasons for selecting Japan was to analyze a non-Western developed country with a democratic political system.

4.3. Reform of the Bank of England
The Bank of England (BOE) is one of the oldest and, until today, one of the most important central banks in the world. Legally, it remained a relatively dependent central bank until a newly elected Labour government granted independence to the BOE in 1997. Despite the fact that independent central banks are considered to favor conservative economic policies, the Tory governments from 1979 to 1996 did not change the institutional status of the BOE.

4.3.1. Historical context
The BOE was founded in 1694 and is one of the oldest central banks in the world. It remained a privately owned institution until 1946, when a Labour government nationalized the BOE. In the first half of the twentieth century, the BOE was considered the most important central bank in the world. In the post-war period, its importance diminished as the U.S. Federal Reserve became more relevant due to the Bretton Woods currency regime. Still, the BOE remained among the world's most important central banks. Institutionally, the BOE was left unchanged for decades. From a comparative perspective, the BOE was considered a highly dependent central bank since the Chancellor of the Exchequer decided on interest rates and the central bank was limited to an advisory position.

After the demise of Bretton Woods and in the short time period in which the United Kingdom was part of the European Economic Community (EEC) snake, the British pound was a free-floating currency from 1972 onward. Monetary policy was up to the discretion of the Chancellor. Those years were marked by monetary instability, culminating in a currency crisis in 1976. As a consequence of the crisis, the Labour government had to request a loan from the IMF. The IMF approved the request, but the British government had to commit itself to several reforms including fiscal tightening. In the same year, BOE
governor Gordon Richardson persuaded Prime Minister Denis Healey to adopt a new monetary strategy: the targeting of monetary growth rates (Elgie and Thompson 1998, 61). Monetary targeting was one of the main prescriptions of the monetarist school of thought that gained academic prominence after the stagflation of the 1970s and the failure of the then-dominant paradigms to cope with high inflation rates (Houben 2000, 141). Despite the Keynesian orientation of the Labour government, the United Kingdom was among the first countries committed to monetary targeting (Houben 2000, 144).

After Labour’s apparent failure to handle the ongoing economic crisis, the Conservative Party won the elections in 1979, and Margaret Thatcher became prime minister. Thatcher publicly committed herself to bring down inflation and relied on monetarism to achieve to this goal. In 1980, her government introduced the Medium-Term Financial Strategy, which was based on monetarist prescriptions. According to Houben (2000, 144) this marked “the true advent of monetary targeting in the United Kingdom.”

The BOE, however, proved to be unsuccessful in reaching the monetary targets. The Tory government had to redraft its monetary policy strategy. As a result, monetary targets were raised in 1982, which implies an easing of monetary policy, since lower amounts of monetary growth are associated with lower inflation. Accordingly, lower interest rates were allowed which stimulated the economy. Elgie and Thompson (1998, 63) refer to this measure as the “abandonment of monetarism.” King (2005, 101) links the monetary easing to the 1983 elections. While it is not possible to prove this rationale, the Conservative Party did indeed secure reelection. In the following years, inflation was brought down successfully, which led the government to adopt a more expansive stance, both in fiscal and monetary policy. Again, many observers argue this policy change made it possible for the Conservatives to win reelection for the third time in 1987 (Bernhard 2002, 141; King 2005, 101; Elgie and Thompson 1998, 65).

Chancellor Lawson, however, resigned in October 1989 after interest rates were raised and the economy tumbled. This episode illustrated how the blame for unsuccessful monetary policy was aimed at the Chancellor and not on the BOE. In his resignation speech, Lawson said he had presented a fully worked-out plan for BOE reform based on the CBI concept to Prime Minister Thatcher in 1988, but she had rejected it. In the years up to his resignation, Lawson also had advocated British participation in the European Monetary System (EMS). While most other party leaders agreed with his stance, Thatcher did not approve. She and her allies argued that the United Kingdom (UK) would lose
policymaking autonomy to Germany and did not accept the proponents' claim that EMS membership would increase macroeconomic discipline (Bernhard 2002, 142).

However, as King (2005, 102) argues, Thatcher’s reasons for opposing CBI were driven by politics, not by economics. Thatcher argued that delegation of monetary policy would be seen as failure of the government to fight inflation. But strategic reasons were also at play. Some sources say that Thatcher reasoned that an independent central bank would decrease the electorate’s fear of a Labour government (Dellepiani-Allevaneda 2013, 280).

While the Tories were fierce supporters of monetarism and Labour’s decision to adopt monetary targets was rather half-hearted, the idea of tying the hands of future governments played no role in Thatcher’s thinking. According to Lawson, Thatcher did not even think of the possibility that the Conservative Party could lose elections and Labour might end up in power again (King 2005, 102). But more important than monetary policy considerations was the fact that the British society was highly dependent on mortgages with flexible interests rates. In consequence, interest rate decisions were directly relevant to millions of British mortgage holders. Thatcher was aware of this fact, as she had herself stated in her autobiography (Thatcher 1993, 698).

While Thatcher did not change her mind on BOE reform, she gave in on another front. In October 1990, she was convinced by her newly appointed Chancellor John Major to join the European Exchange Rate Mechanism (ERM). Britain did so at a rate of 2.95 German mark to the pound sterling, which turned out to be unfavorable. Many economists argued that this rate was higher than justified (Bernhard 2002, 142). Two years ahead of the election in April 1992, Thatcher came more and more under pressure in her own party, and eventually lost the party’s backing in November 1990. Major succeeded her as prime minister, Norman Lamont became the new chancellor.

Surprisingly to most observers, the Conservative Party won the 1992 elections and stayed in power. Only a few months after their victory, however, a currency crisis shook the country. The UK was forced to leave the ERM in September 1992 as it could not withstand massive speculation against the pound sterling. German unification had pushed up interest rates in Germany, and the UK had to follow to keep up the fixed exchange rate. Attempts by both Prime Minister Major and chancellor Lamont to convince the German Bundesbank to cut rates proved unsuccessful (Bernhard 2002, 142).

Soon after the UK’s departure from the ERM, chancellor Lamont pushed for BOE reform toward independence. At the same time, Lamont announced a medium-term
inflation target. While Lamont considered reforming the central bank necessary to re-establish Britain’s credibility on the financial markets, Major was not convinced and rejected the proposals on the basis of internal party politics (Bernhard 2002, 143). He argued that the Eurosceptic wing of the Conservative Party would see a BOE reform as a first step toward compliance with the Maastricht Treaty and a membership in the EMU (King 2005, 104). Lamont left office in June 1993 and, like his predecessor, used his resignation speech to call for a reform of the BOE.

Since this was the second time in only a few years that a resigning chancellor demanded for more central bank autonomy in monetary policymaking, a public debate on the BOE’s status was triggered. As a consequence, the Commons Select Committee on the Treasury began hearings on the topic of BOE reform (Bernhard 2002, 143). Further support for the idea of an independent BOE came from a report by the Centre for Economic Policy Research, the so-called Roll Report, which was authored by several prominent economists and “a group of City bankers” (King 2005, 106). The new BOE governor Eddie George also favored increasing the bank’s autonomy.

The Commons Select Committee published a final report in December 1993 and called for an independent BOE comparable to the Reserve Bank of New Zealand that was reformed some years earlier. This included the government setting an inflation target and the BOE having instrument independence to reach this target. To make sure the BOE did not become unaccountable, the governor would have to answer questions to parliament regularly, and the House of Commons would have to approve the inflation target (Bernhard 2002, 144).

Even though the suggestions in the report were neither radical nor very different from what other countries had already implemented, the report was not supported in parliament. The Conservative Party and its Prime Minister Major rejected the proposal. The Labour party, as the main opposition party, was not convinced either. However, one member of the committee, Tory Member of Parliament Nicholas Budgen, brought the report into parliament anyway. It failed to secure a majority and was opposed by the leadership of both parties. Only the relatively minor Liberal Democrats were in favor of the bill (Bernhard 2002, 144–145).

While the BOE’s institutional status remained unchanged, it did become more outspoken on economic policy issues and, in specific, in its criticism of the government. The new BOE governor Eddie George, who was appointed in January 1993, was considered hawkish, i.e., putting relatively more weight on fighting inflation than fighting
unemployment. At the same time, the new chancellor, Kenneth Clarke, increased the transparency of monetary policy decisions by deciding that minutes of the monthly meetings between the BOE and the Treasury would be published with a six-week delay. Furthermore, the BOE did not have to submit its Inflation Report to the Treasury before publishing it.

In the years following this decision, the BOE and the Treasury had several differences of opinion on whether to raise interest rates or not. For instance, Clarke reluctantly supported interest rate hikes in December 1994 and again in February 1995. The BOE argued those hikes were necessary because the economy was in danger of overheating, which raised inflationary pressure. But Clarke was worried that further interest hikes would decrease the Conservative Party’s approval ratings, which were already declining. As a consequence, Clarke refused to hike rates for the first time in May 1995 and continued to do so throughout the summer. The differences of opinion between Clarke and BOE governor George were discussed publicly. The press dubbed it “The Ken and Eddie Show” (Bernhard 2002, 146).

The disagreements went on, with Clarke cutting interest rates in December 1995 and January 1996. After inflation did accelerate in fall 1996, Clarke raised rates by 25 basis points in October 1996. From December 1996 to March 1997, however, Clarke again did not follow the BOE’s advice and refrained from raising rates. The chancellor pointed out that the pound sterling had appreciated on the foreign exchange market, which would dampen potential inflation (Bernhard 2002, 146).

4.3.2. The 1997 reform and its triggers
Clarke’s attempts to keep the economy going were not enough for the Conservative Party to win the elections in 1997. After nearly two decades, the Labour party took office again. Labour’s campaign did not involve an explicit commitment to CBI, but called for BOE reform. After the elections, however, the new chancellor Gordon Brown announced that the Labour government was giving the BOE the sole right to set interest rates. This was widely perceived as a surprise decision (Dellepiani-Allevaneda 2013, 263).

In the new framework, the government would announce an inflation target, but the BOE was free in choosing the means to achieve the target. Monetary policy decision would be undertaken by a monetary policy committee, which would consist of nine members, including the governor. The BOE would report to the House of Commons via the Treasury
Select Committee (Bernhard 2002, 148). The newly elected Prime Minister Tony Blair argued the reform was “the biggest decision in economic policy-making since the war” (Dellepiani-Allevaneda 2013, 263).


Just a day after the elections were won by New Labour, the new Prime Minister Tony Blair approved a proposal by Brown to reform the BOE. A team from the British Treasury worked out the details over one weekend. Brown presented the results to BOE governor George on the following Monday, which was a bank holiday. The degree of the proposed reform surprised the BOE staff; even the fact that a reform plan was presented was unexpected by the central bankers (King 2005, 108).

Brown justified the reform by removing the politicization of interest rates, which fitted into a broader trend of what Burnham (2001, 128) calls “politics of depoliticisation.” Brown also pointed out that the new monetary policy committee would make sure that the diverse nature of Britain’s economy was taken fully into consideration. The reform was welcomed by the financial press and investors. After the announcement, the pound sterling appreciated, the British stock market rose and bond yields fell (Chadha, Macmillan and Nolan 2007). Since lower bond yields equal lower refinancing costs, the initial reaction on the financial markets can be interpreted as improving the UK’s fiscal space. Reactions from the British businesses were favorable as well (Bernhard 2002, 149).

There were also critical voices, especially from the Labour Party’s left wing, which perceived the reform as a present to financial markets and a betrayal of socialist values. One member of Parliament even asked, “Why do not we simply sub-contract the entire economy to Goldman Sachs?” (Bernhard 2002, 150). At the same time, the dissenting voices remained “relatively powerless,” as King (2005, 112) argues, referring to the British political system that concentrates power in the hands of the prime minister and the cabinet.

The BOE reform was perceived as being somehow unconventional, since it was implemented by a left-wing party, which is not in accordance with standard partisan
expectations of monetary policy. Furthermore, it did not follow an economic crisis. While the UK underwent a major currency crisis in September 1992 when it was forced to exit the ERM, the BOE’s institutional position remained largely unchanged. Despite several attempts from cabinet members to reform the BOE, it took a change of government until a reform was actually implemented. After New Labour won the 1997 elections, a reform plan was drafted within days. In the terminology of RCI, a changed actor constellation led to a different policy outcome.

The Labour Party aimed to increase its credibility, but less on the financial markets than among the electorate. King (2004, 115) argues that the reform was designed to “win the support of homeowners that represent the median voter in the British context”. Historically, the Labour Party had a reputation for being the party of currency devaluation, since all three periods in which the party was in power saw currency crises. However, at least since the UK’s forced exit from the ERM, the Conservative Party did not have the best results either. New Labour realized it had to signal things had changed since the 1970s, when the party was voted out of office two years after a Labour government had to rely on an IMF loan. Shadow chancellor Brown tried to picture the Tories as a party of monetary instability during the election campaign.

Especially since the Conservative Party subscribed to monetarism quite early, it is somewhat surprising that the party never committed to CBI. As Dellepiani-Allevaneda (2013, 282) puts it: “The Conservatives enforced the monetarist paradigm in Britain, but ironically failed to deliver one of its flagship institutions.” While formal central bank legislation remained unchanged during the years of Tory reign, the actual autonomy and policy capacity were even reduced. The Conservative Party considered monetary policy as being “too important to be left to central bankers” (Quaglia 2008, 19).

The Tories supported monetarism early on, but they never took its prescriptions fully seriously. Rather than following a program for monetary stability, the Tories engaged several times in manipulating the economy by the means of monetary policy for strategic reasons. As a consequence, they failed to deliver monetary stability. Against this background, it comes as no surprise that BOE official Charles Bean (2008, 172) points out that it was less the power of ideas which led to the United Kingdom’s adoption of CBI, but rather the relatively better performance by countries with independent central banks such as Germany and the United States.
4.3.3. Discussion

After reviewing the British case, it can be concluded that a financial crisis did not play a role in its central bank reform. While the three periods up to the reforms were marked by monetary instability and currency crises occurred repeatedly, these never triggered a delegation of decision-making power in monetary policy. Those crises did not leave the institutional monetary setting unchanged either. The 1976 currency crises led to the adoption of monetary targets, and the involuntary exit from the EMS in 1992 played a role in the decision to provide more transparency and accountability by adopting an inflation target and publishing minutes of meetings between the BOE and the Treasury. But the decision to delegate monetary policy to an independent BOE was never made, despite several efforts by high-ranking policymakers such as Chancellors Lawson and Lamont. Strategic considerations toward electability prevented it.

A changed actor constellation was necessary to implement a reform. Departing from standard partisan expectations, the change in government preceding the reform was to the left. This is in line with the proposed hypothesis that left-wing governments are more likely to implement far-reaching central bank reforms in order to counteract a credibility deficit rooted in its ideology. The Labour Party primarily tried to signal economic credibility to the electorate, especially mortgage holders. At the same time, international investors’ concerns about a Labour government were cooled off.

Using the framework of Müller and Strøm (1999), it can be argued that the Labour Party’s decision was less a policy decision than a vote-seeking decision. CBI is not a left-wing concept, and delegating monetary policy usually limits the room of maneuverability for left-wing economic policy. But by signaling credibility to an important segment of the electorate, namely mortgage holders, the Labour Party expected to benefit at the ballot box. The reform was also not an office-seeking decision, as it was not presented during the election campaign.

4.4. Reform of the Banca d’Italia

The foundation of the Banca d’Italia dates back to 1893. For the most time throughout its history, it had a reputation of being a dependent central bank. The first step for a change was set in the early 1980s with the so-called “divorce,” which freed the Banca d’Italia from buying government bonds that remained unsold at auctions. However, the “divorce” did not constitute a formal institutional change. Central bank legislation remained unchanged.
until 1992, when the Banca d’Italia gained formal independence as a response to the Maastricht Treaty which made CBI a prerequisite for joining the EMU.

4.4.1. Historical context
Italy maintained its currency, the lira, until it joined the euro zone. While the lira had a reputation of being a notoriously unstable currency, with recurring devaluations of its external value and high inflation rates in Italy, this problem actually did not occur in the post-war period until the late 1960s. In the 1950s and large parts of the 1960s, Italy, in fact, experienced high economic growth and low inflation. Monetary policy was hardly expansionary, the monetary base tended to decline until the end of the 1960s. During the 1950s, the Banca d’Italia central bank followed a largely non-interventionist course and did not use open market operations at all. Furthermore, it changed the official discount rate and reserve requirement ratios only once (Fratianni and Spinelli 1997, 196).

Things began to change in the 1960s. The monetary stance followed by the Banca d’Italia became more activist. The central bank’s main priority was to keep its international reserves at a constant level (Fratianni and Spinelli 1997, 204). Being a member of the Bretton Woods fixed exchange rates system, this priority led to balance-of-payment crises during the 1960s. While those crises were certainly unpleasant, initially they did not affect inflation.

In the following decade, however, inflation got out of hand. Fratianni and Spinelli (1997, 212) argue that the main reason for the instability of prices was that the Banca d’Italia financed the government’s budget deficits to an unprecedented degree. While deficits had been low during the two decades prior to the 1970s, government spending strongly increased in the early 1970s. From 1970 to 1981, social welfare expenditures rose in real terms at an annual rate of 4.6 percent (Epstein and Schor 1989, 152).

The whole decade was marked by high economic instability. The Banca d’Italia tried several times to stabilize the lira but failed to achieve sustainable success. For instance, in 1972, Italy joined the EEC snake as a founding member. The membership in this fixed exchange rate system forced the central bank to engage in at least some kind of stabilization policies. But domestic policy considerations led to an exit from the snake as soon as in early 1973 (Houben 2000, 218).

An ambivalent change in rules occurred in 1975, when a secondary market for government bonds was established. This allowed the Banca d’Italia to sell government
bonds and thereby counteract monetary growth resulting from government financing. On the other hand, it was obligated to buy any government bonds that were not sold at bond auctions (Bernhard 2002, 130). By legally forcing the central bank to buy treasuries it could not sell, the Italian government was de facto unconstrained in its spending. After all, there was no limit to the number of bonds the Italian government could issue.

As a result of the currency woes in the 1970s, Italy had to rely on IMF programs twice, in 1973 and in 1976. Both loans were dependent on certain reforms, but the second package was much stricter (Bernhard 2002, 131). In 1979, Italy made another attempt at stabilization and joined the EMS. To avoid another involuntary exit, Italy’s threshold for intervention was higher than the ones other member countries used, i.e., the lira was allowed to have greater divergences from the base value than other currencies (Houben 2000, 218).

In 1981, another important step toward CBI was taken by the so-called “divorce,” which came into effect in July of the same year. This term refers to an agreement between the Banca d’Italia and the Treasury, which freed the central bank of the obligation to buy any government bonds that found no buyer at auctions (Passacantando 1996, 88; Epstein and Schor 1989). This measure was meant to limit excessive monetary growth and, in further consequence, high inflation rates. However, the “divorce” did not lead to any formal change in legislation. The persons involved portrayed it as a “technical reform.” According to Treasury minister Nino Andreatta, who initiated the reform, it was born as an “open plot” between him and the central bank governor. He referred to the “divorce” as a “fait accompli” (Quaglia 2008, 77). One of the central motives behind the initiation of the reform was that Italy’s EMS membership was in danger again. The reform was a caesura in Italy’s economic policymaking since it abolished the government’s de facto unconstrained spending abilities.

Despite these far-reaching consequences, it was not discussed extensively in the political sphere. Italy’s political parties faced accomplished facts. But they did not complain anyway. In fact, not even the Partito Comunista Italiano (PCI) criticized the decision. Epstein and Schor (1989, 160) argue that there were two reasons for the PCI to support the step toward CBI. First, the Banca d’Italia was quite open to PCI demands and its Keynesian approach was compatible with the PCI’s economic goals. The Banca d’Italia was seen as bulwark against the Democrazia Cristiana (DC) party’s use of the state for its political goals. Second, the PCI might have tried to portray itself as a “respectable” and responsible party. Both points are confirmed by Quaglia (2005, 560).
Since no major political debate preceded the “divorce”, partisan consideration seemed to play no role at first sight. However, Bernhard (1998, 323) links the reform to the changed role of the DC within the political system. The DC dominated Italy’s political system for decades. It usually ruled the country in a government coalition with the Socialist Party (PS) but increasingly faced challenges after the multiple economic crises in the 1970s. The PCI, which led the opposition, won approval and put additional pressure on the DC. Bernhard argues that the “divorce” and other pro-market reforms implemented in the 1980s were a response to the DC’s challenged position within the political system. Even though initially no party criticized the “divorce,” this changed when its effects became apparent. Epstein and Schor (1989, 161) mention opposition from the Partito Socialista Italiano (PSI) and some sections of the PCI based on the perception that interest rates went up too much after the “divorce”.

The “divorce” did not, however, change everything immediately. In 1982, the Banca d’Italia, for the first time, refused to buy unsold government bonds. As a reaction, the Treasury had to withdraw the maximum amount of 14 percent from its account at the central bank. Furthermore, it had to ask the parliament for extension of its overdraft facility. The parliamentarians approved quickly, since the alternative was a major fiscal crisis (Quaglia 2008, 77; Cobham, Cosci, and Mattesini 2008, 263). This episode illustrates that while the central bank was not obliged to buy unsold bonds anymore, in reality things proved to be more difficult. However, in 1983, the share of total government debt financed via money creation fell drastically, indicating a change in course (Epstein and Schor 1989, 161).

The “divorce” was implemented at the beginning of decade that saw a general trend toward market liberalization in Italy. Between 1988 and 1989, floor prices for government bonds at Treasury auctions were abolished. Furthermore, the secondary market for government securities and the money market were reformed (Cobham, Cosci, and Mattesini 2008, 263). Compulsory reserve requirements and the payment system were also changed (Gobbi 1996, 69–73). Quaglia (2008, 78) argues that financial liberalization was driven in part by Italy’s membership of the EU, since EU directives on banking and free movement of capital had to be followed. At the same time, these directives made it easier for market-oriented political actors to push through pro-market reforms.
4.4.2. The 1992 reform and its triggers

While the early 1980s saw a reform of the financial system and a changing role of the Italian central bank, its position remained formally unchanged. Formal independence followed in the early 1990s. The reform consisted of two steps. In 1992, the Banca d’Italia was granted the exclusive right to set interest rates without approval from the Treasury. In 1993, the overdraft facility was replaced by an interest-bearing deposit account, which must always be in credit. Both measures passed parliament in 1992—the former in January and the latter in November.

As Quaglia (2008, 78) points out, the formal changes followed informally changed practices that preceded the reforms. The overdraft account had not been used since the late 1980s and the Treasury had never vetoed the proposed interest rate changes by the central bank. This is in line with the assessment by Cobham, Cosci, and Mattesini (2008, 264) that informal independence—that is, actual central bank behavior as opposed to formal legislation—had increased significantly during the 1980s and in the early 1990s.

Still, changing practices can be reverted, and they certainly do not satisfy the requirements for the EMU. After the Maastricht Treaty was passed in 1992, it was clear that an independent central bank would be a prerequisite for joining the EMU. Therefore, countries without independent central banks faced two options, either changing the respective legislation or sticking with the national currency. Italy opted for the former, which came as no surprise, since the foundation for the central bank reforms were already laid in the 1980s.

According to Woolley (1992, 169), Italian officials viewed the country’s EMS membership as an important driver for creating conditions necessary for economic growth and a further integration with other European economies. Conversely, the reforms of the 1980s were seen as necessary to increase the country’s credibility. Quaglia (2004, 1102) points out that a majority of economic experts in Italy supported Italy’s membership of the EMU.

While CBI is generally viewed as a mean to improve a country’s monetary performance, the Banca d’Italia achieved respectable success in stabilizing inflation in the years prior to the reform, as Table 12 demonstrates. As Walsh (1999, 68–69) points out, monetary adjustment in Italy took place successfully in the years between 1988 and 1991, while fiscal adjustment was delayed until the period between 1991 and 1997. In the period of monetary adjustment, inflation was brought down from the two-digit area to around five percent. The adjustment process also proved to be successful in terms of the lira’s external
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value with only one smaller devaluation in the early 1990s. The devaluation was accompanied by narrowing the Lira’s ERM fluctuation band from +/- 6 percent to +/- 2.25 percent (Walsh 1999, 69).

**TABLE 12.** Inflation rates in Italy 1980–1984 (year-on-year, as measured by the CPI)

<table>
<thead>
<tr>
<th>Year</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1980</td>
<td>21.3</td>
</tr>
<tr>
<td>1981</td>
<td>17.8</td>
</tr>
<tr>
<td>“Divorce”</td>
<td></td>
</tr>
<tr>
<td>1982</td>
<td>16.4</td>
</tr>
<tr>
<td>1983</td>
<td>14.6</td>
</tr>
<tr>
<td>1984</td>
<td>10.8</td>
</tr>
<tr>
<td>1985</td>
<td>9.2</td>
</tr>
<tr>
<td>1986</td>
<td>5.8</td>
</tr>
<tr>
<td>1987</td>
<td>4.7</td>
</tr>
<tr>
<td>1988</td>
<td>5.1</td>
</tr>
<tr>
<td>1989</td>
<td>6.2</td>
</tr>
<tr>
<td>1990</td>
<td>6.5</td>
</tr>
<tr>
<td>1991</td>
<td>6.3</td>
</tr>
<tr>
<td>1992</td>
<td>5.1</td>
</tr>
<tr>
<td>“Central bank reform enacted”</td>
<td></td>
</tr>
<tr>
<td>1993</td>
<td>4.5</td>
</tr>
<tr>
<td>1994</td>
<td>4.0</td>
</tr>
</tbody>
</table>

Source: World Bank database

However, the reform of the Banca d’Italia was passed at a time of high economic uncertainty. Italy’s involuntary exit from the ERM happened in the same year the reform was passed. Still, the relationship between the two events is indirect. The reform was no response to Italy’s forced exit from the ERM, but rather to the Maastricht Treaty which made an independent central bank a prerequisite for participation in the monetary union (Passacantando 1996, 85; Sarcinelli 1995, 398–399).

But the membership in the EMU was viewed as a necessary step to make Italy more competitive and integrated into Europe’s economy. This, in turn, should make the Italian economy more resilient against currency crisis, such as the 1992 ERM exit. In the light of the long history of monetary instability in Italy, the decision to participate in the EMU could indeed be interpreted as a response to recurring currency crises.

The reform also coincided with a major political crisis. The constellation that dominated Italy’s politics in the post-war decades became fragile. The DC as well as the
PSI faced internal problems, which erupted when the alliance failed to get two presidential candidates elected in 1992.

The two reform steps toward the Banca d’Italia’s full independence were undertaken by two different governments which, nevertheless, consisted of the same parties. The change in legislation that granted the central bank instrumental independence was passed by the Andreotti VII government. This cabinet was in power from April 1991 to June 1992 and left office before Italy’s departure from the ERM. Apart from DC and PSI, the governing coalition consisted of the Partito Socialista Democratico Italiano (PSDI) and the Partito Liberale Italiano (PLI).

**TABLE 13. Composition and duration of Italian governments 1980–1994**

<table>
<thead>
<tr>
<th>Government</th>
<th>Parties in government</th>
<th>Period in office</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spadolini II</td>
<td>DC-PSI-PSDI-PRI-PLI</td>
<td>Aug 1982–Dec 1982</td>
<td>4</td>
</tr>
<tr>
<td>Fanfani V</td>
<td>DC-PSI-PSDI-PLI</td>
<td>Dec 1982–Aug 1983</td>
<td>8</td>
</tr>
<tr>
<td>Craxi II</td>
<td>DC-PSI-PSDI-PRI-PLI</td>
<td>Aug 1986–Apr 1987</td>
<td>8</td>
</tr>
<tr>
<td>Fanfani VI</td>
<td>DC</td>
<td>Apr 1987–Jun 1987</td>
<td>3</td>
</tr>
<tr>
<td>Goria</td>
<td>DC-PSI-PSDI-PRI-PLI</td>
<td>Jul 1987–Apr 1988</td>
<td>10</td>
</tr>
<tr>
<td>De Mita</td>
<td>DC-PSI-PSDI-PRI-PLI</td>
<td>Apr 1988–Aug 1989</td>
<td>17</td>
</tr>
<tr>
<td>Andreotti VI</td>
<td>DC-PSI-PSDI-PRI-PLI</td>
<td>Aug 1989–Apr 1991</td>
<td>21</td>
</tr>
<tr>
<td>Amato</td>
<td>DC-PSI-PSDI-PLI</td>
<td>Jun 1992–Apr 1993</td>
<td>11</td>
</tr>
<tr>
<td>Ciampi</td>
<td>DC-PLI-PSDI-PSI-PDS</td>
<td>Apr 1993–May 1994</td>
<td>13</td>
</tr>
</tbody>
</table>

Source: Walsh (1999, 70) / Duration in months

In June 1992, a new government coalition was formed. It involved the same parties, but was led by Giuliano Amato, instead of Giulio Andreotti. Amato was considered the right hand of long-time Socialist leader Bettino Craxi (Berselli 2001, 18), who was involved in a major corruption scandal at that time. As early as July 1992—one month after taking office—the government achieved to abolish the wage-indexing system, which was often considered a major source of high inflation rates by reinforcing a price/wage spiral (Maes and Quaglia 2003, 14). In December 1992, the coalition passed the second part of the CBI
reform. The Amato government was replaced in April 1993 by a technocratic government led by former Banca d’Italia governor Carlo Ciampi.

According to Berselli (2001, 18), both the Amato and the Ciampi government were “characterized not by any distinctive political features but by their technical content.” He argues that the focus on technical issues was founded in the parties’ involvement in corruption scandals, which made it hard for them to engage in political debate. In 1993, an electoral reform was passed and, as a consequence, a majority voting system was implemented. The 1994 elections ended with a surprise win for the newly founded populist Forza Italia party, led by media tycoon Silvio Berlusconi.

4.4.3. Discussion
The most striking aspect of the reform of the Banca d’Italia in 1992 is probably that it was widely perceived as a non-event. In the years up to the reform, the central bank had been involved in an ongoing struggle for more autonomy from the Treasury. This proved to be relatively successful, even though formal legislation remained unchanged. The most crucial event was the 1981 “divorce”, which freed the Banca d’Italia from buying unsold government bonds at auctions. This step laid the foundation for a more autonomous Banca d’Italia, which was in line with a far-reaching transformation of the Italian economy toward a stronger market orientation. The change in central bank legislation in 1992 did not mark the beginning of a new era in Italian central banking; rather, it was the endpoint of a transformation that had been ongoing since the early 1980s.

The passing of the reform coincided with a currency crisis, Italy’s forced exit from the EMS. The first part of the reform was passed before Italy’s EMS departure in September 1992, the second one only a few months after. But there is no indication that the currency crisis played a major role in the central bank reform. Rather, the crucial event in 1992 was the Maastricht Treaty, which made a commitment to CBI a prerequisite for joining the EMU. Besides the currency crisis, Italy also experienced a major political crisis in the early 1990s, with the whole political system imploding. The Banca d’Italia was perceived as one of the few institutions not affected by the corruption scandals, which probably was one of the main reasons why two former Banca d’Italia governors became prime ministers in those turbulent years.

Credibility considerations played a role only insofar as many Italian officials considered a transformation of the economy as necessary to stay a trustworthy creditor at
the international financial markets. The perceived lack of credibility was not due to the presence of left-wing parties in the government coalition, but rather because of Italy’s history of monetary instability from the 1970s onward. Data on inflation and the lira’s external value show that monetary stability was reached before the reform was implemented, which demonstrates that CBI reforms are not necessary to implement stabilization policies successfully, as was argued in Section 2.2.4.

4.5. Reform of the Bank of Japan

Japan’s central bank is the Bank of Japan (BOJ). Its foundation dates back to the nineteenth century. Despite its long history, the BOJ did not undergo many institutional changes. After the central bank legislation was changed in 1942 to finance war expanses, the BOJ’s status remained unchanged until the 1990s, which saw both a major economic crisis and the end of the Liberal Democratic Party of Japan's (LDP) dominance of the political system. In 1997, the BOJ’s institutional position was strengthened: a reform was passed which increased the BOJ’s autonomy substantially.

4.5.1. Historical context

The BOJ was founded in October 1882 and became the only financial institution with the right to issue banknotes two years later (Cargill, Hutchinson, and Ito 1997, 17). From its establishment onward, the central bank was subordinate to the Ministry of Finance (MOF). Important events in the first decades after the establishment of the bank include a major earthquake in Tokyo in September 1923 and a banking crisis in 1927. The former resulted in massive interventions by the BOJ and, in part, monetary financing of the government’s repairment bills. The latter led to a new banking law in 1928. While the new legislation did not change the BOJ’s institutional status, it led to a stronger influence of the government on the financial sector. In the 1930s, further measures in that direction were taken and, finally, in 1942, the BOJ law was changed. All these reform steps were part of a more general war mobilization. The new law required the BOJ to support the government in whatever steps it took. Furthermore, the MOF’s control over the BOJ was complete (Cargill, Hutchinson, and Ito 1997, 21; Cargill, Hutchinson, and Ito 2000, 87).

After the war, there were only minor changes to the BOJ law, which resulted, for instance, in the establishment of a Policy Board in 1949. The more fundamental institutional position of the BOJ, however, remained unchanged. In the late 1950s and the
early 1960s, some debate about reforming the central bank arose, but did not result in any new legislation. A main reason for the absence of further reform proposals was the relative prosperity that Japan achieved in the post-war decades. Only the five years after WWII proved to be painful, since Japan’s industrial base was destroyed and inflation went out of control. But then the so-called Dodge plan\textsuperscript{13} led to macroeconomic stabilization and brought down inflation by curbing the government’s budget deficit and excessive monetary growth. The Dodge plan was enacted in 1949; Japan’s inflation rate declined from 166 percent in 1948 to 18.2 percent in 1950 (Cargill, Hutchinson, and Ito 1997, 28).

In the years between 1950 and 1973, the country experienced high economic growth and moderate inflation. During the time, Japan was part of the Bretton Woods system. Accordingly, the main task of monetary policy was to maintain the fixed exchange rate. The BOJ relied heavily on window guidance, a technical term for the practice of influencing commercial banks’ lending decisions by instructing quantitative limits. The Japanese economy grew by an average rate of 10 percent a year between 1950 and 1973. As Cargill, Hutchinson, and Ito (1997, 32) point out, the size of the economy doubled every seven years. Among industrialized countries, Japan’s growth rate was the highest. At the same time, the price level remained relatively constant with an average inflation of 4.5 percent between 1950 and 1972.

Things changed in the early 1970s, when the Bretton Woods system collapsed. The United States abandoned the gold convertibility of the dollar in August 1971 without consulting the other Bretton Woods members beforehand. Japan did play a role in the decision as the United States had demanded a reevaluation of the yen, which Japan had refused (Cargill, Hutchinson, and Ito 1997, 34). In the following years, the BOJ failed to keep prices constant. Eventually the yen did appreciate, and the central bank tried to offset the negative effect on the economy by stimulating growth. The inflation rate rose to 12 percent in 1973 and to 23 percent in 1974 (Cargill, Hutchinson, and Ito 1997, 35).

The BOJ switched course in 1975 and adopted a monetarist strategy, that is, it started targeting monetary growth rates. Japan’s financial system was in flux, markets were substantially liberalized. With the financial system moving toward a more market-oriented approach, the window guidance policy was dismantled gradually in the late 1970s and early 1980s. In 1991, it was abolished officially (Lukauskas and Shimabukuro 2006, 131).

\textsuperscript{13} The Dodge plan was an economic reconstruction plan named after its creator, a U.S. economic adviser called Joseph Dodge.
In the late 1980s, a major asset price bubble emerged. From 1985 to 1989, the economy experienced high growth and low inflation rates. At the same time, the yen appreciated and the financial system was further liberalized. Stock prices as well as land prices surged. The Nikkei 225 index rose from 13,000 points in December 1985 to 39,000 points in December 1989 (Cargill, Hutchinson, and Ito 1997, 91). The price index for commercial land in six metropolitan cities tripled in the time period between March 1986 and March 1990.

The bubble finally burst in 1989, after the BOJ decided to tighten monetary policy. Stock prices fell by 60 percent from 1990 to 1992 and land prices halved from 1991 to 1995. The BOJ faced harsh criticism for not recognizing and preventing the asset price bubble, and also for not counteracting the following bust in a strong enough manner. On the other hand, the MOF was criticized for its failure to deal with the problem of nonperforming loans in the early 1990s. The liquidation of the jusen industry in 1995 damaged the MOF’s reputation even further since it became clear that the ministry had grossly understated the magnitude of the non performing loan problem (Cargill, Hutchinson, and Ito 2000, 92).

Politically, the post-bubble years saw the end of the total dominance of the LDP, which had ruled Japan for decades. The LDP lost its majority in the Lower House in 1993, after many party members defected to newly established parties (Cox and Rosenbluth 1995, 367). For a short period of less than a year, a coalition of several parties ousted the LDP and took office. This anti-LDP coalition passed an electoral reform that was expected to be disadvantageous to the LDP (Reed, Scheiner, and Thies 2012, 356–357; Pempel 2010, 242).

After the failure of this government coalition in 1994, the LDP managed to return to power as a dominant partner in a new coalition government consisting of the LDP, the Socialist Party and Sakigake. Both of the LDP’s coalition partners adopted a critical stance toward the MOF and demanded reform of the ministry (Hiwatari 2000, 112–116; Lukauskas and Shimabukuro 2006, 132). Sakigake especially had a “firm anti-MOF attitude” and pressed the LDP for reform (Heckel 2014, 46). However, as Dwyer (2004, 254) points out, some members of the LDP advocated tackling the MOF problem themselves as it fitted in their newly found reformist rhetoric. Public anger at the MOF was fueled by the economic crisis on the one hand, but also by cases of personal corruption in which MOF officials were involved (Lukauskas and Shimabukuro 2006, 132; Cargill, Hutchinson, and Ito 1997, 193; Dwyer 2004, 253).
4.5.2. The 1997 reform and its triggers

The three coalition parties started negotiations in 1996 with the goal to reform the MOF. Central bank reform was part of the negotiations since the MOF was in charge of the BOJ, but not explicitly targeted in the early stages. However, as soon as July 1996, the parties involved agreed that the BOJ should become independent of the MOF. This marked a milestone in Japanese central bank legislation since the BOJ law had not been changed substantially since 1942. But while central bank reforms in other industrialized countries were often implemented because politicians thought that independent central banks led to economically superior outcomes, this was not the main aspect in Japan. Instead, the focus of the reform was clearly on weakening the MOF, not on efficiency considerations (Lukauskas and Shimabukuro 2006, 128; Dwyer 2004, 246).

In terms of partisan orientation, Sakigake and LDP both were conservative parties, which are usually thought of as being in favor of CBI. However, the LDP has been in power for decades and never took any steps toward CBI. This might be explained by the lack of party competition. The LDP did not have to fear a left-wing opposition taking over and, hence, the need for tying the hands of future governments did not arise. After all, the future government very likely consisted of the LDP. The Socialist Party obviously was more to the left than the LDP, but as a relatively minor coalition partner, its participation in government was unlikely to produce a major change of direction in economic policymaking. Hence, the need for signaling credibility by delegating monetary policy because of the Socialist Party’s left-wing credentials did not arise.

In July 1996, the Central Bank Study Group was established to plan the details of the reform. In November, it issued a report in which greater independence of the BOJ was advocated. As the institution that had much to lose, the MOF tried to influence the reform process. It is not fully clear whether the primary goal of the MOF was to stop the reform altogether or simply to retain some influence over the BOJ in a new institutional framework. As Lukauskas and Shimabukuro (2006, 132–133) point out, the reform indeed came under pressure within the LDP, and momentum for the BOJ reform waned.

However, when major LDP figures intervened and argued that the reform was central to the larger economic reform program of the government, it progressed. Public anger with the MOF was central to the recommitment to the reform. Prime Minister Hashimoto’s approval ratings declined substantially and put pressure on the LDP to pursue the reform program (Lukauskas and Shimabukuro 2006, 132–133; Dwyer 2004, 254).
In further consequence, a government bill was drafted by the MOF itself and finally adopted with substantial changes in the Japanese Diet in June 1997. The new central bank legislation was effective in April 1998. The reform dramatically reduced the MOF’s influence over the BOJ. Most of its supervisory authority over the BOJ’s operations disappeared, with a mere monitoring of the BOJ’s budget staying in place. The law, however, increased political influence over the BOJ in other areas. The parliament now had the right to approve the government’s appointment of the governor. Also, the governor had to participate in parliamentary hearings when requested and report to the Diet at least every six months. Apart from that, the law included the possibility for the Cabinet to request a delay in monetary policy decisions and to place its own proposals on the agenda of the BOJ’s Policy Board (Lukauskas and Shimabukuro 2006, 133).

Even though the reform was no direct response to the economic crises, it would be wrong to conclude that it played no role whatsoever. The 1990s are often referred to as Japan's lost decade, and the BOJ is one of the main actors in economic policymaking. Criticism of the BOJ focused mainly on two aspects: First, it was not able to prevent the asset-price bubble. Therefore, some critics blame the BOJ of being responsible for the bubble, if not even having created it itself (Cargill, Hutchinson, and Ito 1997, 111–114). Those lines of criticism are usually based on the claim the monetary policy had been too easy in the years up to the crisis and was tightened too late.

A second aspect of criticism draws on the years following the asset-price bubble. Those critics argue that the BOJ failed to counteract the economic downturn and did not prevent Japan's fall into deflation (Mishkin 2010, 612). Whether those arguments are correct or not is subject to intense debate in monetary economics, but it is not directly relevant for the purpose of this thesis. However, it is relevant that the criticism existed in the public and put pressure on the BOJ, but also on the MOF and the government.

While there was no currency crisis or soaring inflation, the general economic downturn and the banking crisis of the early 1990s were very much present at the time the reform was initiated. The deflation of the late 1990s can be interpreted as failure to achieve price stability. But it was less the crisis itself that triggered the reform than the perceived handling of the crisis by the MOF. The reform was debated for the first time in 1996, years after the asset-price bubble burst in 1990. Political aspects certainly played a role. As a result of the unique economic crisis, the political landscape of Japan was shaken. The LDP had shaped post-war Japan like no other party; in fact, it never lost power until the 1990s. In 1993, for the first time since the LDP’s foundation in 1955, it found itself in opposition.
The new ruling coalition, which consisted of several smaller parties, failed to stay in power for longer than a year and the LDP returned to power in 1994. However, it had to rely on coalition partners to do so. Stronger political competition usually puts pressure on parties to respond to the electorate’s demands.

With the broader public anger directed at the MOF, and the LDP’s coalition partners demanding a reform of the ministry, the prime minister’s party had trouble ignoring the complaints. But it should not be overlooked that the LDP consisted of several powerful factions, whose interests differ from time to time. This means that even within the LDP, different suggestions on how to deal with the problems existed. Since the LDP’s coalition partners pushed for the reform, the costs of fighting the idea became higher.

Pressure by international markets, on the other hand, did not really affect the reform. While it has to be acknowledged that a general demand toward reforming Japan’s economy existed, there was no refinancing crisis and no external actors exerted pressure on Japan to implement the CBI concept. The BOJ itself had voiced concerns several times that the Japanese economy was not competitive anymore. Also, the government announced a banking reform, sometimes referred to as “Big Bang”, in 1996, which gained credibility with the delegation of monetary policymaking. But at the same time, central bank reform was in no way crucial—neither for reforming the overall economy nor for banking reform.

The exact design of the reform indicates that it was not so much curbing politicians’ influence over the BOJ in general that triggered the reform, but rather tying the hands of the MOF. After all, the new legislation included relatively strong options for politicians to interfere in the policymaking process—as long as those politicians are members of the Diet.

4.5.3. Discussion
The BOJ reform was clearly triggered by domestic political developments. It was less the ongoing financial crisis of the early 1990s that led to the reform, but rather the mishandling of the crisis by the MOF. The crucial trigger for the reform was the public’s anger over the MOF and, accordingly, the LDP’s diminishing electoral prospects. By agreeing to the BOJ reform, the LDP hoped to shift the blame from itself to the MOF and, at the same time, to distance itself from the unpopular ministry.

Despite the common assumption that conservative parties should be in favor of independent central banks, the LDP never made serious attempts to reform the BOJ’s
institutional position in the decades before the 1990s. The fact that there was no serious electoral competition may explain this. The LDP did not have to tie the hands of future governments because it assumed that future governments would anyway be led by the LDP. After losing office in 1994, the LDP realized that the danger of being ousted from power was real. Stronger party competition led to a stronger responsiveness to the electorate’s demands. However, the LDP rather reluctantly started negotiating with its coalition partners. Only after declining approval ratings put pressure on the LDP, it was ensured that the faltering reform process went on.

The LDP did not change its preferences in the light of a crisis, but it calculated that sacrificing the MOF would save its own position in power. As a consequence, the LDP gave up its policy position to win votes and, subsequently, stay in office. It cannot be ruled out that even a government consisting solely of the LDP would have been forced to respond to the MOF’s weakening position in the public. However, with new actors involved in the decision-making process—the two coalition partners—that pushed for the reform, things were certainly speeded up. The BOJ reform followed the destruction of the post-war Japanese economic system as well as the decline of the LDP. But while both economic and political circumstances changed, the implementation of the reform was clearly triggered by political considerations.

4.6. Reform of the People’s Bank of China

China’s central bank is the People’s Bank of China, which was founded in 1948 and—as the Chinese economy as a whole—underwent major changes since its foundation. The first reform of 1983 marked the establishment of the People’s Bank of China (PBC) as a central bank in the modern sense, after decades in which the bank was merely an executive part in the monobank system. Twelve years later, the 1995 reform again changed the institutional position of the bank in important ways. The following section will discuss this reform in more detail.

4.6.1. Historical context

The establishment of the PBC dates back to December 1, 1948. At that time, the Chinese civil war was still being fought and the People’s Republic of China (PRC) did not even exist. China’s communists, however, already controlled significant parts of the territory which would later on constitute the PRC. They merged the three major banks in this area
into one and created the PBC. After the foundation of the PRC in the following year, the PBC became a crucial part of the country’s banking system. The economic system of the PRC was modeled closely after the Soviet Union, i.e., it was based on the principles of central planning. With regard to the financial system, this concept meant that banking was fully in the hands of the government. More precisely, the PBC was the only bank in the country and, therefore, fulfilled both central and commercial bank functions. In technical terms, a monobank system was established. The PBC did not dominate the banking system; it was the banking system. By 1952, the PBC handled 92.8 percent of total savings and around 90 percent of the total financial transactions (Bell and Hui 2013a, 56; Leung and Mok 2000, 41).

While these numbers suggest a powerful role within the PRC’s economic system, the actual institutional power was rather low. As Bell and Hui (2013a, 42) point out, the PBC was a “mere agent for the central planning apparatus.” While it had local branches all over the country, the PBC was rather an administrative tool than a policymaking body within the Chinese economic system. The State Planning Commission (SPC)—and not the PBC—had the authority over monetary matters. But the PBC’s minor role also resulted from the fact that in China’s economic system, monetary policy played no role whatsoever. The use of monetary policy is dependent on functioning markets, something that was not part of the central planning system. As a result, the institutional role of the central bank was marginalized. The weak institutional status of the PBC was reflected in the decision to absorb it into the MOF in July 1969.

Things started to change after the CPC’s then chairman and China’s de facto leader, Mao Zedong, passed away in September 1976. Only two years later, the new leadership introduced economic reforms that marked a change of course in China’s economic policymaking. Generally speaking, the reforms aimed to open up and decentralize the economy. Starting in agriculture, initial successes were soon achieved. As a consequence, the leadership aimed to implement economic reforms in wider parts of the economy. The monobank system, however, proved to be cumbersome for the direction in which the reforms went. As Holz (2000, 83) points out, China’s financial system was stable prior to the reform period. But as soon as reforms in the real economy were implemented, the need for changes in the financial system followed. As a consequence, the monobank system was gradually dismantled.

In March 1978, the PBC gained ministerial ranking, which meant that it was no longer part of the MOF. In the following years, the PBC’s commercial functions were
delegated to specialized banks. The monobank system was replaced by a two-tiered banking system, in which four state banks took over the commercial functions of the PBC. Those banks had specific fields of specialization. The Agricultural Bank of China was separated from the PBC in March 1979. As the name indicates, it specialized in financing the reforms in the agricultural sector. At the same time, the Bank of China was separated from the PBC. In January 1983, the People’s Construction Bank of China became part of China’s banking system. One year later, in January 1984, the Industrial and Commercial Bank of China was created. Until today, the four banks are referred to as the “Big Four” (Allen et al. 2013, 67; Dobson and Kashyap 2006, 106; Pei 1998, 322).

The establishment of the two-tiered banking system changed the very nature of China’s financial system. But apart from gaining ministerial ranking, the PBC’s status had stayed the same. It became more and more apparent that some changes were needed to accommodate the new situation in the financial system. The commercial functions were delegated to the four state banks, but the PBC could still hardly be considered a modern central bank. In a more market-based banking system, monetary policy would become more important, and within the PBC, the need for new instruments arose. In September 1983, a decree was passed that transformed the PBC from a monobank into a central bank within the newly established two-tiered banking system.

The decree changed the PBC’s position and its tasks in several ways. First, the status and the institutional mandate of the PBC were stated for the first time in history. The PBC was defined as a “government agency […] under the leadership of the State Council” (Bell and Hui 2013a, 64). In the domain of policy, among the PBC’s new defined tasks were control of the money supply, regulation of interest rates and exchanges rates, control of credit funds through Credit Plans, and also regulation of financial institutions.

While the economic reforms in the 1980s proved to be successful in terms of growth, these came with side effects. The Chinese economy reached a situation of overheating several times, which resulted in strong increases in the price level in 1980, 1985 and 1988 (Naughton 1991, 208). Bell and Hui (2013a, 84) characterize the financial system at that time as “pro-cyclical and inflation prone.” In 1988, inflation got out of hand, with the urban consumer price index reaching 20.7 percent. The following year, the price increases decelerated only modestly, with an inflation rate of 16.3 percent (Naughton 1991, 208). The rising costs of living might have contributed to the outbreak of the student protests, which lead to the Tiananmen massacre in 1989, wherein an unknown number of protesters was killed.
The PBC responded to the high inflation rates by tightening money. The inflation rate was brought down successfully; however, the economy experienced a hard landing and fell into recession. The poor macroeconomic performance of 1988–89 was blamed on the reform-oriented former Prime Minister and then Party Secretary Zhao Ziyang, who lost power over economic policy in 1988. After the Tiananmen protests in 1989, he was completely removed from power and conservative hardliners took over (Naughton 2008, 103–105).

Bell and Hui (2013a, 93) argue that “[i]nflation had become a new and salient issue confronting the Party leadership.” The monetary tightening of 1988–89 had proved that the PBC was capable of curbing inflation pressures, even though this success was associated with high economic costs. The more market-based economic system made it harder for the leadership to directly influence prices. At the same time, monetary policy—as a tool to influence inflation—became more important. The Tiananmen massacre made large parts of the leadership become more conservative. Reform policies were stopped, and some conservative party leaders even attempted to roll back major parts of the economic reform policies—a threat which never materialized (Naughton 2008, 105).

4.6.2. The 1995 reform and its triggers

After 1989, China seemed to be caught in a “reform trap” (Naughton 2008, 114). It was not until 1992 that the reformers within the Chinese leadership prevailed again. Two events spurred the turn back to reform policies. In early 1992, party leader Deng Xiaoping made his now-famous “Southern tour,” in which he called for further reform efforts and pointed out the need for these reforms. The second important aspect was that the influence of certain conservative “party elders” was curbed substantially after one of them—former president Li Xianniam—passed away. The new party secretary Jiang Zemin managed to consolidate his power and strengthened his influence over the decision-making processes (Naughton 2008, 115). In the fall of 1992, the CPC congress adopted the concept of a “socialist market economy” as a goal, which marked the first time that the party acknowledged the existence of some kind of market economy. In the following course, new reform policies were implemented.

As was the case in the 1980s, the reforms again spiked inflationary pressure. But now that the power struggle between reformers and conservatives was settled, it was clear that this would not lead to the abandonment of the economic reform path. With China moving in a more market-oriented direction, inflation had to be tackled in a market-
compatible way, that is, by the means of monetary policy. The PBC became a reform target since it had already strengthened its position in the years before, as it was the only institution with expertise in monetary policy. Owing to the lack of expertise in other parts of the government, the Chinese leadership had to rely on the PBC to tackle the problem of inflation. Even though the PBC’s formal status in the early 1990s remained unchanged, its position within the political system had improved.

The rising importance of the PBC was also reflected in its leadership. In July 1993, Zhu Rongji became governor of the PBC. Zhu was considered a political heavyweight at that time, which indicates that the PBC had gained importance since governors in the past had been rather minor figures in China’s political landscape (Pei 1998, 328; Bell and Hui 2013b, 210). Less than two years later—in March 1995—the National People’s Congress adopted the new PBC legislation. Bell and Hui (2013a, 142) consider the passing of the law “a milestone in modernizing the Chinese central bank.”

While the law reiterated that the PBC was under the leadership of the State Council, it granted much more autonomy to the central bank. For instance, the law states the PBC is independent of interference by local governments or other government departments. This step led to a centralization of power within the PBC insofar as local governments usually interfered with local branches of the central bank. As Pei (1998, 328) points out, this interference was a “major cause” of inflationary pressures. The new mandate also states that currency stability and the supervision of financial institutions are the two most important goals. Furthermore, it included changes with regard to government financing. The PBC was not allowed to finance the Treasury via overdraft anymore; it was also banned from directly purchasing government debt (Pei 1998, 340–341).

With the ban on direct state financing, the content of the reform in some way resembles central banking reforms in Western countries. However, the Chinese leadership refrained from granting independence to the central bank. Most of the important monetary policy decisions still require approval by the State Council. Those decisions include changes in lending and deposit rates, changes in discount and rediscount rates, and changes in reserve requirements. In contrast, the PBC is free to use open market operations and window guidance at its own discretion (Geiger 2008, 54). Bell and Hui (2013b, 201) argue that the CPC sees delegation of monetary policy as a potential threat to power. Some observers, e.g. Goodfried and Prasad (2007, 29–36), argue that the PBC will need operational (instrument) independence to achieve steadily low inflation rates.
The new law included a comprehensive mandate for the PBC, that is, price stability and economic growth were considered equal objectives. In principle, this is a dual mandate comparable to the one the U.S. Federal Reserve follows. However, it is controversial whether the PBC actually considers price stability and economic growth as equal objectives. Some scholars argue that China’s central bankers are, in fact, more focused on price stability (Bell and Hui 2013a: 141). The PBC itself pushed for price stability as the top priority in the mandate. As Bell and Hui (2013a, 158) point out, the PBC seized a window of opportunity because inflation was high at the time the reform was passed and pushed the government to include price stability as formal priority into the law.

**TABLE 14. Inflation rates in China 1987–1997 (year-on-year, as measured by the CPI)**

<table>
<thead>
<tr>
<th>Year</th>
<th>Inflation Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1987</td>
<td>7.2</td>
</tr>
<tr>
<td>1988</td>
<td>18.7</td>
</tr>
<tr>
<td>1989</td>
<td>18.3</td>
</tr>
<tr>
<td>1990</td>
<td>3.1</td>
</tr>
<tr>
<td>1991</td>
<td>3.5</td>
</tr>
<tr>
<td>1992</td>
<td>6.3</td>
</tr>
<tr>
<td>1993</td>
<td>14.6</td>
</tr>
<tr>
<td>1994</td>
<td>24.2</td>
</tr>
<tr>
<td>1995</td>
<td>16.9</td>
</tr>
<tr>
<td>1996</td>
<td>8.3</td>
</tr>
<tr>
<td>1997</td>
<td>2.8</td>
</tr>
</tbody>
</table>

Reform policies were stopped
Return to the reform path
Central bank reform

Source: World Bank database

4.6.3. Discussion
The 1995 central banking reform in China was both a response to financial turmoil in the form of high inflation rates as well as an expression of an ongoing transformation of the economic system. After the monobank system was dismantled and a two-tiered banking system was established in the 1980s, inflation increasingly became a problem. The PBC brought down inflation successfully in 1990, but strong inflationary pressures arose again from 1993 onward. The CPC leadership viewed inflation as a threat to their legitimacy and considered strengthening the PBC as an appropriate response since the central bank was considered the only institution that had the necessary knowledge to curb inflation.
The position of the PBC had already been strengthened informally in the years up to the reform, which was mainly founded on its expertise with respect to inflation. It also helped that for the first time in the history of the PBC, a political heavyweight led the organization after Zhu Rongji became governor in 1993. Apart from that, the timing of the reform was influenced by a power struggle between conservatives and reformers within the CPC, which was won by the latter and made it possible that new reforms were tackled.

4.7. Comparative Assessment
This chapter discussed central bank reforms in four different countries. Three of them are industrialized countries, one a developing country. On the other hand, three are liberal democracies and one is an autocracy. The motivations for the reforms were quite different. The reforms in the United Kingdom and Japan were clearly driven by credibility considerations. While the newly elected Labour government tried to signal a stability-oriented economic policy course to the public, the LDP-led Japanese government responded primarily to electoral incentives. The LDP feared that the unpopular MOF would hurt its chances at the ballot box and found it necessary to demonstrate reform willingness to the electorate. Curbing the MOF’s influence on the BOJ enhanced the LDP’s credibility as a reform-oriented party. Clearly, it was no coincidence that the reform was initiated in an election year. The British Labour Party, on the other hand, passed its central bank reform directly after being elected in office. The reform signaled economic stability orientation, which Labour lacked, because it was often portrayed as the party of economic instability, especially because of the IMF loan that a Labour government had to apply for in the 1970s.

Italy’s central bank reform was also about credibility, but in a more indirect way. As already discussed, the most striking aspect about the reform is that it was perceived as a non-event. Neither the currency crisis with the forced exit from the ERM nor the two changes in government in the reform year 1992 played a major role. Rather, it was part of a long-term trend of a stronger market orientation in the Italian economic system. The reform was the institutionalization of a policy change that occurred more than ten years earlier, that is, the “divorce” between the Banca d’Italia and the Treasury in 1981. The strong consensus that Italy’s economic system required reform and the membership of the country in the EMU was necessary can be interpreted as a response to a lack of credibility of the domestic economic policy arrangement since the 1970s.
In that sense, the reform of the People’s Bank of China has a surprising similarity, as it was also part of a broader rebuilding of domestic economic institutions toward a stronger market orientation. However, while Italy sought to enhance its credibility in response to the internationalization of its economy and, more generally, to globalization, these considerations did not really play a big role in China. The country was not dependent in foreign investors and did, in fact, even impose strict capital controls at the time of the reform.

But while there was no need to please foreign investors, the Chinese government had to tackle economic reform in the light of rising inflation rates and economic instability. In that sense, the Chinese reform is the only one of the four cases that were discussed where the institutional changes were a direct response to a financial or economic crisis. Credibility, on the other hand, did play a role, but was less relevant. Since the CPC draws much of its legitimacy from China’s economic performance and the success of reform policies, it could be argued that failure to tackle the inflation crisis would have hurt the CPC’s credibility. But since the CPC did not face any electoral pressure, the effect was probably smaller than it would have been if China were a liberal democracy.
5. CONCLUSIONS

The aim of this thesis was to contribute to the understanding of mechanisms driving central bank reforms. While many countries decided to delegate monetary policy to independent central banks from the 1980s to 2010, they did so to varying degrees. Based on a theoretical framework, building upon rational choice institutionalism, it was assumed that central bank reforms follow a political logic. In other words, the variance in central bank reforms should be understood in the context of politics, not economics. More specifically, it was assumed that central bank reforms are driven mainly by two motivations. First, political actors try to counteract a credibility deficit. The need to demonstrate credibility can arise from dependence on foreign investors as well as from the domestic electorate. Second, political actors try to isolate monetary policy from the political sphere, and see delegation as a means to tie the hands of future governments.

Based on these considerations, three hypotheses were tested. It was theorized that countries that experienced inflation, currency, or banking crises are likely to implement more far-reaching central bank reforms since the crisis damaged the credibility of the existing institutional setting. Hence, the need for reform becomes a necessity for the government, which otherwise would face pressure from the international financial markets or the electorate. In authoritarian countries, an economic crisis might increase the chance of a coup d'état or a public uprising.

But a lack of credibility is not necessarily associated with an external shock such as an economic crisis. It can also result from a government’s ideological orientation. In monetary policy, standard partisan assumptions are that left-wing parties tend to place more weight on fighting unemployment than on keeping inflation rates low. Right-wing governments, on the other hand, are assumed to have a stronger preference for price stability. Therefore, international investors might charge a risk premium for bonds of countries ruled by left-wing governments, while inflation-averse voters may fear that price stability and, accordingly, their savings might be in danger. To counteract this credibility deficit and signal a commitment to stability-oriented monetary policy, delegation becomes a rational strategy for left-wing governments.

The third hypothesis is built on the assumption that political actors opt for delegation to tie the hands of future governments. Since governments do not stay in office forever, they have to think about the time after they leave. To make sure future
governments do not implement policies the current government wants to avoid, delegating monetary policy to an independent central bank is a rational strategy. It was assumed that politicians’ awareness of a possible loss of power is higher when their terms of office end. Hence, political actors should be more likely to implement far-reaching central bank reforms at the end of their terms of office.

The statistical analysis carried out in this thesis showed that economic crises are strongly associated with major changes in central bank legislation. In more than 60 percent of the central bank reforms in the data-set, the respective countries experienced inflation rates of above 10 percent in at least one of three years prior to the reform. In 18 percent of the cases, inflation exceeded 100 percent. Currency crises and banking crises are also very strongly associated with changes in central bank legislation. While the data showed a clear relationship between crises and central bank reforms, the presence of crises does not explain the degree of change in central bank legislation. The first hypothesis was not confirmed by the data.

In contrast, the data showed that left-wing governments are indeed more likely to implement stronger changes in central bank legislation than right-wing or centrist governments. This provides a strong indication for the hypothesis that left-wing governments use delegation of monetary policy as a mean to counteract a credibility deficit. The results of the regression analysis further showed that governments are more likely to implement far-reaching central bank reforms if their terms of office are at an end, which indicates that they try to tie the hands of future governments. Taken together, the results of the regression analysis demonstrate that while the presence of crises is indeed a strong predictor for central bank reforms, its particular content is explained better by political aspects.

Four cases of central bank reforms were investigated more closely. The reform of the BOE in 1997 provides further indication for the hypothesis that left-wing governments establish independent central banks to signal their commitment to monetary stability. However, the Labour Party rather aimed to demonstrate this commitment to the electorate, and especially home mortgage owners than to foreign investors.

On the other hand, Italy’s central bank reform in 1992 occurred at a time of political turmoil and coincided with a major currency crisis, namely the forced exit from the ERM. The reform, however, was not triggered by either one of the two events, but rather was a response to the Maastricht Treaty, which made an independent central bank a prerequisite
for participation in the EMU. Becoming a member of the EMU was considered necessary to further modernize the country’s economy and strengthened Italy’s credibility on the financial markets. Strikingly, the reform was largely perceived as a non-event, which can be explained by the fact that it only formalized what had been an informal practice for years. More crucial than the 1992 reform was the so-called “divorce” in 1981, which freed the central bank from its obligation to buy unsold government bonds.

The reform of the BOJ in 1997 is a poster case for politics as the main driver for a change in legislation. At the time the reform was passed, the country had been in an economic crisis for years. While it would have been plausible to blame at least part of the situation on the BOJ, the Japanese government made no attempts to reform the central bank until another institution—the Ministry of Finance—came under public pressure. With the LDP’s approval ratings declining and elections coming up, the government used the reform to remove the BOJ from the ministry's influence and, by doing so, signaled a tough stance against the ministry to the electorate. Even though the reform was passed at the end of the term, it was not aimed at tying the hands of future governments, but rather the hands of the Ministry of Finance.

In contrast, electoral consequences obviously did not play a role in China’s reform of its central bank in 1995. Rather, the reform was a response to soaring inflation rates in the transformation process of the economy. The CPC leadership increasingly began to view inflation as serious threat to its legitimacy. The PBC was viewed as the only institution that had the necessary knowledge to curb inflation. In part, the reform formalized a stronger institutional position of the PBC, which it had already reached informally. Apart from that, the timing of the reform was influenced by a power struggle between conservatives and reformers within the CPC.

To conclude, the case studies provided valuable additional information that cannot be captured by statistical methods. The case of Japan indicates that aspects of electoral accountability deserve a closer look. Reforms that are implemented at the end of a term do not necessarily reflect the desire to tie the hands of future governments; electoral incentives may also play a role. While most of the research on CBI is focused on formal changes, the cases studies provide evidence that informal aspects should not be overlooked either. In three of the four cases, the central banks had already increased their power informally in the years up to a formal change in legislation.
Moreover, further research should also focus on the differences in delegation between democratic and authoritarian systems, and between developing and industrialized countries as well. The case of China that has been discussed indicates that the mechanisms of delegation differ in some aspects.
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7. APPENDIX

7.1. List of reforms included in the statistical analysis

Albania (1997)
Argentina (1992)
Armenia (1996)
Armenia (2002)
Belarus (2001)
Belgium (1993)
Bolivia (1995)
Bulgaria (1997)
Chile (1989)
Colombia (1993)
Costa Rica (1996)
Croatia (2001)
Croatia (2002)
Dominican Rep (2002)
Finland (1998)
France (1993)
Greece (1995)
Guatemala (2002)
Honduras (1997)
Hungary (2001)
Indonesia (1999)
Italy (1993)
Japan (1998)
Kazakhstan (1995)
Kazakhstan (2003)
Kenya (1996)
Korea, Republic of (1998)
Kyrgyzstan (1997)
Latvia (1998)
Lithuania (1996)
Macedonia (2002)
Malaysia (2009)
Mexico (1985)
Mexico (1994)
Mongolia (1996)
New Zealand (1990)
Nicaragua (1992)
Norway (2003)
Paraguay (1995)
Peru (1993)
Philippines (1993)
Poland (1997)
Portugal (1995)
Romania (2004)
Romania (1998)
Russia (2002)
Slovakia (1999)
Slovakia (2002)
Slovenia (2002)
South Africa (1989)
Spain (1994)
Sweden (1998)
Switzerland (2003)
Tajikistan (1996)
Thailand (2008)
Turkey (2001)
Ukraine (1999)
United Kingdom (1997)
Uruguay (1995)
Venezuela (1993)

The numbers in parentheses indicate the years in which the reforms went into effect.
7.2. Abstract

7.2.1. English

Central banks are the government agencies responsible for monetary policy. As such, they influence important economic variables like inflation, economic growth and unemployment. Therefore, the question whether central banks are limited to carry out policy decisions by politicians or have the power to decide these themselves is highly relevant. From the 1980s onward, a strong global trend toward more autonomous central banks can be observed. In other words, politicians delegated decision-making power in the field of monetary policy to central bankers. It is somewhat puzzling why politicians decide to give up their ability to influence the economy in the first place. Also, it is unclear why politicians grant higher degree of independence to central banks in some countries than in others.

This study aims to contribute to the understanding of the mechanisms in policy delegation and examines the varying degrees of central bank reforms. Building on a rational choice institutionalist framework, it is assumed that central bank reforms are implemented when the expected benefits from a reform exceed the expected costs associated with the reform. Three specific hypotheses are tested. The statistical analysis shows that (1) economic crises are strongly associated with major changes in central bank legislation. But while the data showed a clear relationship between crises and central bank reforms, the presence of crises does not explain the degree of change in central bank legislation. Furthermore, the results indicate (2) support for the hypothesis that left-wing governments implement stronger central bank reforms to counteract a perceived credibility deficit resulting from standard partisan expectations that left-wing parties put a greater weight on fighting unemployment than inflation while right-wing governments are usually assumed to have contrary preferences. The statistical analysis also finds that (3) governments opt for more far-reaching central bank reforms if those reforms take place at the end of their terms in office, which indicates that politicians try to tie the hands of successors. Taken together, the results of the regression analysis indicate that while the presence of crises is a strong predictor for central bank reforms, its particular content is better explained by political aspects.

Four central bank reforms were studies in more detail. It was shown that the 1997 reform of the Bank of England was mainly driven by credibility considerations. The newly
elected Labour government tried to signal its commitment to a responsible monetary policy to the electorate by granting independence to the central bank. In contrast, the 1992 reform of the Banca d’Italia was mainly a response to the Maastricht Treaty which made independent central banks a prerequisite for joining the European Monetary Union. However, the Italian central bank had already gained much more autonomy in the decade up to the reform. Japan’s 1997 central bank reform was triggered by electoral pressures. The government feared that voters would punish it for failures in the Ministry of Finance, and responded by removing the decision-making power of monetary policy from the ministry to the central bank. The 1995 central bank reform in China was a response to soaring inflation rates as a result of more market-oriented reform policies, as the government increasingly viewed inflation as a threat to its legitimacy.
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