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1 Introduction

1.1 Problem Description

The Vehicle Routing Problem (VRP), which was introduced by Dantzig and Ramser [1959], is an important problem that aggregates fields of transportation, distribution, and logistics and affects a wide range of enterprises from many business sectors. Together with its different variants, the VRP has been the concern of study of many researchers from all over the world.

In its simplest form, the VRP refers to the problems of delivery or collection of goods between depots and customers and involves the design of a set of minimum-cost routes, starting and ending at a depot, for a vehicle fleet that services a set of customers with given demands. The basic version of the VRP is the Capacitated Vehicle Routing Problem (CVRP), where the capacity restrictions for vehicles are imposed.

The vehicle routing problem with time windows (VRPTW) is an extension of CVRP which addresses the issue of allowable delivery times, called time windows. Soft time windows can be violated at a penalty, while hard time windows do not permit to arrive at a customer after the latest time to begin the service (Toth and Vigo [2002]). Time windows are very common in the practice since many business organisations work on fixed time schedules and impose delivery deadlines (Solomon [1987]). In the presence of these additional constraints, the problem becomes even more complex than the VRP, which is known to be NP-hard.

1.2 Motivation

Although numerous papers have addressed a welter of VRP extensions, it comes out that only a few of them have explicitly taken into account visual attractiveness of the solution routes. However, the shape of routes becomes of great significance
when it comes to practical applications of the VRP. Kim et al. [2006] argue that it is not practical to have overlapping routes in real-world applications. From a practical perspective, overlapping routes may cause difficulty to manage the operations in practice. Crossing avoidance is a common logic behind human dispatcher while creating routes. MacGregor and Ormerod [1996] observe that people can identify the convex hull of a set of points and that they build tours by connecting points on the convex hull in the order of adjacency. Moreover, Van Rooij et al. [2003] try to justify the same phenomenon with the hypothesis that people achieve this by trying to avoid crossings. Usually, managers and operational planners tend to adopt solutions that are intuitively acceptable, i.e. plans with reasonable shapes of the tours. They prefer routes that are compatible with the historical dispatch system (before the implementation of a vehicle routing software) which they are familiar with. Companies are willing to implement algorithms that represent a progressive transition from their prior business practice. This has been observed and confirmed by researchers who have implemented commercial routing software for industry (ex. Savelsbergh and Sol [1995], Shao et al. [2005], Kim et al. [2006]).

According to Poot et al. [2002], visually attractive plans seem to be more logical for the decision makers in a firm and contribute to creation of trust and acceptance among planners and drivers, which leads to faster acceptance of the system. Additionally, Tang and Miller-Hooks [2006] stress that the assignment of drivers to relatively small areas improves the familiarity with the road network and consequently the efficiency of operations, because drivers have regional knowledge and relationships. Furthermore, according to Kant et al. [2008], customers require a limited number of drivers visiting them. Hasle and Bräysy [2014] remark that, in the context of newspaper delivery, it is undesirable to have intersections of service areas because of the risk that neighbouring subscribers can receive their newspaper at different times. Additionally, the authors point out that the visual appeal
of the routes is an important factor in decision whether a specific routing plan will be accepted or rejected. Another reason for the visually appealing routes is the fact, that "pretty" solutions are more robust operationally (Tang and Miller-Hooks [2006]).

The term "visual attractiveness" of the routes can first be found in the paper of Poot et al. [2002]. It belongs to the, so called, non-standard solution quality measures, as opposed to traditional quality measures such as total distance travelled, total number of vehicles used and total transportation costs. A set of tours is said to be visually attractive when it fulfils the following characteristics: each of the tours is compact and tours do not cross each other.

Constantino et al. [2015] assert that it may be not straightforward to measure and describe the attractiveness of the routes in a mathematical way. Therefore, aesthetic aspects of routing plans are often treated as soft constraints. Visually attractive plans may perform worse than other plans with respect to the traditional quality measures, but there have been proofs that some methods deliver good results in terms of both, traditional and non-traditional quality measures (ex. Tang and Miller-Hooks [2006], Lu and Dessouky [2006]).

The goal of this master’s thesis is to introduce proposed solution methods and measures that are dealing with the visual attractiveness of the VRP routes and to compare their performance with respect to conventional and non-conventional quality measures.

The remainder of the thesis is structured as follows. Section 2 provides a literature review on measures that have been presented to date to evaluate and increase the visual attractiveness of the routes in VRP. Subsequently, Section 3 is devoted to mathematical formulations of the basic VRPTW model together with the extended models that include the metrics for quantifying and enhancing the visual appeal of the routes. In Section 4 we present computational results of our
study of their performance. Section 5 analyses the results of a qualitative survey investigating the opinions of a number of participants. Section 6 concludes the presented work.

2 Literature Review

Although it is hard to find the research work on visual attractiveness among the literature on VRP, some authors have taken into consideration shapes and compactness of the routes and implemented solution approaches that cope with these aesthetic measures. This section reviews the literature on numerical measures for visual attractiveness and solution methodologies that are employed in order to obtain routing plans with the desired shapes of the routes.

Since the visual attractiveness of the routes is important in the real-life VRP, solution methods which consider the layout of the routes are often developed using real-life data and incorporating different non-standard client-specific constraints, which are rarely mentioned in the literature. Therefore, existing solution methods deal with extensive, somewhat unique problems and are accordingly complex. According to Hollis and Green [2012], tight time windows are the greatest hurdle to visual attractiveness. Since for many problems exact approaches can only solve relatively small sized instances, solution approaches that concern with visually attractive routes are mostly heuristics. The papers are discussed in chronological order.

As mentioned above, Poot et al. [2002] first measure quantitatively the visual attractiveness of routes. They develop a saving-based algorithm and compare obtained solutions with those received using extended sequential insertion algorithm. The authors come to the conclusion that saving-based algorithm outperforms the insertion algorithm in terms of both, traditional and non-traditional
quality measures. In their work, besides standard capacity restrictions, they consider non-standard constraints such as multiple time windows, vehicle type and region constraints. Poot et al. [2002] describe some possible parameters to evaluate the visual attractiveness of the plans (all measures should preferably have low values):

(a) Average number of customers in a route that are closer to the centre of gravity of another route. Centre of gravity is calculated from the coordinates of the locations of the customers in the trip.

(b) Average distance to the centre of gravity of the route.

(c) Average distance between any two customers in the route.

(d) Total number of crossings between routes.

(e) Average number of crossings within a route, while crossings that occur on the way from and to the depot are not considered.

(f) Average number of customers that are in the convex hull of another trip. The convex hull is formed by locations of all customers served in the trip and is defined as the smallest polygon that encloses all the customers in the set.

Poot et al. [2002] remark that, instead of analysing the already obtained results using non-standard quality measures, it would be interesting to incorporate these measures in the optimization function itself.

Kim et al. [2006] remark that overlapping of service areas is related to the crossings of the tours. According to the authors, the route compactness depends on the grouping of the stops into a route. Therefore, the service areas of each vehicle should be preferably concentrated in a geographical region. They develop
a two-phase clustering-based waste collection VRPTW algorithm, which explicitly considers the route compactness. First, the stops are clustered based on their locations and then are moved among clusters in order to enhance the route compactness. The effectiveness of the solution method was confirmed by computational results obtained using real-life data of a waste-management company.

In addition to the traditional VRP constraints, they consider time windows, heterogeneous fleet and lunch breaks of drivers. Furthermore, the vehicles are allowed to renew their capacity at an intermediate facility. They focus on the visual attractiveness of the solution by implementing a shape improvement scheme. The measure to quantify the visual "beauty" is the shape metric, which is defined as follows:

\[
S_m = \sum_{\text{All tours } T_i} \sum_{\text{All routes } R_j} \sum_{\text{All stops } S_{T_k}} \text{Dist}(S_{T_k}, S_{T_c}),
\]

where \( S_{T_c} \) is the stop that is closest to the centroid of each route \( R_j \) when the distance measure is the street distance. The authors use in addition to shape metric another measure to evaluate the cluster overlap

\[
N_h,
\]

which counts the number of stops that belong to more than one convex hull of clusters. The measures should take lowest possible values to be more visually attractive.

Tang and Miller-Hooks [2006] define a VRP with solution shape constraints and develop an interactive heuristic which results in solutions with "significantly improved layout while maintaining satisfactory results in terms of conventional VRP measures." [Tang and Miller-Hooks, 2006]
They use real-life data of a package delivery company to test their approach. The results show the effectiveness of the heuristic in terms of conventional and non-conventional VRP measures. As a geographical reference point they propose the median of a tour, which is defined as:

$$M_k = \arg\min_{i \in R(k)} \left[ \sum_{j \in R(k) \setminus \{i\}} d(i, j) \right],$$  \hspace{1cm} (3)

where $M_k$ is the median of tour $k$, $R(k)$ is the set of customers included in tour $k$, and $d(i, j)$ is the Euclidean distance between customers $i$ and $j$. In contrast to the centre of gravity, which was used by Poot et al. [2002], the authors use a measure that coincides with an actual customer location.

Tang and Miller-Hooks [2006] propose two measures for the assessment of the visual attractiveness of the tours (smaller values of the measures indicate a better solution shape):

- **Measure One** is the total number of customer locations that are closer to the median of another tour than to the median of the tour in which they are included, computed by:

  $$N = \left\{ i \mid d(i, M_{R_i}) > \min_{k \in F \setminus \{R_i\}} d(i, M_k) \quad \forall i \in V \setminus \{0\} \right\},$$  \hspace{1cm} (4)

  where $R_i$ denotes the index of the tour to which customer $i$ belongs, $F$ denotes the set of all tours, and $d(i, M_k)$ is the Euclidean distance between customer $i$ and median $M_k$.

- **Measure Two** is the average Euclidean distance between customers and their routes medians, computed by:

  $$\bar{d} = \frac{\sum_{i=1}^{n} d(i, M_{R_i})}{n}.$$  \hspace{1cm} (5)
Lu and Dessouky [2006] present a non-standard measure, Crossing Length Percentage (CLP), defined as the sum of the crossed length of all the crossings divided by the total length of the tour, to quantify the visual attractiveness of the solution. The CLP evaluates the degree of crossings within a trip and is calculated as follows:

\[
CLP = \frac{\sum_{i=1}^{n} \min(\beta_i, \lambda - \beta_i)}{\lambda},
\]

where \( \lambda \) is the total length of the trip and \( \beta_i \) is the route’s length of the portion within crossing point \( cs_i \).

The authors state that the number of crossings alone is not a proper quantity measure, since the crossing level depends on how deep the crossings are and whether the multiple crossings entangle each other. The CLP indicates the most entangled portions of a trip. Therefore, it helps in adjusting these sequences and improve the trips. "Maintaining routes with lower CLP at each iteration in an insertion heuristic can avoid the acceptance of unattractive insertions in the earlier stage of creating interim routes." [Lu and Dessouky, 2006]

Matis [2008] proposes other measurements to evaluate the quality of the solution. The route compactness is calculated as follows:

\[
COMP_i = \frac{\text{AvgDist}_i}{\text{AvgMaxDist}_i},
\]

where \( \text{AvgDist}_i \) is the average distance between two immediate customers in the route \( i \) and \( \text{AvgMaxDist}_i \) is an average distance restricted to the longest 20\% of the distances between two immediate customers in the route \( i \). Further, he calculates the average number of customers in a route that are closer to the center of gravity of another route as follows:
\[ DGRB_i = 2 \cdot \left(1 - \frac{|\hat{O}_i|}{|O_i|}\right), \]  

(8)

where \(|\hat{O}_i|\) is the number of customers closer to the centre of gravity of another route, and \(|O_i|\) is the number of all customers in the route \(i\). Furthermore, the visual attractiveness can be measured as:

\[ VA_i = \frac{1}{NC_i} + \frac{1}{DGRB_i} + \frac{1}{COMP_i} - 1, \]  

(9)

where \(NC_i\) represents the number of crossings in the route \(i\). In the case of \(VA_i\) the result is a number in the range from 0 to 1 and higher value indicates better visual attractiveness; in practice, its value is usually less than 0.5.

Kant et al. [2008] describe an algorithm developed for the Coca-Cola Enterprises that deals with many non-standard constraints, such as vehicle type, time windows, drivers working hours and traffic patterns constraints. The authors do not use explicit measures to quantify the visual "beauty" of the plan. Instead, they add a clustering function to their algorithm in order to optimize the visual attractiveness of the solution. They define:

\[ Centre \ stop \ (C) = \frac{n}{2}, \]  

(10)

where \(n\) is the number of stops in the route, and compute the distance to it for each stop in the route. Subsequently, they compute for each route total penalty cost by summing up the distances and multiplying the sum by a clustering penalty parameter (CP), which can be tuned manually in order to obtain attractive solutions. This clustering function was incorporated into the cost function.

Hollis and Green [2012] develop a two-phase approach "for producing visually attractive and operationally robust solutions to a real-life VRP with time windows." [Hollis and Green, 2012]
It has been implemented for the daily beverage distribution problem of Schweppes Australia Pty. Ltd. The algorithm uses an augmented objective function, which aims at balancing between minimizing traditional cost measures, whilst delivering a high degree of visual attractiveness of the plan. Additionally to the measures mentioned above, the authors define:

- Centre of gravity of route \( r \): \( G(r) \) which is the average of the \( x \) and \( y \) coordinates of the customers serviced,

- The average distance between two consecutive customers in route \( r \):

\[
AD(r) = \sum_{s \in S^*_r} D(s, s^+)/(|S_r| - 1),
\]

(11)

where \( S^*_r \) is the set of customers, excluding the last customer, serviced by route \( r \), and \( s^+ \) is the customer serviced immediately after \( s \),

- The minimum distance between the unrouted customer \( m \) and any customer serviced by route \( r \):

\[
MD(m, r) = \arg\min_{s \in S_r} \{ D(m, s) \ \forall s \in S_r \},
\]

(12)

- The measure for the compactness of the route \( r \):

\[
Z(r) = \sum_{s \in S_r} D(s, G(r)),
\]

(13)

and

- The number of customers serviced by route \( r_1 \) that are in the convex hull of route \( r_2 \):

\[
H(r_1, r_2).
\]

(14)
Gretton and Kilby [2013] investigate the effects of integration of shape penalties in solutions to the VRP using Large Neighbourhood Search. The first measure is the *compactness penalty* which is defined as the sum of distances of assigned customers to their route medians. The *median* of the route is defined as follows:

\[ C_R = \arg\min_{i \in R} V(i, R), \]  

where \( i \) denotes a customer, \( R \) is a route and \( V(i, R) = \sum_{j \in R} d(i, j) \). In addition, they investigate *bending energy*, which was first proposed by Young et al. [1974]. It is the amount of effort required to form a shape using a linear thin-shelled medium. Liu et al. [2008] propose a new definition using *visual curvature*. Following that, Gretton and Kilby [2013] define:

\[ \text{Bending energy} = \text{sum of turn angles}. \]  

The authors come to the conclusion that minimising the bending energy aims at identifying compact routes in early search.

Constantino et al. [2015] propose a bounded overlapping mixed capacitated arc routing problem (BCARP) and introduce a constraint to reduce the number of intersections between routes. According to them, usable routes should exhibit connectivity and compactness. "The connectivity of a region can be defined as the possibility of travelling between two points in a region without leaving it." [Constantino et al., 2015]

Moreover, compact regions should have preferably shapes which are close to a circle or a square, or the distances between points should be as low as possible. The authors obtain results that are more attractive to implement in practice because of the better shape of the solutions, which is evaluated by the following measures:
Connectivity Index (CI) = \( \frac{CC}{|\text{routes}|} \), \( (17) \)

where \( CC \) is the average number of the connected components of the set of tasks in the service zone and \( |\text{routes}| \) is the number of routes in the solution. For the ideally connected solution the value of CI equals one.

\[
\text{Average Task Distance (ATD)} = \frac{1}{|\text{routes}|} \sum_{p=1}^{P} \sum_{a,b \text{ served by } p} D_{ab} \left( \frac{|\text{taskpairs}|}{|\text{routes}|} \right), \quad (18)
\]

where \( |\text{taskpairs}| = \frac{|\text{tasks}|(|\text{tasks}| - |\text{routes}|)}{2 \times |\text{routes}|^2} \) is the approximate average number of tasks assigned to each route and \( D_{ab} \) is the minimum time from \( a \) to \( b \). The smaller ATD the more compact is the route.

\[
\text{Routes Overlapping Index (ROI)} = \frac{NO - |N|}{\left( \sqrt{|\text{routes}|} + \sqrt{|N| - 1} \right)^2 - |N|}, \quad (19)
\]

where \( N \) is the number of vertices in the graph, including the depot, \( NO = \sum_{i \in N} \sum_{r=1}^{|R|} n_i^r \) is the number of routes a vertex belongs to, and \( NO - |N| \) is the node overlapping of the solution and the term in the denominator represents the node overlapping of an "ideal" solution.

Lum et al. [2015] propose another metric for the route compactness that incorporates similar intuition:

\[
\text{Hull Overlap (HO)} = \frac{1}{|R|} \sum_{r_1, r_2 \in R} \frac{\text{intersec}(\text{convex}(r_1), \text{convex}(r_2))}{\text{convex}(r_1)}, \quad (20)
\]

where \( R \) is the set of routes in the solution, \( \text{intersec} \) is the area of the intersection,
and convex is the convex hull of the points.

According to Lum et al. [2015], the metric HO captures the geographic overlap between the areas of responsibility of the drivers and results in non-overlapping and contiguous routes. The authors describe several weaknesses of the ROI metric, especially for approaches where street networks are used.

The following Table (1) summarises the measures for visual attractiveness used in the literature and lists the authors who have employed them. Additionally, a classification based on multiple criteria is given. First, we distinguish between measurements which use the median, the centre of gravity, the customer closest to the centroid of the trip, or the centre stop $C = \frac{2}{n}$ as a routes reference point. Secondly, we capture measures that take into account the convex hull of a route or the turn angles. Thirdly, we distinguish between measures that consider only one route itself (single route) and those which compare many routes at once (multiple routes). The next criterion is whether a measure is used to analyse the quality of an already obtained solution and/or to compare different algorithms (ex-post evaluation), or whether it has been directly incorporated into the solution approach, for example into the objective function as solution penalty in the form of a soft constraint or as a non-standard hard constraint, in order to determinate a visually attractive solution. In addition, we check which distance metric, (Euclidean or street distance) was used and, lastly, we make stand out the measures, which were used in an exact approach.
<table>
<thead>
<tr>
<th>Authors</th>
<th>Measures</th>
<th>median</th>
<th>centre of gravity</th>
<th>customer closest to the centroid</th>
<th>C=n/2</th>
<th>convex hull</th>
<th>turn angles</th>
<th>single route</th>
<th>multiple routes</th>
<th>ex-post evaluation</th>
<th>soft constraints</th>
<th>hard constraints</th>
<th>Euclidean distance</th>
<th>street distance</th>
<th>exact approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poot et al. [2002]</td>
<td>(a)-(e)</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(f)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Kim et al. [2006]</td>
<td>(1)</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(2)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Tang and Miller-Hooks [2006]</td>
<td>(3), (4)</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(5)</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Lu and Dessouky [2006]</td>
<td>(6)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>N/A</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Matis [2008]</td>
<td>(7)-(9)</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Kant et al. [2008]</td>
<td>(10)</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>N/A</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Hollis and Green [2012]</td>
<td>(11)-(13)</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(14)</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Gretton and Kilby [2013]</td>
<td>(15)</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(16)</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Constantino et al. [2015]</td>
<td>(17)-(19)</td>
<td>✓</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lum et al. [2015]</td>
<td>(20)</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1: Measures for visual attractiveness
3 Mathematical models

Several measures to quantify the visual attractiveness of the routes have been considered in the literature. In this section, we present mathematical formulations of both, the basic VRPTW model, as well as the models that include metrics for visual beauty of the solutions. Typical solutions for VRPTW models are usually very unsatisfactory in terms of the visual attractiveness criteria. Therefore, solutions resulting from solving the problem can be very inadequate to implement in practice. As the majority of solution approaches dealing with ”pretty” routes are heuristics, we want to consider exact solution methodology in order to evaluate the quality of proposed measures.

Considering the measures given in the Table 1, we can assume that, generally speaking, visually appealing solutions are synonymous with compact and non-overlapping routes. Firstly, ”pretty” routes will minimise the distances between the centre of the route and the customers. But, which reference point should be employed as the centre of the route? The authors mentioned above use different reference points. Poot et al. [2002], Matis [2008] and Hollis and Green [2012] propose the centre of gravity, Kim et al. [2006] use a customer that is closest to the centre of gravity, while Tang and Miller-Hooks [2006] and Gretton and Kilby [2013] use median - the customer for which the total Euclidean distance to all other customers is minimal. Moreover, Kant et al. [2008] define the middle stop of a route. According to Tang and Miller-Hooks [2006] routes do not overlap, when all customers are closest to the median of their route. Gretton and Kilby [2013] calculate the median of every route encountered during the search. They give a proof that using accurate medians yields to more compact solutions with reduced number of crossings. Following the latter, we can state that using the right point representing the centre of a route is crucial to achieve compact routes. Therefore, we develop a model that includes, so called, lollipop routes soft constraints. For
that purpose we consider a set of route centres, one per route, and introduce binary variables to the basic VRPTW model (Subsection 3.2).

Furthermore, in order to obtain a visually appealing plan we should reduce the number of inter-route and intra-route crossings. As mentioned above, Lu and Dessouky [2006] propose the measure Crossing Length Percentage as it indicates the most entangled portions within a trip. However, Hollis and Green [2012] remark that, in the presence of time windows, the crossings within a route may be necessary in order to eliminate the waiting time. According to Hollis and Green [2012], inter-route crossings appear as convex hull overlaps between routes. Consequently, it seems plausible to assume that to avoid intersections between tours, the customers served by one vehicle should be concentrated in a geographical region. We develop two models that deal with crossings. Firstly, the model in Subsection 3.3 forbids simultaneous use of intersecting arcs in the solution. Secondly, the Subsection 3.4 presents a model that penalises crossings when they occur in the solution, instead of forbidding them.

Another important measure to enhance the visual attractiveness is the bending energy proposed by Gretton and Kilby [2013]. As pointed out in the previous section, minimising the sum of turn angles mitigates the tendency to select for long and overlapping hulls, and consequently, leads to more visually appealing routes. We introduce the bending energy constraints in the model presented in Subsection 3.5.

Since no methodology is perfect in order to obtain visually appealing routes, we evaluate the models using numerical examples. In the next Section (4) we compare the models with regard to the effectiveness in leading to solutions with the desired structure.
3.1 Model 1: Traditional formulation

The following problem formulation can be found in Toth and Vigo [2002]. We consider the following input data:

- $n$ is the number of customers that have to be visited
- $N = \{1..n\}$ is the set of customers
- $A$ is the set of arcs
- $V = N \cup \{0, n + 1\}$ is the set of nodes, including the depot, which is represented by two nodes 0 and $n + 1$
- $m$ is the number of available vehicles
- $K = \{1..m\}$ is the set of available vehicles, each with capacity $C$
- $c_{ij}$ is the travel cost, which corresponds to the Euclidean distance from customer $i$ to $j$
- $d_i$ is the demand to be delivered to customer $i$
- $s_i$ is the service time at customer $i$
- $[a_i, b_i]$ is the time window at customer $i$
- $E$ is the earliest possible departure from the depot
- $L$ is the latest possible arrival at the depot
- $M$ is a large constant

We use the following decision variables:

- $x_{ijk} \in \{0, 1\}$ takes value 1 if arc $(i, j)$ is used by vehicle $k$ and 0 otherwise
• \( w_{ik} \) is the start of service at node \( i \) when serviced by vehicle \( k \)

The VRPTW can be formulated as follows:

\[
\text{min} \sum_{k \in K} \sum_{i,j \in A} c_{ij}x_{ijk} \quad (21)
\]

subject to:

\[
\sum_{k \in K} \sum_{j \in V \setminus \{0\}} x_{ijk} = 1 \quad \forall i \in N \quad (22)
\]

\[
\sum_{j \in V \setminus \{0\}} x_{0jk} = 1 \quad \forall k \in K \quad (23)
\]

\[
\sum_{i \in V \setminus \{n+1\}} x_{ijk} - \sum_{i \in V \setminus \{0\}} x_{ijk} = 0 \quad \forall k \in K \; \forall j \in N \quad (24)
\]

\[
\sum_{i \in V \setminus \{n+1\}} x_{i,n+1,k} = 1 \quad \forall k \in K \quad (25)
\]

\[
w_{ik} + s_i + c_{ij} - w_{jk} \leq (1 - x_{ijk})M \quad \forall k \in K \; \forall (i,j) \in A \quad (26)
\]

\[
a_i \sum_{j \in V \setminus \{0\}} x_{ijk} \leq w_{ik} \leq b_i \sum_{j \in V \setminus \{0\}} x_{ijk} \quad \forall k \in K \; \forall i \in N \quad (27)
\]

\[
E \leq w_{ik} \leq L \quad \forall k \in K \; \forall i \in \{0, n+1\} \quad (28)
\]

\[
\sum_{i \in N} d_i \sum_{j \in V \setminus \{0\}} x_{ijk} \leq C \quad \forall k \in K \quad (29)
\]

\[
x_{ijk} \geq 0 \quad \forall k \in K \; \forall (i,j) \in A \quad (30)
\]

\[
x_{ijk} \in \{0, 1\} \quad \forall k \in K \; \forall (i,j) \in A \quad (31)
\]

The objective function (21) calculates the total cost, which consist of the total travel distance. Constraints (22) ensure that each customer is assigned to exactly one vehicle route. Next, (23) - (25) are flow constraints. Each vehicle route must start and end at the depot. Additionally, constraints (26) - (28) restrict the schedule feasibility and constraints (29) guarantee the capacity feasibility. Finally, constraints (30) force decision variables \( x_{ijk} \) to be equal or greater than zero and
impose binary conditions on the flow variables.

3.2 Model 2: Pretty routes as lollipop constraints

This model is also built upon (21) - (31). We add binary variables $\gamma_{ij}$, which take value 1 if node $i$ is centred around node $j$. We also consider a constant $\lambda$ to weigh the penalty in the objective function. We modify the objective function as follows:

$$\min \sum_{k \in K} \sum_{(i,j) \in A} c_{ij}x_{ijk} + \lambda \sum_{i \in N} \sum_{j \in V\{0\}} c_{ij}\gamma_{ij}$$

the following constraints have to be added:

$$\gamma_{jl} \leq \gamma_{il} + 1 - \sum_{k \in K} x_{ijk} \quad \forall i \in N \quad \forall j \in N \quad \forall l \in V\{0\}$$

$$\sum_{j \in V\{0\}} \gamma_{ij} \geq 1 \quad \forall i \in N$$

3.3 Model 3: Pretty routes as crossing arcs hard constraints

In the following model the additional input data $\delta_{ijlm}$ is considered, which takes the value 1 if arcs $(i, j)$ and $(l, m)$ are intersecting. We add to (21) - (31) the following constraints:

$$\sum_{k \in K} x_{ijk} + \sum_{k \in K} x_{lmk} + \sum_{k \in K} x_{jik} + \sum_{k \in K} x_{mlk} \leq 1 \quad \forall i, j, l, m \mid \delta_{ijlm} = 1$$

3.4 Model 4: Pretty routes as crossing arcs soft constraints

In this model the use of intersecting arcs is penalised in the objective function. The constant $\mu$ weights the penalty. We need additional decision variables $\alpha_{ijlm}$
which take value 1 if arcs \((i, j)\) and \((l, m)\) are used in the solution, and 0 otherwise.

The new objective function is as follows:

\[
\min \sum_{k \in K} \sum_{(i, j) \in A} c_{ij} x_{ijk} + \mu \sum_{(i, j, l, m) \in V} \alpha_{ijlm} \tag{36}
\]

and we complete the model with the constraints:

\[
\alpha_{ijlm} \geq \sum_{k \in K} x_{ijk} + \sum_{k \in K} x_{lmk} + \sum_{k \in K} x_{jlk} + \sum_{k \in K} x_{mlk} - 1 \quad \forall i, j, l, m \mid \delta_{ijlm} = 1 \tag{37}
\]

### 3.5 Model 5: Pretty routes as bending energy constraints

In this model, we consider additional input data \(e_{ijl}\), which is the precomputed turn angle between customers \(i, j\) and \(l\). We penalise the use of arcs with a high value of turn angle and consider a constant \(\alpha\) to weigh the penalty in the objective function.

#### 3.5.1 Two-index bending energy

In this version, we add a new decision variable \(\beta_{ij}\) to the model (21) - (31) and modify the objective function as follows:

\[
\min \sum_{k \in K} \sum_{(i, j) \in A} c_{ij} x_{ijk} + \alpha \sum_{(i, j) \in A} \beta_{ij} \tag{38}
\]

we also need the following constraints:

\[
\beta_{ij} \geq \sum_{l} \left( e_{ijl} \left( \sum_{k} x_{ijk} + \sum_{k} x_{jlk} - 1 \right) \right) \quad \forall i \in V \setminus \{n + 1\} \quad \forall j \in V \setminus \{0, n + 1\} \tag{39}
\]

\[
\beta_{ij} \geq 0 \quad \forall (i, j) \in A \tag{40}
\]
3.5.2 Three-index bending energy

In the second version, we add a new decision variable $\beta_{ijl}$ to the model (21) - (31) and modify the objective function as follows:

$$
\min \sum_{k \in K} \sum_{(i,j) \in A} c_{ij} x_{ijk} + \alpha \sum_{(i,j) \in A} \sum_{(j,l) \in A} \beta_{ijl}
$$

we also need the following constraints:

$$
\beta_{ijl} \geq e_{ijl} \left( \sum_k x_{ijk} + \sum_k x_{jlk} - 1 \right) \quad \forall i \in V \setminus \{n + 1\} \quad \forall j \in V \setminus \{0, n + 1\} \quad \forall l \in V \setminus \{0, n + 1\}
$$

$$
\beta_{ijl} \geq 0 \quad \forall (i, j) \in A \quad \forall (j, l) \in A
$$

4 Results

In this section we present results of our computational study on four models: the lollipop constraints model, the bending energy model with two index variables, the crossing arcs hard constraints model, and the crossing arcs soft constraints model. We test the proposed modelling approaches for the purpose of drawing conclusions about their characteristics, solution quality and CPU performance.

4.1 Test instances

We use for the investigation the well known Solomon’s instances (Solomon [1987]), which are available on the Solomon’s website (Solomon). The instances include following data: the number of vehicles and their capacity, customer coordinates, the demand of customers, service time, and tightness and positioning of time win-
dows. The problem sets are denoted by R1 and R2 (geographical data generated randomly by a random uniform distribution), C1 and C2 (clustered) and RC1 and RC2 (semiclustered). The sets R1, C1 and RC1 have tight time windows, while R2, C2 and RC2 have a long scheduling horizon. These characteristics, coupled with large vehicle capacities, lead to a higher number of customers to be serviced by the same vehicle in the sets R2, C2 and RC2.

To obtain distance data, the Euclidean distance for each pair of nodes is computed. We assume that the travel times correspond to the distances between customers. We believe that this simplification does not affect the validity of our results. Moreover, the vehicle fleet is assumed to be homogeneous. The constant M is always set to 100000. We apply the above presented methods to all sets of test instances. The models were implemented in CPLEX 12.6.3 and executed on 2.67 GHz Intel Xeon CPU. We restrict CPLEX to a single thread. We allocate 64 gigabytes of memory and specify a run time limit of 24 hours for each run. The visualisations of the solution were created with Proute (Tricoire).

4.2 Computational results

Tables (2) - (6) show the results of our computational investigation. Each row in the following tables displays the results for a Solomon’s instance. We test 168 Solomon’s instances. Since the problems are very CPU intensive, we start the investigation with 20 customers. For the problem sets with 50 customers only a small number of instances could be solved within a given run time restriction of 24 hours and memory usage restriction of 64 gigabytes. We report solution quality and results for the basic VRPTW model, the model with bending energy metric, the model with lollipop constraints and the models with crossings hard and soft constraints. The columns labelled \( \text{Dist.} \) and \( \text{CPU(s)} \) provide absolute values of the travel distance and the run time in seconds, respectively. In the columns labelled
Dev. (%) we give the relative performance of the three methods with respect to the travel distance and the run time, i.e. the per cent deviation from optimal solution. This value is calculated by $100 \times \frac{(vis.\ attr. - basic)}{basic}$, where basic is the performance of the basic VRPTW model and vis.\ attr. is the performance of the method with metrics for visual attractiveness. Some of the instances are too time consuming for some of the models. The notation time limit means that the problem could not be solved within a given time limit of 24 hours. Furthermore, in some cases, especially for the model with lollipop constraints, the memory usage exceeds 64 gigabytes. We denote the out-of-memory status with memory.

We evaluate the solution quality in terms of the travel distance as well as the run time. Additionally, we consider the visual beauty of the solutions as the non-traditional solution quality measure.

Analysing the results with regard to the objective function, it is not surprisingly that the crossing arcs hard constraints method leads to the highest increase in the travel distance. Optimal solutions for the VRPTW include often intersections and forbidding them causes mostly the increase in the travel distance and in the number of vehicle used, because additional routes have to be added to the routing plan, in order to avoid crossings. Figure 1 shows the routing plan produced by the basic VRPTW model and the model with crossings hard constraints at the example of instance 20-RC101.

Instead, the crossing arcs soft constraints method leads to the smallest increase of travel distance. We can observe in Figure 2 that this method results in routing plans where only the best avoidable crossings are ejected. The crossing arcs soft constraints model reduces the number of intersections by two when compared to the basic VRPTW model, keeping the number of tours in the solution at the same level (Figure 2). When avoiding an intersection would cause a high increase in the travel distance, the crossing arcs are still used in the solution. The trade-off
between the number of crossings and the number of routes in the solution can be shown at the example of instance 25-R201 (Figure 3). Another example is the instance 20-R101 (Figure 9), where forbidding intersections leads to nine tours, where two of them are one-customer tours, and penalising the intersections reduces the number of tours by one, while maintaining one crossing in the solution.

Furthermore, results show that the lollipop constraints model produces more compact routes while generating competitive results with respect to the objective function (13% increase in the travel distance on average). However, more compact routes require a higher number of tours. Therefore, when a limited number of vehicles or drivers has to be considered, the utility of the lollipop constraint method can be degraded. Figure 5 shows the comparison on instance 20-C201.

The bending energy method had limited success. For all the clustered problems (C1 and C2), as well as a number of random problems (R1 and R2) the method did not lead to any change in the routing plan. Additionally, for many instances, minimising the bending energy causes an increase of the number of crossings in the solution or to the increase in the number of routes. For some instances, however, the bending energy method leads to more aesthetic routing plans, as it can be shown at the example of instance 20-R201 (Figure 6).

Three of the models, the bending energy method, the lollipop constraints method, and the crossing arcs soft constraints method, are parametrised. The constants $\alpha$, $\lambda$, and $\mu$ determine the weight of the penalties in the objective functions. We examined the effect on the solution by setting the parameters as follows: $\alpha_1 = 1$, $\alpha_2 = 2$, $\lambda_1 = 1$, $\lambda_2 = 2$, $\mu_1 = 1$ and $\mu_2 = 2$.

Given the computational results, we can state that increasing $\alpha$ in the model with bending energy causes a change in the solution only for the random (R1 and R2) and semiclustered (RC2) instances. The increase of $\alpha$ leads to an increase in the travel distance by 0.92% on average. For clustered instances (C1 and C2)
the solution remains the same. In terms of the visual attractiveness of the routing plan, higher \( \alpha \) increases the number of intersections in the solutions (Example: Instance 20-RC201, Figure 7).

In the case of the model with lollipop constraints, the increase of \( \lambda \) has a significant effect on solution quality (the objective function increases by 23.91% on average). However, we observe that higher \( \lambda \) leads to creation of back and forth routes serving only one customer (Example: Instance R101, Figure 8).

For the crossings arcs soft constraints method setting \( \mu = 2 \) results in solutions that are the same as either the solutions to hard constraints model or the solutions to the soft constraint model where \( \mu = 1 \). The only instance where \( \mu = 2 \) results in another solution is 50-R101. Figure 9 shows the two different solutions. The increased \( \mu \) reduces the number of crossings by five and at the same time eliminates a back-and-forth tour (0-50-0).

In terms of computation time, the bending energy method seems to be very efficient. On clustered problems, this method was the fastest one. For the C1 and C2 problem sets, the method has an average run time of 21.91 seconds and 517.80 seconds, respectively. Over all problem sets, the method had an average run time of 201.80 seconds. On the other hand, for randomly generated problems and semiclustered problems (R1, R2 and RC2), the crossing arcs hard constraints method leads to the shortest run times. For a number of instances, the method results in a significant decrease in the running time, as compared to the basic model. The running times for the crossing arcs soft constraints model were higher for all of the instances than for the version with hard constraints. The soft constraints method is much slower even if it does not change the routing plan as compared to the basic VRPTW model. The lollipop constraints method leads to the most significant increase in computation time. For many C2 instances, as well as all of the R2 and RC2 instances, the computation time of the lollipop constraints model
exceeds 24 hours. In general, the instances with tighter time windows were more efficient with regard to the computation time.
### Table 2: Results for C1

<table>
<thead>
<tr>
<th>Instance</th>
<th>basic model bending energy</th>
<th>lollipop</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dist. CPU(s)</td>
<td>Dist. Dev.(%)</td>
</tr>
<tr>
<td>20-C101</td>
<td>175.37 0.82</td>
<td>175.37 0.00</td>
</tr>
<tr>
<td>20-C105</td>
<td>175.37 2.10</td>
<td>175.37 0.00</td>
</tr>
<tr>
<td>20-C106</td>
<td>175.37 0.77</td>
<td>175.37 0.00</td>
</tr>
<tr>
<td>20-C107</td>
<td>175.37 3.94</td>
<td>175.37 0.00</td>
</tr>
<tr>
<td>25-C101</td>
<td>191.81 3.29</td>
<td>191.81 0.00</td>
</tr>
<tr>
<td>25-C105</td>
<td>191.81 6.05</td>
<td>191.81 0.00</td>
</tr>
<tr>
<td>25-C106</td>
<td>191.81 2.03</td>
<td>191.81 0.00</td>
</tr>
<tr>
<td>25-C107</td>
<td>191.81 7.20</td>
<td>192.64 0.43</td>
</tr>
<tr>
<td>50-C101</td>
<td>363.25 21.66</td>
<td>363.25 0.00</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>203.55 5.32</td>
<td>203.64 0.05</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Instance</th>
<th>basic model crossings hard</th>
<th>crossings soft</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dist. CPU(s)</td>
<td>Dist. Dev.(%)</td>
</tr>
<tr>
<td>20-C101</td>
<td>175.37 0.82</td>
<td>175.37 0.00</td>
</tr>
<tr>
<td>20-C105</td>
<td>175.37 2.10</td>
<td>175.37 0.00</td>
</tr>
<tr>
<td>20-C106</td>
<td>175.37 0.77</td>
<td>175.37 0.00</td>
</tr>
<tr>
<td>20-C107</td>
<td>175.37 3.94</td>
<td>175.37 0.00</td>
</tr>
<tr>
<td>25-C101</td>
<td>191.81 3.29</td>
<td>191.81 0.00</td>
</tr>
<tr>
<td>25-C105</td>
<td>191.81 6.05</td>
<td>191.81 0.00</td>
</tr>
<tr>
<td>25-C106</td>
<td>191.81 2.03</td>
<td>191.81 0.00</td>
</tr>
<tr>
<td>25-C107</td>
<td>191.81 7.20</td>
<td>191.81 0.00</td>
</tr>
<tr>
<td>50-C101</td>
<td>363.25 21.66</td>
<td>363.25 0.00</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>203.55 5.32</td>
<td>203.55 0.00</td>
</tr>
</tbody>
</table>
### Table 3: Results for C2

<table>
<thead>
<tr>
<th>Instance</th>
<th>basic model bending energy lollipop</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dist. CPU(s)</td>
</tr>
<tr>
<td>20-C201</td>
<td>199,01 0,78</td>
</tr>
<tr>
<td>20-C205</td>
<td>199,01 14,95</td>
</tr>
<tr>
<td>25-C201</td>
<td>215,54 1,32</td>
</tr>
<tr>
<td>25-C205</td>
<td>215,54 64,44</td>
</tr>
<tr>
<td>50-C201</td>
<td>361,80 4,4</td>
</tr>
<tr>
<td>Average</td>
<td>238,18 17,18</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Instance</th>
<th>basic model crossings hard crossings soft</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dist. CPU(s)</td>
</tr>
<tr>
<td>20-C201</td>
<td>199,01 0,78</td>
</tr>
<tr>
<td>20-C205</td>
<td>199,01 14,95</td>
</tr>
<tr>
<td>25-C201</td>
<td>215,54 1,32</td>
</tr>
<tr>
<td>25-C205</td>
<td>215,54 64,44</td>
</tr>
<tr>
<td>50-C201</td>
<td>361,80 4,4</td>
</tr>
<tr>
<td>Average</td>
<td>238,18 17,18</td>
</tr>
</tbody>
</table>

### Table 4: Results for R1

<table>
<thead>
<tr>
<th>Instance</th>
<th>basic model bending energy lollipop</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dist. CPU(s)</td>
</tr>
<tr>
<td>20-R101</td>
<td>511,25 0,64</td>
</tr>
<tr>
<td>25-R105</td>
<td>432,48 197,22</td>
</tr>
<tr>
<td>25-R101</td>
<td>618,33 1,71</td>
</tr>
<tr>
<td>25-R105</td>
<td>531,54 3556,65</td>
</tr>
<tr>
<td>50-R101</td>
<td>1046,70 232,23</td>
</tr>
<tr>
<td>Average</td>
<td>628,06 797,69</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Instance</th>
<th>basic model crossings hard crossings soft</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dist. CPU(s)</td>
</tr>
<tr>
<td>20-R101</td>
<td>511,25 0,64</td>
</tr>
<tr>
<td>25-R105</td>
<td>432,48 197,22</td>
</tr>
<tr>
<td>25-R101</td>
<td>618,33 1,71</td>
</tr>
<tr>
<td>25-R105</td>
<td>531,54 3556,65</td>
</tr>
<tr>
<td>50-R101</td>
<td>1046,70 232,23</td>
</tr>
<tr>
<td>Average</td>
<td>628,06 797,69</td>
</tr>
</tbody>
</table>
Table 5: Results for R2

<table>
<thead>
<tr>
<th>Instance</th>
<th>basic model</th>
<th>bending energy</th>
<th>lollipop</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dist. CPU(s)</td>
<td>Dist. Dev.(%)</td>
<td>CPU(s) Dev.(%)</td>
</tr>
<tr>
<td>20-R201</td>
<td>388.12</td>
<td>390.33</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25-R201</td>
<td>464.37</td>
<td>465.18</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>426.25</td>
<td>427.76</td>
<td>0.37</td>
</tr>
</tbody>
</table>

Table 6: Results for RC2

<table>
<thead>
<tr>
<th>Instance</th>
<th>basic model</th>
<th>crossings hard</th>
<th>crossings soft</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dist. CPU(s)</td>
<td>Dist. Dev.(%)</td>
<td>CPU(s) Dev.(%)</td>
</tr>
<tr>
<td>20-RC201</td>
<td>388.12</td>
<td>403.87</td>
<td>4.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25-RC201</td>
<td>464.37</td>
<td>498.20</td>
<td>7.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>426.25</td>
<td>451.04</td>
<td>5.67</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Instance</th>
<th>basic model</th>
<th>bending energy</th>
<th>lollipop</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dist. CPU(s)</td>
<td>Dist. Dev.(%)</td>
<td>CPU(s) Dev.(%)</td>
</tr>
<tr>
<td>20-RC201</td>
<td>328.33</td>
<td>329.85</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25-RC201</td>
<td>361.24</td>
<td>362.69</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>344.79</td>
<td>346.27</td>
<td>0.43</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Instance</th>
<th>basic model</th>
<th>crossings hard</th>
<th>crossings soft</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dist. CPU(s)</td>
<td>Dist. Dev.(%)</td>
<td>CPU(s) Dev.(%)</td>
</tr>
<tr>
<td>20-RC201</td>
<td>328.33</td>
<td>memory</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25-RC201</td>
<td>361.24</td>
<td>566.22</td>
<td>56.74</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>344.79</td>
<td>566.22</td>
<td>56.74</td>
</tr>
</tbody>
</table>
Figure 1: Instance 20-RC101: solution of the basic VRPTW model with four routes (left) and solution for the model with crossings constraints with six routes (right).
Figure 2: Instance 25-R201: solution of the basic VRPTW model with five crossings (left) and solution for the model with crossing soft constraints with three crossings and the same number of tours (right).
Figure 3: Instance 25-R201: solution of the crossing arcs hard constraints model with six routes (left) and solution for the crossing arcs soft constraints model with four routes and three crossings (right).
Figure 4: Instance 20-R101: solution of the crossing arcs hard constraints model with nine routes (left) and solution for the crossing arcs soft constraints model with eight routes and one crossing (right).
Figure 5: Instance 20-C201: solution of the basic VRPTW model with two routes (left) and solution for the model with lollipop constraints with four routes (right).
Figure 6: Instance 20-R201: solution of the basic VRPTW model with three routes (left) and solution for the model with bending energy constraints with four routes (right).
Figure 7: Instance 20-RC201: solution of the model with bending energy $\alpha = 1$ with eight crossings (left) and solution for the model with bending energy $\alpha = 2$ with eleven crossings (right).
Figure 8: Instance 20-R101: solution of the model with lollipop constraints $\lambda = 1$ with no back and forth routes (left) and solution for the model with lollipop constraints $\lambda = 2$ with four back and forth routes (right).
Figure 9: Instance 50-R101: solution of the crossing arcs soft constraints model $\mu = 1$ (left) and solution for the crossing arcs soft constraints model $\mu = 2$ (right).
Figure 10: Instance 20-R105: solution of the basic VRPTW model with one crossing (left) and solution for the model with crossings constraints (right).
5 Results of the qualitative survey

We conduct a qualitative survey in order to compare our computational results with subjective opinions of people regarding the aesthetic aspects of solutions. As participants we select the scientific staff of the Faculty of Business, Economics and Statistics of the University of Vienna. All of thirty participants are familiar with the field of logistics, as they are working at the Chair of Productions and Operations Management, as well as the Chair of Productions and Operations Management with International Focus. We show to participants visualised solutions of fourteen problem instances. The solutions include the solution for the basic VRPTW model, the model with bending energy, the model with lollipop constraints and the model with crossings constraints. We ask them for the subjective opinion regarding two aspects:

- Question 1: "Which of the solutions looks nicer (more visually attractive) to you?"
- Question 2: "Which of the solutions would you implement in practice and why?"

5.1 Question 1: "Which of the solutions looks nicer (more visually attractive) to you?"

According to the participants, the method which leads to the most visually attractive routing plans is the crossing avoidance method (46% of those questioned chose solutions without crossings), followed by the basic VRPTW model and lollipop constraints model (33% and 17%, respectively). It is not surprisingly that the bending energy model achieved an acceptance of only 5% of the participants. This is because of the fact, that the bending energy model causes the creation of
(additional) intersections for some problem instances.

It is worth mentioning that, for the clustered instances, the participants find the solution with less routes better, than the solution with more separated clusters (Example: Instance C201, Figure 5). For the random instances, the majority of attendants prefers the solutions without intersections over the solution to the basic VRPTW model. The only exception is the instance 20-R105, where the solution to the basic VRPTW model has been preferred, even if it contains a crossing (Figure 10). For the semiclustered instances, the reverse was true.

5.2 Question 2: ”Which of the solutions would you implement in practice and why?”

In this part of our survey we want to examine whether the attendants will prefer the subjective more visually appealing routing plans also in the practice. We want to evaluate which aspects of the solution are of importance for the participants, when it comes to the practical applications.

It seems that the most important factor when choosing a routing plan that should be implemented in practice is the total cost or total distance travelled and the number of vehicles used to supply customers. Therefore, solutions with less routes are, in general, preferred over solutions that look nicer, but use more vehicles. This is one of the most important trade-offs in the crossings avoidance method. Even if the absence of crossings within the routes is an important characteristic of a pretty solution, 45% of participants would implement the solution of the basic VRPTW model which includes intersections, instead. 33% of participants would use the routes that do not cross each other. Another significant aspect of the solutions are, according to the participants, more balanced tours for all drivers. They wish similar distribution of routes lengths for all vehicles and no one-customer-routes. Moreover, for one third of the participants the general visual
appearance of the routing plan seems to play an important part in the practice. They would rather avoid routes that look "messy", "chaotic" or "unclear", and instead choose plans that look "more reasonable", "nicer" and "less complicated". Even if many of the participants name geographic clustering, i.e. clear division of the service area into separated districts, as an important aspect of a solution, only 12% of those questioned prefer solutions delivered by the lollipop constraints model. Also the flexibility of the plan and the vehicle capacity utilisation seem to be of importance. On the one hand, the higher number of tours increases the total cost, but on the other hand, the average duration of deliveries could be reduced. The bending energy model achieved a 10% acceptance. Table 7 demonstrates important aspects of a solution plan and the percentage of participants that mention the given characteristic in the survey.

<table>
<thead>
<tr>
<th>Characteristic of the solution</th>
<th>% of participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of vehicles (routes)</td>
<td>80</td>
</tr>
<tr>
<td>number of crossings (overlaps)</td>
<td>73</td>
</tr>
<tr>
<td>total cost of the plan (total distance)</td>
<td>60</td>
</tr>
<tr>
<td>balanced routes (similar lengths of the routes)</td>
<td>60</td>
</tr>
<tr>
<td>general visual appearance</td>
<td>33</td>
</tr>
<tr>
<td>absence of single customer routes</td>
<td>33</td>
</tr>
<tr>
<td>geographic clustering of the region</td>
<td>27</td>
</tr>
<tr>
<td>flexibility of the routing plans</td>
<td>10</td>
</tr>
<tr>
<td>vehicle capacity utilisation</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 7: Important aspects of a routing plan

To summarize, 23% of the participants would implement in practice the solution that looks nicer (more visually attractive) to them. The others would forgo the aesthetic aspects in favour of lower total cost of the plan.
6 Conclusion

In this master’s thesis, we investigated the impact of diverse metrics for visual attractiveness of the routes on the quality of the solutions to the VRPTW. We have presented a literature overview on existing measures and developed models which deal with pretty routes. The presented models produced routes with appealing aesthetic qualities with a relative small increase in the objective function as compared to the basic VRPTW model. Our results indicate that the models that reduce the number of crossings proved to be very successful. We believe that our computational study provides a good comparison of methods that could increase the visual beauty of the routes. In the future, it would be interesting to combine the presented modelling approaches with geographical clustering of serviced customers for better visual attractiveness.
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