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1. Theoretical background

Assessing the predictive validity of selection methods

An effective selection of suitable applicants is of paramount importance for companies and universities in today’s competitive job market and in higher education. The goal of a selection method (e.g., aptitude test, assessment center, or interview) or an entire selection procedure is to identify the most suitable applicants regarding a previously defined criterion of success such as job or academic performance, or graduation status. Effective selection methods help to reduce the degree of error in making hiring or admission decisions, and thus represent a win-win situation for the organization and for the applicants. An effective personnel selection can lead to higher employee performance, increased productivity, increased monetary value of output, and increased learning of job-related skills (Hunter, Schmidt, & Judiesch, 1990; Schmidt & Hunter, 1998; Schmidt, Hunter, McKenzie, & Muldrow, 1979). In higher education, it is well documented that the selection of students based on admission tests such as the SAT (former Scholastic Aptitude Test) has positive effects on academic achievement and on retention (Burton & Ramist, 2001; Kobrin, Patterson, Shaw, Mattern, & Barbuti, 2008; Mattern & Patterson, 2009), and thus substantiate its use for university admission. In contrast, selection errors may have organization-wide consequences such as poor work quality, low academic achievement, or high dropout rates, and imply a substantial loss of time for both applicants and organizations.

With a view to the practical and economic value, the predictive validity is the most important property of a selection method (Brogden, 1949; Schmidt & Hunter, 1998) as it measures a selection method’s effectiveness. The predictive validity is defined as the correlation between test scores collected at one point in time and criterion scores obtained at a later time (American Educational Research Association, American Psychological Association, & National Council on Measurement in Education, 1999). The stronger the correlation between predictor and criterion, the better the prediction of the criterion values, and therefore the higher the predictive validity. As jobs and university places are limited, and specific demands are made on the applicants, companies and universities typically have to make selections and to decide, which selection method should be used. Therefore, companies and universities need to assess the predictive validity of selection methods.

A common methodological problem in the evaluation of the predictive validity of a selection method is the so-called range restriction problem, which is an inherent effect of the
selection. Due to the selection, values of the criterion variable are only available for selected applicants. Thus, the correlation coefficient between a predictor $X$ and a criterion $Y$ obtained from the selected sample is a biased estimate of the correlation between $X$ and $Y$ in the applicant population, and therefore a biased estimate of the predictive validity of a selection method. The range restriction problem arises because the selection process results in an observed sample (the selected sample), which is not random and therefore not representative of the population of interest (Sackett & Yang, 2000). Typically the sample correlation coefficient obtained from the selected sample underestimates the true population correlation (Levin, 1972; Linn, Harnisch, & Dunbar, 1981). The effect of range restriction on correlation coefficients is well documented in the psychometric literature (Alexander, Barrett, Alliger, & Carson, 1986; Duan & Dunlap, 1997; Greener & Osburn, 1979; Mendoza, Hart, & Powell, 1991; Thorndike, 1949).

The two most common range restriction scenarios in personnel selection and higher education are the direct and the indirect range restriction scenarios (Hunter, Schmidt, & Le, 2006). In a direct or explicit range restriction scenario, the selection of applicants is based directly on the predictor $X$ top down (e.g., on test scores), with $X$ being either a score from a single selection method or a composite score derived from several selection methods. In a direct range restriction scenario, the predictor $X$ is restricted in range by complete truncation below a specific cutoff in $X$ – therefore, it is called range restriction problem. In contrast, an indirect range restriction scenario occurs, if applicants have been selected on a third variable $Z$, which is usually correlated with $X$, $Y$, or both. Although selection is based on $Z$, the correlation coefficient between $X$ and $Y$ remains of interest. The variable $Z$ can be based on a single selection method or on a combination of selection methods, possibly but not necessarily including $X$ (Linn et al., 1981). Organizations often use a composite score (e.g., based on an aptitude test and a quantitative interview) for the selection of applicants, but need to know the predictive validity of each selection method, to be able to decide about removing or weighting a particular selection method. The degree to which correlation coefficients are affected is typically weaker in an indirect range restriction scenarios than in a direct range restriction scenario (Sackett & Yang, 2000). However, the estimate of the population correlation is biased in both scenarios and has to be corrected to provide a more valid estimate of the predictive validity.
Correcting for range restriction with a continuous criterion

Correcting correlation coefficients for range restriction is one of the oldest problems in statistics and researchers have studied this problem for more than hundred years. At the beginning of the 20th century, the biostatistician Pearson (1903) noticed that his product-moment correlation coefficient is biased in the case of natural selection and developed correction formulas to overcome this range restriction problem. The formulas have been developed only for continuous variables under the assumptions of linearity between $X$ and $Y$ and multivariate normality. Based on Pearson’s work, Aitken (1935) and Lawley (1943) developed a generalized correction formula and provided a proof for the assumptions of linearity and homoscedasticity (same probability distribution of the error term) in the selected sample and in the population. Correcting for range restriction has received a considerable amount of attention as Thorndike (1949) classified range restriction problems into direct and indirect range restriction scenarios and presented correction formulas for both scenarios. One reason for Thorndike's impact in research and practice might be that his correction formulas were easy to apply in contrast to Lawley's generalized solution. Thorndike’s formulas simply use the ratio of the standard deviation obtained from the unrestricted (applicant) dataset to the standard deviation obtained from the dataset of the selected sample. Lawley’s (1943) generalized formula leads to the problem of estimating the variance-covariance matrix of incomplete multivariate data, which was not possible at that time (today we can handle this problem with full information maximum likelihood estimation, see Pfaffel, Schober, & Spiel, 2016).

Thorndike’s formulas are widely studied and it is well-known in the psychometric literature that corrected correlation coefficients are less biased than uncorrected correlation coefficients, even over a wide range of assumption violations (Greener & Osburn, 1979; Gross & Fleischman, 1983; Holmes, 1990; Linn, 1983; Linn et al., 1981; Ree, Carretta, Earles, & Albert, 1994; Rydberg, 1963; Zimmerman & Williams, 2000). Although corrected correlation coefficients tend to be more accurate than uncorrected correlation coefficients, some researchers questioned the accuracy of the correction under extreme conditions, especially under conditions of extreme selection (Greener & Osburn, 1979; Lord & Novick, 1968; Novick & Thayer, 1969). Not surprisingly, the selection ratio, which is the number of selected applicants divided by the number of all applicants, has been found to be the most important factor affecting the accuracy of the corrected correlation coefficients.
Since the beginning of the 1980s, the application of formulas to correct for range restriction has more and more become professional practice (see the “Principles for the Validation and Use of Personnel Selection Procedures”, Society for Industrial and Organizational Psychology & American Psychological Association, 1980/2003). Thorndike’s formulas have often been applied in predictive validity studies in different fields; for example, in large-scale testing programs in higher education such as the SAT (Kobrin et al., 2008; Weitzman, 2005), the Graduate Record Examination (GRE) (Chernyshenko & Ones, 1999; Powers, 2004), and the Graduate Management Admission Test (GMAT) (Sireci & Talento-Miller, 2006). The formulas have also been applied in other fields, for example, in predicting job performance in personnel selection (Salgado, 2003; SjöBerg, SjöBerg, Näswall, & Sverke, 2012; Thorndike, 1949), in assessing the correlation between scores from a theoretical and a practical driving-license test (Wiberg & Sundström, 2009), and in assessing the predictive validity of selection procedures for pilot candidates in the U.S. Air Force (Ree et al., 1994).

Correcting correlation coefficients is also an important issue in meta-analytic studies (Hunter et al., 2006; Murphy, 2003).

Beside the accuracy of the correction, considerable attention has been given to the estimation of the standard error and the confidence interval of the corrected correlation coefficient, because solely reporting a point estimate was no longer regarded as sufficient. In statistics, the standard error is a common measure of the variability of the sampling distribution of a population parameter estimate. In 1974, the APA ‘Standards for Educational and Psychological Tests’ required that ‘full information’ should be presented where correlation coefficients are corrected for range restriction (American Psychological Association, 1974). Thus, reporting the standard error constitutes an important step towards full information (Bobko & Rieck, 1980). Monte Carlo studies of the effectiveness of Thorndike’s formulas showed that applying these formulas increases the variability of the population correlation estimate, i.e. the standard error of the corrected correlation coefficient is larger than the one of the uncorrected correlation coefficient (Forsyth, 1971). Bobko and Rieck (1980) derived a formula for calculating the standard error of the corrected correlation coefficient for direct range restriction scenarios under the assumption of linearity and bivariate normality. Different approaches to estimate the standard error of the corrected correlation coefficient have been proposed and investigated; for example, standard error for complete cases under range restriction (Millsap, 1989), Fisher’s $z$-transformation (Mendoza, 1993), and bootstrapping (Chan & Chan, 2004; Li, Chan, & Cui, 2011).
In addition, scientists presented corrections for situations in which the assumptions for applying Thorndike's formulas are violated or not all necessary data are available (for an expanded typology of range restriction scenarios, see Sackett & Yang, 2000). All these approaches have in common that the trustworthiness of the correction decreases the less information is available. For example, Thorndike’s formulas require the unrestricted variance to be known. For a direct range restriction scenario, Schmidt, Hunter, and Urry (1976) presented a function, which describes the relationship between the selection ratio and the ratio of the restricted to the unrestricted standard deviation for large samples. Another approach was to provide tables in which the observed cutoff for truncation (which is related to Cohen’s ratio, Cohen, 1959) is entered and the proportional reduction in variance is obtained (Alexander, Alliger, & Hanges, 1984; Dobson, 1988). These tables can also be applied for an indirect range restriction scenario if \( Z \) is measured for the selected sample but the unrestricted variance is unknown (Sackett & Yang, 2000). The most problematic case in terms of estimating population parameters under selection arises when the selection variable is unknown or not measured, which is known as sample selection bias or non-ignorable selection (Gross & McGanney, 1987; Rubin, 1976). For example, this is the case when selection is based on unquantified subjective judgements (Hunter et al., 2006), or in self-selected groups (Heckman, 1976, 1979; Linn, 1968). This problem, however, is not addressed in this doctoral thesis.

**Correcting for Range Restriction with a Dichotomous Criterion**

Dichotomous criterion variables can be found in a variety of fields of sociological, medical, and psychological research (Cleary & Angel, 1984; Peng, Lee, & Ingersoll, 2002). For example, in higher education the graduation status is dichotomous, graduated versus non-graduated. In the U.S., graduation rates are very popular in evaluating institutional performance and accountability of colleges and universities (Gold & Albert, 2006; Zhang, 2008). In 2002, 41 U.S. states used “graduation rate data for state- and/or system-level accountability and performance reporting purposes”, and 7 states established this indicator in performance funding systems (American Association of State Colleges and Universities, 2002, p. 2). Therefore, valid predictions of the graduation status (or dropout) are important for universities to support their decisions on the use of admission tests. Graduation versus non-graduation is a dichotomous criterion, which can be used for almost any course of training, whether academic, industrial, or military (Thorndike, 1949). Consequently, the idea behind applying a selection method is that
applicants with a higher score in X will complete their studies with a higher probability than those with a lower score.

A dichotomous variable is characterized by a division of the individuals of a sample or population into two distinct groups. Two kinds of dichotomous variables can be distinguished (Ulrich & Wirtz, 2004): naturally and artificially dichotomous variable. A dichotomous variable is labeled as natural when the division is based on a qualitative characteristic, e.g. ‘graduated’ versus ‘non-graduated’. In contrast, an artificially dichotomous variable has a continuous underlying scale, which has been divided into two groups; for example, when student performance is measured on a continuous scale, but students are divided into ‘low performers’ and ‘high performers’ based on their performance score. Assuming the predictor variable is measured on a continuous scale and the criterion variable is dichotomous, two distinct correlation coefficients are available as measures of the predictive validity: In the case of a naturally dichotomous variable, the point-biserial correlation coefficient (Tate, 1954) is an appropriate measure describing the strength of the relationship between predictor and criterion. In the case of an artificially dichotomous variable, the appropriate measure is the biserial correlation coefficient, because the point-biserial correlation coefficient systematically underestimates the Pearson correlation coefficient, which would have been obtained before dichotomization (Ulrich & Wirtz, 2004). For example, the upper limit of the point-biserial correlation coefficient between a normally distributed variable and a dichotomous one is .798 when the arithmetic average of the normal variable was used as cutoff point (Gradstein, 1986).

Although the range restriction problem has been studied for a long time, few researchers have considered dichotomous criterion variables. One important factor to be considered when dealing with a dichotomous criterion variable is the base rate of success, which is calculated by dividing the number of successful individuals by the number of applicants (Taylor & Russell, 1939). The base rate of success represents the proportion of individuals who would be successful on the criterion if there were no selection, i.e. hundred percent of the applicants were selected. Unfortunately, the base rate of success is unknown in case of selection, as we cannot obtain the proportion of applicants able to succeed on the criterion on the basis of the selected sample. Similar to the correlation coefficient, the success rate obtained from the selected sample is a biased estimate of the base rate of success. The success rate is the proportion of successful individuals among those selected. Consequently, when correcting for range restriction with a dichotomous criterion, both the correlation coefficient as well as the base rate of success have to be considered.
The few suggested approaches to correcting correlation coefficients for range restriction are often inapplicable because they require the base rate of success to be known (e.g., from the literature) or assumed (Abrahams, Alf, & Wolfe, 1971; Bobko, Roth, & Bobko, 2001; Taylor & Russell, 1939). Taylor and Russell (1939) developed tables for an artificially dichotomous criterion variable under the assumptions of linearity between predictor and criterion, and bivariate normality. The tables show the relation between four important factors: the true Pearson correlation coefficient, the selection ratio, the base rate of success, and the success rate. For example, the tables can be used to assess how changing the selection ratio affects the change of the success rate. In order to use these tables, three of these four factors must be known. Indeed, the correlation coefficient as well as the base rate of success are typically unknown. In such cases, Taylor and Russell recommended that a value of the base rate of success has to be assumed. However, assuming a value is an arbitrary approach as different values of the base rate of success result in different values of the correlation coefficient, i.e. in different assessments of the predictive validity. Abrahams and colleagues (1971) presented Taylor-Russell tables for a naturally dichotomous criterion variable in which the validity coefficient is the point-biserial correlation coefficient. However, the problem remains. So far, no method has been proposed to estimate the base rate of success based on the selected sample.

Bobko and colleagues (2001) focused on the correction of the effect size Cohen’s $d$ and converted $d$ in $r$ and converted $r$ back in $d$ for direct and indirect range restriction scenarios. However, the final formulas (p. 53 and p. 55) require a value for the base rate of success. A different approach presented by Raju, Steinhaus, Edwards, and DeLessio (1991) focuses on the odds ratio rather than on correlations. The researchers proposed applying a logistic regression model based on data of the selected sample. Applying a logistic regression is a valuable approach, but the proposed method has two significant disadvantages: On the on hand, it does not focus on correcting the correlation coefficient. On the other hand, applying a single regression model in case of missing data is not state-of-the-art from a modern methodological perspective because the regression model does not incorporate the uncertainty of the model parameters (Enders, 2010; van Buuren, 2012). Thorndike (1949) already discussed settings in which the criterion measure is artificially or naturally dichotomous. He presented no solution for this problem, but discussed the effects of the base rate of success, more precisely the unequal division of the two groups, on the accuracy of the correction formulas. So far, the accuracy of Thorndike’s (1949) correction formulas in the case of a dichotomous criterion variable have never been investigated empirically. Hence, the scientific literature does not provide any
statistical method to correct correlation coefficients for range restriction in settings in which the base rate of success is unknown.
2. Goals of the doctoral thesis

As shown in the previous section, assessing the predictive validity of selection methods is problematic due to the so-called range restriction problem. So far, approaches to correcting correlation coefficients for range restriction have been widely studied for continuous criterion variables but not for dichotomous ones. The few suggested approaches to overcoming the range restriction problem in the case of dichotomous criterion variables are often inapplicable because they require a value for the base rate of success, which is typically unknown. Hence, there is a deficiency of scientific research on suitable correction methods to overcome the range restriction problem when the criterion variable is dichotomous. To overcome the range restriction problem with a focus on dichotomous criterion variables, this doctoral thesis pursues the following goals:

- The first goal is to question, whether the existing approaches to correcting correlation coefficients for range restriction are state-of-the-art from a modern methodological and statistical perspective.

- The second goal is to propose a state-of-the-art approach to correct correlation coefficients for direct and indirect range restriction scenarios with a dichotomous criterion variable.

- The third goal is to investigate the accuracy of the proposed approach for a number of conditions, which have an effect on the accuracy of the population estimates.
3. Synopsis of publications

1st Publication


The first paper of the present doctoral thesis (Pfaffel, Schober, & Spiel, 2016) shows that range restriction scenarios can be viewed as a missing data mechanism. The paper shows that the loss of criterion data in direct and indirect range restriction scenarios is missing at random regarding Rubin’s (1976) theoretical classification scheme for missing data problems. Missing at random means the probability of missing data on a criterion variable is related to other measured variables in the analysis model (i.e. the variable, which were used for selection), but not to values of the criterion variable itself (Enders, 2010). In case of missing at random, state-of-the-art missing data techniques such as full information maximum likelihood and multiple imputation can be applied to estimate the predictive validity of a selection method in the case of direct and indirect range restriction scenarios. Although Mendoza (1993) already mentioned this missing data approach as an opportunity to overcome the range restriction problem, no study has been presented that investigates this approach empirically.

The purpose of the first paper was to compare the accuracy of the correction of two state-of-the-art missing data techniques (full information maximum likelihood, and multiple imputation by chained equations) with Thorndike's (1949) well known correction formulas for direct and indirect range restriction scenarios. Monte Carlo simulations were conducted to investigate the accuracy of the population correlation estimates in dependence of the selection ratio and the true Pearson correlation coefficient between predictor and criterion in an experimental design.

The results show that the two missing data techniques are effective to estimate the population correlation between predictor and criterion, and therefore suitable to estimate the predictive validity of a selection method. In the case of a direct range restriction scenario, the two missing data techniques are equally accurate as Thorndike’s correction formula. In the case of an indirect range restriction scenario, the two missing data techniques are more precise than Thorndike’s formula when the selection ratio is small and the true relationship between predictor and criterion is strong (a higher precision means that the random error of the
correlation corrected for range restriction is smaller). In general, the precision of the population correlation estimates decreases as the selection ratio and the population correlation decrease.

In summary, the two state-of-the-art missing data techniques are suitable to estimate the predictive validity of selection methods for direct and indirect range restriction scenarios with the same or higher precision than Thorndike’s formulas. Thus, the missing data approach proposed in this study represents an alternative to Thorndike's correction formulas.

2nd Publication


The second paper of my doctoral thesis (Pfaffel, Kollmayer, Schober, & Spiel, 2016) shows that the proposed missing data approach can also be applied when the criterion variable is artificially or naturally dichotomous. Handling missing values in dichotomous criterion variables is possible with the state-of-the-art missing data technique multiple imputation by chained equations based on a logistic regression model (van Buuren & Groothuis-Oudshoorn, 2011). The procedure is as follows: First, multiple imputation replaces the missing values of the dichotomous the criterion variable and generates several complete datasets. Then, the unbiased correlation coefficient between predictor and criterion as well as the base rate of success can be calculated based on these complete datasets. As clearly depicted above, proposed approaches dealing with a dichotomous criterion require the base rate of success to be known or assumed. In contrast, the proposed missing data approach provides an empirical estimation for both the predictive validity and the base rate of success.

The main purpose of this study was to compare the accuracy of the population correlation estimates of multiple imputation by chained equations with Thorndike’s (1949) formulas for direct and indirect range restriction scenarios when the criterion variable is artificially or naturally dichotomous. Another purpose was to investigate the accuracy of the estimate of the base rate of success. The population correlation between predictor and criterion, the base rate of success, and the selection ratio were systematically varied over a wide range in order to investigate the accuracy of the estimates for a variety of possible datasets.
The comparison of the two approaches show that the accuracy of the population correlation estimates is higher for the missing data approach than for Thorndike’s formulas for direct and indirect range restriction scenarios and for both kinds of dichotomous criterion variables. In addition, the missing data approach provides an accurate estimate of the base rate of success. The accuracy of all population estimates decrease as the selection ratio decreases. For selection ratios smaller than 30%, the estimates of the population correlation and the estimate of the base rate of success become less precise and tend to be biased.

In summary, the proposed missing data approach first time provides an empirical estimation for both the predictive validity of a selection method and the base rate of success when the criterion variable is artificially or naturally dichotomous.

3rd Publication


The third paper of my doctoral thesis (Pfaffel & Spiel, submitted) investigates the accuracy of population correlation estimates using multiple imputation by chained equations for a continuous and a naturally dichotomous criterion when the number of applicants is small or moderate. The proposed missing data approach to correcting correlations for range restriction has thus far only been investigated with relatively large samples (Pfaffel, Kollmayer, et al., 2016; Pfaffel, Schober, et al., 2016). Therefore, it is questionable whether missing data techniques such as multiple imputation by chained equations are able to correct correlations for range restriction when the sample size is small or moderate. Additionally, no empirical study has investigated so far the accuracy of the multiple imputation standard error of the population correlation estimates in the case of direct and indirect range restriction scenarios. The standard error is a measure of the sampling deviation of the population correlation estimate. The findings of this study provide empirical evidence of the accuracy of the correction and support researchers and evaluators in their assessment of conditions (i.e. combinations of sample size, selection ratio, kind of criterion variable, etc.) under which corrected correlation coefficients can be trusted.

The purpose of this study was to investigate the accuracy of the population correlation estimates and their associated multiple imputation standard errors for direct and indirect range
restriction scenarios in terms of a continuous and a naturally dichotomous criterion variable, small and moderate sample sizes, population correlation, selection ratio, and base rate of success.

The results show that in the case of a continuous criterion variable the estimate of the population correlation is negatively biased for both direct and indirect range restriction scenarios, whereby the bias increases as the sample size and the selection ratio decrease, and the population correlation increases. This bias is known from simulation studies of the accuracy of Thorndike’s formulas (Chan & Chan, 2004), which means the underestimation of the population correlation due to range restriction cannot be fully corrected in either approach. The multiple imputation standard error underestimates the empirical sampling deviation of the sample correlation coefficient, especially in a direct range restriction scenario when the sample size and the selection ratio are small.

In the case of a naturally dichotomous criterion variable, the correction could not be applied for a large number of selected samples because the criterion variable was constant. This was often the case, when the sample size and the selection ratio were small, and the base rate of success was high. The estimate of the population correlation is strongly biased for both direct and indirect range restriction scenarios. The estimates are negatively biased for base rates of success of 20% and 50%, but positively biased for a base rate of success of 80%. The results suggests a non-linear relationship between the base rate of success and accuracy of the population estimates. In contrast to the population correlation estimates, the multiple imputation standard error is accurate for a variety of conditions for direct and indirect range restriction scenarios.

In summary, a small or moderate number of applicants yield in biased estimates of the predictive validity of the selection method, especially in a direct range restriction scenario with a small selection ratio. In the case of a naturally dichotomous variable, the estimate of the predictive validity is biased for a variety of conditions when the number of applicants is small. The findings of this study provide evidence about conditions under which estimates of the predictive validity of selection methods can be trusted.
4. Summary and discussion

Selection methods in personnel selection or in selection in higher education are usually applied to identify the most suitable applicants. With a view to the practical and economic value, the predictive validity is the most important property of a selection method because it is a useful measure for its effectiveness. Therefore, companies and universities need to assess the predictive validity of their selection methods. However, assessing the predictive validity of a selection method is related to the range restriction problem, which causes biased population estimates of the predictive validity. This bias has to be corrected to provide more valid estimates of the predictive validity. To overcome the range restriction problem, researchers have proposed formulas to correct the biased estimates of the predictive validity. In the long history of investigating the range restriction problem, researchers focused almost exclusively on settings in which the predictor variable and the criterion variable are continuous. However, dichotomous criterion variables can be often found in a variety of fields of sociological, medical, and psychological research and practice. The few existing approaches dealing with a dichotomous criterion variable are often inapplicable because they require information about the base rate of success. However, this information is typically not available. The psychometric literature so far does not provide any method to estimate the predictive validity of a selection method for situations in which the base rate of success is unknown. Hence, there is a lack of scientific research on suitable methods able to correct for range restriction in the case of a continuous predictor and a dichotomous criterion.

Therefore, the aim of the present doctoral thesis was to overcome this deficiency by providing an approach, which is able to handle direct and indirect range restriction scenarios with a dichotomous criterion. In order to achieve this, the proposed approach is to view range restriction scenarios as missing data mechanisms (Mendoza, 1993; Pfaffel, Schober, et al., 2016). This offers some advantages, for example, that we can draw on modern and methodologically well-founded techniques in handling missing data (Enders, 2010). Both direct and indirect range restriction scenarios can be considered as missing at random (Pfaffel, Schober, et al., 2016). Consequently, the same missing data techniques such as full information maximum likelihood and multiple imputation can be applied to both scenarios in order to estimate the relationship between predictor and criterion of the applicant population. However, the first goal of this doctoral thesis was to show that the proposed missing data approach is appropriate to overcome the range restriction problem with continuous criterion variables, and
to compare the accuracy of the population estimates with Thorndike's well-known correction formulas. The results show the two missing data techniques are equally or more accurate than Thorndike’s (1949) formulas and effective to estimate the predictive validity of a selection method.

The second paper (Pfaffel, Kollmayer, et al., 2016) shows that the missing data approach is also able to estimate the predictive validity of selection methods in the case of direct and indirect range restriction scenarios with an artificially or a naturally dichotomous criterion. In addition, the missing data approach allows an empirical estimation of the base rate of success based on the observable selected sample. Moreover, the study examined the accuracy of Thorndike’s formulas in the case of an artificially or naturally dichotomous criterion, but the formulas are less precise than the proposed missing data technique multiple imputation by chained equations. Thus for the first time an approach is presented, which is able to estimate the predictive validity of selection methods as well as the base rate of success. For example, the estimate of the base rate of success can then be used for the application of the Taylor-Russell tables (Taylor & Russell, 1939) and the Taylor-Russell tables for a dichotomous criterion (Abrahams et al., 1971).

Approaches to overcoming the range restriction problem have been developed under the framework of large sample theory. However, researcher and evaluators are often faced with a small or moderate number of applicants but must still attempt to estimate the predictive validity. The first and the second paper of this doctoral thesis dealt with relatively large sample sizes. Therefore, the third paper (Pfaffel & Spiel, submitted) investigated the missing data technique multiple imputation by chained equations for small and moderate samples in the case of a continuous and a naturally dichotomous criterion variable. The results show that small samples lead to biased estimates of the predictive validity, especially in the case of a dichotomous criterion variable. In addition, the paper investigated the accuracy the standard error of the population estimate. In contrast to the point estimate, the associated standard error is accurate for a variety of conditions, which have an effect on the accuracy of the population estimates. Although each of the three studies examining the accuracy of the population estimates under various conditions (third goal of the present doctoral thesis), especially the third study (Pfaffel & Spiel, submitted) shows limits of the empirical assessment of the predictive validity of selection methods. The population estimates of the predictive validity are not trustworthy in small and moderate samples in combination with a rigorous selection. Graham and Schafer (1999, p. 26) pointed out “…the limitations of analysis with small sample size lie in the small sample size itself… Multiple imputation cannot compensate for having collected too little
data.”. therefore, the findings in paper 3 (Pfaffel & Spiel, submitted) provide empirical evidence about the accuracy of the population estimates, and thus support researchers and evaluators in assessing the predictive validity of selection methods.

Methodological strengths and limitations

Full information maximum likelihood and multiple imputation under the assumption of missing at random are currently regarded as state-of-the-art techniques in dealing with missing data (Enders, 2010; Schafer & Graham, 2002). State of the art means that both techniques do not suffer from problems (e.g., under- and overestimation of correlation coefficients) of other missing data techniques as, for example, listwise or pairwise deletion, mean imputation, and single regression imputation (Enders, 2010). Although Thorndike’s (1949) correction formulas represent likelihood estimates, the missing data approach has several advantages over the formulas. First, the missing data approach can be applied to all scenarios that meet the assumption of missing at random. Hence, no distinction between direct and indirect range restriction is to be made in applying full information maximum likelihood or multiple imputation. Second, the missing data techniques can handle incomplete multivariate datasets with several covariates. In contrast, Thorndike’s formulas do not consider other variables of the dataset, which can improve the accuracy of the correction. Third, the missing data techniques can handle incomplete multivariate datasets with non-identically distributed variables. This makes it possible to correct correlation coefficients for range restriction and to estimate the base rate of success in the case of a dichotomous criterion variable (this is possible because both techniques provide estimates of the mean vector and the variance-covariance matrix).

The loss of criterion data is an inherent effect of the selection. Consequently, real datasets with complete data are typically not available. Therefore, simulation studies are essential in investigating the accuracy of methods to correct biased population correlation estimates. Monte Carlo simulations have clear advantages over real datasets, as they are real experiments in which influencing factors can be systematically varied and investigated. This is not possible with real datasets because each of them has its certain combination of factors that cannot be modified (e.g., the population correlation between predictor and criterion, or the base rate of success). Therefore, Monte Carlo simulations have been applied for a wide range of factor combinations necessary to provide detailed empirical evidence of the accuracy of the estimates.
Whenever a new correction method is proposed, it is necessary to examine the accuracy of the statistical estimates. Accuracy is defined as the closeness of the value of an estimate to the true value of the parameter being estimated (Ayyub & McCuen, 2011). The concept of accuracy encompasses trueness, which is also known as bias or systematic error, and precision, which is also known as random error. In the psychometric literature, it is well documented that corrected correlation coefficients are less biased than uncorrected correlation coefficients. However, trueness is a necessary but not sufficient property of an accurate estimate. When the precision is low, the variation of the estimate around the true value is high. Therefore, the three papers also focused on the precision of the estimates. This information supports researchers and evaluators in their assessment and interpretation of the predictive validity of selection methods.

However, beside the methodological strengths of the studies there are also methodological limitations. The main assumption, which has been made in these studies, is that the missing mechanism is missing at random. This assumption is valid for direct and indirect range restriction scenarios. When the missing data mechanism is considered missing not at random (Rubin, 1976), the two proposed missing data techniques – as well as Thorndike’s correction formulas – cannot be applied without additional assumptions about the probability of missingness (Enders, 2010). For example, this is the case when the selection variable is not measured or the probability of missing values is related to unmeasured self-selection mechanisms (Alexander, 1990; Linn, 1968). Another assumption that have been made in the studies is linearity between predictor and criterion, and between the selection variable and all other variables in the case of indirect range restriction scenarios. If the relationship is non-linear, the proposed techniques lead to inaccurate estimates without additional model specifications. However, multiple imputation is flexible enough to fit non-linear relationships (van Buuren, 2012).

Furthermore, the accuracy of the proposed missing data techniques have been investigated only on minimum information data sets with two or three variables in order to make them comparable with Thorndike's formulas. Therefore, the accuracy of the population estimates are not directly comparable with real datasets with many variables because additional variables in the dataset correlated with the criterion variable will increase the accuracy of the population estimates. In the case of a dichotomous criterion variable, the simulated multivariate data assumed a mixture distribution of the predictor based on two univariate normal distributions for each of the two criterion groups. Thus, the studies are consistent with the literature on assessing the predictive validity of a selection method when the criterion variable is naturally dichotomous (Abrahams et al., 1971). Although many reasons speak in favor of
assuming normally distributed predictor values for the two criterion groups, other distributions are quite conceivable. At present, it is not clear whether and to what extent, skewed distributions affect the accuracy of the population estimates.

Recommendations for further research

As mentioned above, the proposed missing data approach offers some advantages over the correction formulas, for example, handling more than one criterion variable, simultaneous estimation of predictive validity of several predictors (i.e. of several selection methods), including covariates in the analysis model (e.g., sociodemographic variables), and even handling covariates that have some missing values themselves. Therefore, further studies should investigate the accuracy of the population estimates in more complex and therefore more realistic datasets. However, generating multivariate datasets with dependent and non-identical distributed variables is often a big challenge in simulation studies. Additionally, the number of parameters to be specified in simulating multivariate distributions (especially the intercorrelations) increase as the number of variables increase. The difficulty lies mainly in the interpretation of the effect of various inter-correlation matrices, because the correlations between independent variables affect the accuracy of population estimates, especially between predictor and selection variable (Pfaffel, Kollmayer, et al., 2016; Pfaffel, Schober, et al., 2016).

As clearly shown in the present doctoral thesis, multiple imputation is able to correct for range restriction with a dichotomous criterion variable. However, multiple imputation can also handle, for example, a trichotomous criterion variable. More specifically, multiple imputation can be used to impute ordered categorical (ordinal) and unordered categorical (nominal) criterion variables, which is possible under the broad class of generalized linear models (van Buuren, 2007, 2012). For example, achievement indicators such as grades are typically consist of five or six ordered categories. No study has been presented that investigate the accuracy of range restriction corrections with these kind of criterion variables. Therefore, further studies should investigate the accuracy of the population estimates when the criterion variable is ordered or unordered categorical. Especially, an unequal number of observations in each of the criterion categories could have a large effect on the accuracy of estimates similar as shown for the base rate of success with two criterion groups.
Conclusion

Although researchers have studied the range restriction problem for a long time, little is known of correcting correlation coefficients for range restriction in the case of a dichotomous criterion. The present doctoral thesis proposes a state-of-the-art missing data approach to overcome direct and indirect range restriction scenarios with continuous and dichotomous criterion variables. The findings show that missing data techniques are effective in producing accurate population estimates over a variety of conditions. Thus, the missing data approach provides an effective way to estimate the predictive validity of selection methods. However, the findings also show that some conditions lead to inaccurate population estimates. Such findings are very important because they support researchers and evaluations in their assessment of conditions under which population estimates can be trusted. The missing data approach offers a number of advantages over the traditional correction formulas. In summary, the present doctoral thesis represents an important basis for future research on the range restriction problem and offers researchers and evaluators methodologically well-founded and flexible techniques for the assessment of the predictive validity of selection methods.
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A common methodological problem in the evaluation of the predictive validity of selection methods, e.g. in educational and employment selection, is that the correlation between predictor and criterion is biased. Thorndike’s (1949) formulas are commonly used to correct for this biased correlation. An alternative approach is to view the selection mechanism as a missing data mechanism. The aim of this study was to compare Thorndike’s formulas for direct and indirect range restriction scenarios with two state-of-the-art approaches for handling missing data: full information maximum likelihood (FIML) and multiple imputation by chained equations (MICE). We conducted Monte-Carlo simulations to investigate the accuracy of the population correlation estimates in dependence of the selection ratio and the true population correlation in an experimental design. For a direct range restriction scenario, the three approaches are equally accurate. For an indirect range restriction scenario, the corrections using FIML and MICE are more precise than when using Thorndike’s formula. The higher the selection ratio and the true population correlation, the higher the precision of the population correlation estimates. Our findings indicate that both missing data approaches are alternative corrections to Thorndike’s formulas, especially in the case of indirect range restriction.
scenarios, typically in educational and employment selection: (A) The explicit or direct range restriction scenario (DRR), in which the selection is based directly on the predictor variable \(X\), and (B) the incidental or indirect range restriction scenario (IRR), in which the selection is based on a third variable \(Z\), different to the predictor of interest (for a detailed description of DRR and IRR scenarios see the next subsection 'Range Restriction Scenarios: Direct and Indirect'). Thorndike’s formulas have been widely studied (Duan & Dunlap, 1997; Holmes, 1990; Linn, 1983; Ree, Carretta, Earles, & Albert, 1994), and have often been applied to correct for range restriction, e.g. in predictive validity studies of large-scale testing programs such as the Graduate Record Examination (GRE) (Chernyshenko & Ones, 1999), or the Graduate Management Admission Test (GMAT) (Sireci & Talento-Miller, 2006). Correcting for range restriction has also been applied in other fields, e.g. in predicting job performance (Sjöberg, Sjöberg, Näswall, & Sverke, 2012), or to predict scores on a practical driving-license test (Wiberg & Sundström, 2009). Range restriction is also an important issue in validity generalization (Hunter, Schmidt, & Le, 2006; Murphy, 2003).

An alternative approach correcting for range restriction is to view the selection mechanism as a missing data mechanism (Mendoza, 1993; Wiberg & Sundström, 2009), see subsection ‘Range Restriction as a Missing Data Mechanism’. There are many advantages to view the selection mechanism as a special case of missing data, as comprehensive statistical literature on dealing with missing data exists, and a variety of techniques and research results are available (Little & Rubin, 2002; Rubin, 1996, 2004; Schafer & Graham, 2002). So far, this state-of-the-art approach in dealing with missing values has been very seldom used for range restriction problems (Pfaffel, Kollmayer, Schober, & Spiel, 2016; Wiberg & Sundström, 2009). Wiberg and Sundström (2009) applied this approach to data from a Swedish driving-license test to correct for a DRR scenario. Their findings indicate that the missing data approach provides an effective estimate of the population correlation. However, Wiberg and Sundström (2009) pointed out that simulations of different population correlations and different selection ratios are necessary to investigate the accuracy of the correction of the proposed missing data approach.

In the present paper, we apply this missing data approach to both a DRR scenario and an IRR scenario, and compare this approach with Thorndike’s (1949) correction formulas. First, we describe the mechanisms of loss of criterion data in the case of DRR and IRR scenarios and show the data matrix used for the correction. Second, we describe the theoretical assumptions necessary to apply a missing data approach to the two scenarios. Third, we investigate the accuracy of this proposed correction by conducting Monte Carlo simulations, which allow for a comparison of the corrected correlation with the true population correlation in an experimental design. Finally, the results of the comparison of the three approaches are discussed.

**Range Restriction Scenarios: Direct and Indirect**

The most straightforward selection scenario is the direct range restriction (DRR) scenario (Sackett & Yang, 2000; Thorndike, 1949). Selection is based directly on the predictor variable \(X\) from the top down, assuming a positive relationship between predictor \(X\) and criterion \(Y\). The predictor variable \(X\) can be either a single score, as in a single-selection method (e.g., a psychometric test), or a composite score derived from several selection methods (e.g., a psychometric test and a quantitative interview). In the case of a DRR scenario, the predictor variable itself is the selection variable, which is of interest in evaluating the predictive validity of a selection method or a composite score. For example, in higher education in Austria, prospective students are selected for various study programs solely on the basis of entrance examinations (e.g., Medical University of Vienna, 2015). In the case of DRR, values of \(X\) are available for all applicants whereas values of \(Y\) are only available for selected applicants.

The indirect range restriction scenario (IRR) occurs when applicants are selected on another variable \(Z\), which is usually correlated with \(X\), \(Y\), or both (Sackett & Yang, 2000). Suppose a selection procedure consists of a psychometric test \(X\) (predictor of interest) and a quantitative interview. For example, if we use the composite score as selection variable \(Z\), and we want to evaluate the predictive validity of the psychometric test \(X\), then we have an IRR scenario for \(X\). Organizations often use a composite score for selection but would still like to know the predictive validity of each individual selection method in order to increase the predictive validity of the whole selection procedure, e.g., by removing or giving more weight to a particular selection method. In the case of IRR, values of \(X\) and \(Z\) are available for all applicants, whereas values of \(Y\) are
available for selected applicants only. In the Appendix, we present a numerical example of a selection scenario, in which prospective students completed an aptitude test and an interview.

In both scenarios, we have missing values in the criterion variable $Y$ for non-selected applicants. The amount of data loss depends on the selection ratio (SR), which is defined as the ratio of available places to the number of applicants. The SR ranges between 0 and 1, or between 0% and 100%. For example, if 200 study places are available and 500 applicants apply for them, the SR is 200 divided by 500 or 40%. The top 40% of applicants will be selected and 60% will not be selected. Hence, we have missing values of $Y$ for 60% of the applicants. Figure 1 shows the data matrix observed under a DRR scenario and an IRR scenario (Chan & Chan, 2004; Li, Chan, & Cui, 2011). $X_r$, $Y_r$, and $Z_r$ are the values of $X$, $Y$, and $Z$ obtained from the selected (restricted) sample, $X_u$ and $Z_u$ are the values of $X$ and $Z$ obtained from the unselected sample. Values of the criterion $Y$ are not available for the unselected sample.

Due to the fact of selection, the observed correlation coefficient $r_{XY}$ underestimates the population correlation. The reduction of the correlation $r_{XY}$ is given by the reduction of the covariance (the numerator in Equation 1) relative to the reduction of the product of the sample standard deviations $sx$ and $sy$ (the denominator in Equation 1).

$$r_{XY} = \frac{\text{cov}(X,Y)}{sx \cdot sy}$$

(1)

For example, if we select the top 40% of applicants in a DRR scenario, the predictor $X$ is restricted in range in the selected sample. If we look only at the standard deviation of $X$, we will see that the standard deviation of $X$ in the selected sample (the top 40%) is smaller than for all applicants. After all, the reduction of the Pearson correlation increases as the SR decreases, assuming the correlation between $X$ and $Y$ does not equal zero.

The most famous and widely used formulas to correct the biased correlation coefficient were presented by Thorndike (1949). The formula for the DRR scenario is (Sackett & Yang, 2000, p. 114):

$$\hat{r}_{XY} = \frac{(sx/sX)\cdot r_{XY}}{\sqrt{1+(sx/sX)^2}}$$

(2)

where $\hat{r}_{XY}$ is the point estimate of the population correlation, $r_{XY}$ is the uncorrected Pearson correlation coefficient obtained from the restricted sample, $sx$ is the standard deviation of $X$ for the restricted sample, and $sX$ is the standard deviation of $X$ for the unrestricted population. The core term for correcting $r_{XY}$ is the ratio $sX/sx$. The correction formula works because $\hat{r}_{XY} > r_{XY}$ if $sX > sx$.

In the case of an IRR scenario, the correction formula is (Sackett & Yang, 2000, p. 115):

$$\hat{r}_{XY} = \frac{r_{XY} + r_{ZX}\cdot r_{ZY}}{\sqrt{1 + r_{ZX}^2\cdot sZ^2} \cdot \sqrt{1 + r_{ZY}^2\cdot sY^2}}$$

(3)

where $r_{XY}$, $r_{ZX}$, and $r_{ZY}$ are the Pearson correlation coefficients obtained from the restricted sample, and $sZ$ and $sY$ are the standard deviations of variable $Z$ for the restricted sample and the unrestricted population. Both correction formulas require linearity between $X$ and $Y$, and homoscedasticity (the probability distribution of the error term is the same in the restricted sample and in the population).

**Range Restriction as a Missing Data Mechanism**

As an inherent effect of the selection, we have missing values in the criterion variable $Y$, as shown in Figure 1. Therefore, it seems reasonable to view the range restriction problem as a missing data mechanism (Mendoza, 1993; Wiberg & Sundström, 2009). First, we give a brief overview of the three established missing data mechanisms in order to locate the range restriction problem in this line of research. After that, we introduce two state-of-the-art techniques for dealing with missing data.

Rubin (1976) outlined a theoretical classification scheme for missing data problems that is widely used in the scientific literature today. His so-called *missing data mechanisms* are theoretical assumptions necessary for analyzing missing data (Enders, 2010). Three mechanisms describe the relationship between the probability of missing values and measured variables (Little & Rubin, 2002): (1) MCAR means missing
completely at random, i.e. the probability of missing data on a variable Y is unrelated to other measured variables and is unrelated to the values of Y itself. (2) MAR means missing at random, i.e. the probability of missing data on a variable Y is related to some other measured variable (or variables) in the analysis model but not to the values of Y itself. MAR is more general and often more realistic than MCAR. Modern missing data methods generally assume the MAR mechanism. (3) MNAR means missing not at random, i.e. the probability of missing data on a variable Y is related to the values of Y itself, even after controlling for other variables.

We consider the two selection scenarios discussed here (DRR and IRR) to be MAR, because there is no relationship between the probability of missing values for Y and the values of Y after partialling out other variables. The probability of missing data for Y depends on X (in a DRR scenario), or on Z (in an IRR scenario), but not on the values of Y itself.

Over the past few decades, methodologists have suggested various techniques for dealing with missing data, but several of them (e.g., listwise or pairwise deletion, and single imputation) are no longer considered state-of-the-art because they have potentially serious drawbacks (Enders, 2010). For example, single regression imputation overestimates correlations and attenuates variances and covariances even when the data are MCAR (Enders, 2010; Schafer & Graham, 2002). The problem is that all imputed values fall directly on the regression line and therefore lack variability. Single imputation techniques are not suitable for many reasons, especially with regard to estimating correlation coefficients. There are two approaches that methodologists currently regard as state-of-the-art (Schafer & Graham, 2002): (1) Full information maximum likelihood (FIML), and (2) multiple imputation (MI). Both missing data approaches make the same assumptions with regard to the missing data mechanism (MAR), have similar statistical properties, and frequently produce equivalent results (Enders, 2010; Graham, Olchowski, & Gilreath, 2007).

Full information maximum likelihood is a technique for estimating the most plausible parameters that produce the best fit to the data by maximizing the log-likelihood function. In other words, the goal is to identify those population parameter values that have the highest probability of producing the data of a certain sample. The basic estimation process in the case of missing data is largely the same as in the context of complete data. The first step is to specify the distribution of the population data, which in the social and behavioral sciences is commonly assumed to be multivariate normally distributed (Enders, 2010).

Finding those parameters that maximize the log-likelihood function is possible with iterative optimization algorithms, e.g. the expectation maximization (EM) algorithm, the Newton-Raphson method, or Bayesian simulation. The EM algorithm, or more broadly the generalized expectation maximization algorithm (GEM), is most important for missing data analyses. For readers interested in the mathematical details of EM-based maximum likelihood estimation, we refer to Dempster, Laird, and Rubin (1977), and Meng and Rubin (1993). An extension to non-normal data and missing values in covariates is possible under the broad class of generalized linear models (Ibrahim, Chen, Lipsitz, & Herring, 2005). For an overview of likelihood-based techniques with mathematical descriptions, see the book by Little & Rubin (2002).

The second state-of-the-art approach is multiple imputation, which has emerged as a flexible alternative to the likelihood-based approach for a wide variety of missing-data problems (Schafer & Graham, 2002; van Buuren, 2012). A multiple imputation analysis consists of three distinct phases: the imputation phase, the analysis phase, and the pooling phase. The imputation phase generates m complete datasets with plausible estimates of the missing values based on one dataset with missing values. Each of the complete datasets contains different estimates of the missing values, but identical values for the observed data. In contrast to single imputation, multiple imputation builds the uncertainty with regard to parameter estimates into the imputation model, meaning that the estimates of the missing values vary among the m complete datasets. In the analysis phase, conventional statistical methods can be applied to each complete dataset with each statistical method performed m times, once for each complete dataset. The pooling phase combines the m parameter estimates into a single set of parameter estimates. A pooled parameter estimate is typically the arithmetic average of the m estimates from the analysis phase (Rubin, 2004).

Multiple imputation is typically (but not necessarily) performed within a Bayesian framework, in which the parameters are drawn from their respective posterior distributions. In the case of incomplete multivariate normal data, calculating the posterior distribution is possible with the data augmentation algorithm (Schafer,
A general approach that can also handle non-normal data with missing values in the covariates is multivariate imputation by chained equations (MICE), also known as fully conditional specification (FCS) (Raghunathan, Lepkowski, van Hoewyk, & Solenberger, 2001; van Buuren, 2007, 2012). The imputation model is specified as a regression model for each incomplete variable involving the other variables as predictors. For example, the MICE algorithm is implemented in the R software package mice (van Buuren & Groothuis-Oudshoorn, 2011). Imputation techniques for numerous types of missing data problems receive excellent treatment in the book by van Buuren (2012).

To sum up, in both range restriction scenarios, we consider the missing data mechanism to be missing at random (MAR). In the case of MAR, the population parameters can be estimated based on the available data. Full information maximum likelihood estimation as well as multiple imputation meet the assumptions for handling the missing values in the criterion variable. Hence, the two approaches seem to be effective at providing unbiased estimates for the population correlation, and therefore good alternatives to Thorndike’s correction formulas.

Aim of this Study

The aim of this study was to compare the accuracy of the corrections made using three approaches – (1) Thorndike’s well known and most commonly applied correction formulas for DRR (Equation 2) and IRR (Equation 3), (2) full information maximum likelihood estimation, and (3) multiple imputation by chained equations – for direct and indirect range restriction scenarios depending on the selection ratio and the true population correlation.

Method

Procedure

We conducted two Monte Carlo simulations (DRR and IRR scenarios) using the program R-Statistics (R Core Team, 2014) to investigate the accuracy of the corrections made using the three approaches: (1) Thorndike’s correction formulas for DRR and IRR, (2) full information maximum likelihood estimation, and (3) multiple imputation by chained equations. The Monte Carlo simulations were conducted with 5,000 trials for each of the two scenarios. The simulation procedure consisted of the following four steps.

Step 1 – Data simulation: We generated 5,000 unrestricted data sets (sample size $N = 500$) drawn from a multivariate normal distribution by varying the Pearson correlation coefficient between $X$ and $Y$ from .10 to .90. Additionally, in the case of IRR we varied not only the correlation coefficient between $X$ and $Y$ but also the correlations between $Z$ and $X$, and $Z$ and $Y$ from .10 to .90.

Step 2 – Selection: We simulated the selection for nine selection ratios ranging from 10% to 90% with step width 10%, which corresponded to a proportion of missing values in $Y$ from 90% to 10%. We selected those cases with the highest values in $X$ (DRR) or with the highest values in $Z$ (IRR) respectively. The percentage of selected cases depended on the selection ratio. Values in $Y$ for non-selected cases were converted into missing values. The restricted sample created in this way was saved into a new data set and was used in applying the correction.

Step 3 – Correction: The three approaches were applied to the data set of the restricted sample (missing values in $Y$).

Step 4 – Analysis of parameter estimates: We compared the estimated correlation of the three approaches with the correlation obtained from the unrestricted population. In order to investigate the accuracy of the correction, we calculated the residuum of the population correlation estimate $\hat{\rho}_{XY} - \rho_{XY}$.

Correction

In order to correct for direct and indirect range restriction scenarios, the three approaches were applied to the restricted sample. In the first approach, we used Thorndike’s correction formulas for DRR (Equation 2) and IRR (Equation 3). The results of these formulas are the estimates of the population correlation. Second, we used full information maximum likelihood estimation using the R package mvnmle (Gross & Bates, 2012), which provides a ML estimation for multivariate normal data with missing values. Third, we used multiple imputation by chained equations to replace the missing values of the criterion variable before estimating the population correlation. We used the R package mice (van Buuren & Groothuis-Oudshoorn, 2011) with the default specifications for the prior distributions and the Markov Chain Monte Carlo simulation, but we changed the
number of imputations \( m \) from 5 (default) to 20. Conventional wisdom suggests that multiple imputation analysis requires about \( m = 5 \) imputations (Rubin, 2004; Schafer, 1997). This number of imputations was derived solely by considering the relative efficiency (Enders, 2010; Rubin, 2004). Contrary to this conventional wisdom, simulations studies show that only analyses based on \( m = 20 \) imputations yield comparable power to a maximum likelihood analysis and are therefore sufficient for many situations (Graham et al., 2007).

**Analysis**

In order to investigate and to compare the accuracy of the three correction methods, we analyzed the residual density of the population correlation estimates. Accuracy is defined as the closeness of the estimated value to the true value of the parameter being estimated (Ayyub & McCuen, 2011). The concept of accuracy encompasses both trueness and precision, and therefore provides important quantitative information about the goodness of the correction. The trueness is also known as bias or systematic error, and the precision as random error. If the residual value \( \hat{\rho}_{XY} - \rho_{XY} \) is close to zero, then a correction method provides a very good estimation of the population correlation. We used the arithmetic mean of the residuals (over the 5000 Monte Carlo trials) as a measure of trueness, and the standard deviation of the residuals as a measure of precision. Figure 2 shows a graphical illustration of trueness and precision. A positive mean of the residuals represents an overestimation of the population correlation, while a negative mean of the residuals represents an underestimation. A smaller value for the standard deviation of the residuals represents a lower shape of the density, which means the estimate of the population correlation is more precise.

In order to investigate the effect of the population correlation between predictor \( X \) and criterion \( Y \) on the accuracy of the correction, we partitioned the true population correlation coefficients into three levels: a weak correlation (from .10 to <.40), a moderate correlation (from .40 to <.70), and a strong correlation (from .70 to .90). With regard to the comparison of the three approaches, it is primarily of interest, whether the strength of the population correlation has a differential effect on the accuracy of the three approaches. In other words, is there an interaction between population correlation and approach? If the effect is not differentiated, we should observe the same changes in the accuracy of the estimates depending on the population correlation for each approach.

**Results**

Figure 3 shows 12 examples of histograms of the residuals of the population correlation estimate \( \hat{\rho}_{XY} \). The histograms are arranged as follows: In the vertical direction, the three approaches Thorndike, MICE and FIML; in the horizontal direction, the two scenarios DRR and IRR for two selection ratios of 30% and 50%. In both scenarios, the residuals \( \hat{\rho}_{XY} - \rho_{XY} \) are symmetrically distributed around zero, and the standard deviations of the residuals are smaller for a selection ratio of 50% than for a selection ratio of 30%. Thus, the trueness of \( \hat{\rho}_{XY} \) for the three approaches is very high, and the precision increases as the selection ratio increases. In the DRR scenario, there are no significant differences between the standard deviations of the residuals of the three approaches (Bartlett’s test for equal variances: all \( p \)'s > .05). In the IRR scenario, the standard deviations of the residuals of the three approaches are lower in comparison to the standard deviations of the residuals in the DRR scenario. Thorndike’s correction formula for an IRR scenario is less precise than the correction with MICE or FIML (all \( p \)'s < .001), but there are no significant differences in the standard deviations between MICE and FIML (for more detailed information, Table 1 shows the mean values and the standard deviations of the residuals for all nine selection ratios).
As seen in Figure 3, the precision of the population correlation estimate decreases as the selection ratio increases. In order to take a closer look at this relationship, we examined the type of relationship between the standard deviation of the residuals and the selection ratio. Figure 4 shows that the standard deviation of the residuals experiences positive acceleration as the selection ratio decreases. For an IRR scenario (Figure 4b), the standard deviation of the residuals increases faster for Thorndike’s correction formula than for the two missing data approaches MICE and FIML. For both scenarios, this relationship can be statistically modeled by an exponential function ($R^2 \geq .983$, $p < .001$, see Table 2). The results show that the precision of the population correlation estimates decreases exponentially as the selection ratio decreases (i.e., as the selection ratio becomes smaller).

Table 1. Accuracy of the population correlation estimates depending on the selection ratio for direct and indirect range restriction scenarios.

<table>
<thead>
<tr>
<th>SR</th>
<th>Accuracy</th>
<th>DRR</th>
<th>MICE</th>
<th>FI ML</th>
<th>IRR</th>
<th>MICE</th>
<th>FI ML</th>
</tr>
</thead>
<tbody>
<tr>
<td>.1</td>
<td>SD</td>
<td>.237</td>
<td>.227</td>
<td>.238</td>
<td>.168</td>
<td>.126</td>
<td>.131</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>.013</td>
<td>.027</td>
<td>.012</td>
<td>.011</td>
<td>.016</td>
<td>.006</td>
</tr>
<tr>
<td>.2</td>
<td>SD</td>
<td>.142</td>
<td>.141</td>
<td>.142</td>
<td>.103</td>
<td>.081</td>
<td>.080</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>.006</td>
<td>.014</td>
<td>.005</td>
<td>.006</td>
<td>.009</td>
<td>.002</td>
</tr>
<tr>
<td>.3</td>
<td>SD</td>
<td>.104</td>
<td>.105</td>
<td>.104</td>
<td>.076</td>
<td>.060</td>
<td>.059</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>.004</td>
<td>.009</td>
<td>.004</td>
<td>.004</td>
<td>.005</td>
<td>.002</td>
</tr>
<tr>
<td>.4</td>
<td>SD</td>
<td>.080</td>
<td>.081</td>
<td>.080</td>
<td>.060</td>
<td>.047</td>
<td>.046</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>.003</td>
<td>.006</td>
<td>.002</td>
<td>.003</td>
<td>.004</td>
<td>.001</td>
</tr>
<tr>
<td>.5</td>
<td>SD</td>
<td>.064</td>
<td>.065</td>
<td>.064</td>
<td>.048</td>
<td>.038</td>
<td>.037</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>.001</td>
<td>.003</td>
<td>.001</td>
<td>.002</td>
<td>.003</td>
<td>.001</td>
</tr>
<tr>
<td>.6</td>
<td>SD</td>
<td>.052</td>
<td>.053</td>
<td>.052</td>
<td>.039</td>
<td>.031</td>
<td>.030</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>.001</td>
<td>.002</td>
<td>.000</td>
<td>.001</td>
<td>.001</td>
<td>.000</td>
</tr>
<tr>
<td>.7</td>
<td>SD</td>
<td>.042</td>
<td>.043</td>
<td>.042</td>
<td>.031</td>
<td>.025</td>
<td>.024</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>.000</td>
<td>.001</td>
<td>.000</td>
<td>.001</td>
<td>.001</td>
<td>.000</td>
</tr>
<tr>
<td>.8</td>
<td>SD</td>
<td>.033</td>
<td>.034</td>
<td>.033</td>
<td>.024</td>
<td>.019</td>
<td>.018</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>.001</td>
<td>.001</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
</tr>
<tr>
<td>.9</td>
<td>SD</td>
<td>.023</td>
<td>.023</td>
<td>.023</td>
<td>.017</td>
<td>.013</td>
<td>.013</td>
</tr>
</tbody>
</table>

Note. DRR = direct range restriction, IRR = indirect range restriction, SR = selection ratio, M = mean of the residuals of the population correlation estimate (trueness), SD = standard deviation of the residuals of the population correlation estimate (precision), Thorndike = Thorndike’s correction formulas (Equation 2 and Equation 3), MICE = multiple imputation by chained equations, FIML = full information maximum likelihood estimation.
In order to investigate the effect of the true population correlation between predictor and criterion on the accuracy of the population correlation estimates, we compared the means and standard deviations depending on three levels of the true population correlation. For both scenarios, there is no relevant effect of the true population correlation on the trueness of the correlation estimates, but there is an effect on the precision. Figure 5 and Figure 6 show the standard deviations of the residuals in dependence of the selection ratio, the true population correlation, and the three approaches. In addition to the effect of the selection ratio, the precision of the population correlation estimates increases as the true population correlation increases: for a DRR scenario $F(80, 2) = 9.603, p < .001$, $\eta^2_p = .21$, and for an IRR scenario $F(80, 2) = 7.254, p = .001$, $\eta^2_p = .16$.

With regard to the comparison of the three approaches, the true population correlation has no differential effect on trueness and precision. In other words, there is no significant interaction between population correlation and approach, $F's(80, 4) < .01, p's > .99$. For a DRR scenario, the precision of the three estimates is equal for weak, moderate, and strong true population correlations (see Figure 5). For an IRR scenario, as shown in Figure 6, the higher standard deviations of Thorndike’s correction result from the fact that Thorndike’s correction is less precise (compare with Figure 4b), but these differences are not affected by the true population correlation. As shown in Figure 6, the precision of Thorndike’s estimate in the case of a moderate correlation corresponds to the precision of the estimates of MICE and FIML in the case of a weak correlation. However, this effect is small for selection ratios beyond 30%.
Range restriction is a common methodological problem in the evaluation of the predictive validity of a selection method. The correlation obtained from the selected sample is a biased estimate of the population correlation. An alternative approach to Thorndike’s correction formulas is to view the selection mechanism as a missing data mechanism. The aim of this study was to compare the accuracy of the estimates of the population correlation for three approaches: 1) Thorndike’s (1949) correction formulas, 2) multiple imputation by chained equations (MICE), and 3) full information maximum likelihood estimation (FIML) for direct (DRR) and indirect (IRR) range restriction scenarios.

The results show that the two missing data approaches perform effectively and provide unbiased estimates for both scenarios, though the correction for an IRR scenario is more precise than for a DRR scenario. For a DRR scenario, the three approaches are equally accurate. However, for an IRR scenario the correction using MICE or FIML is more precise than the correction using Thorndike’s formula. An important finding is that the precision of the population correlation estimates decreases exponentially as the selection ratio decreases. Consequently, the confidence intervals of the point estimates are very wide for small selection ratios. This effect is of particular importance in the evaluation of the predictive validity in highly selective selection scenarios. In addition, if the population correlation between predictor and criterion is weak, then the prediction is less precise than in the case of a moderate or a strong population correlation. On the basis of our findings, we do not recommend corrections for range restriction for selection ratios lower than 30%, which translates into more than 70% missing values. The confidence interval of the population correlation estimate should be considered in evaluating the predictive validity. On the one hand, a cautious interpretation of correlations corrected for range restriction is necessary to avoid invalid conclusions about the predictive validity of a selection method. On the other hand, no range restriction correction is more likely to result in an invalid conclusion.

Our findings show that MICE and FIML provide similar results, and both approaches make the same assumptions with regard to the missing data mechanism. However, the two approaches differ in dealing with missing values, which may be relevant to the decision on their use in evaluation studies. In contrast to maximum likelihood estimation, multiple imputation generates several complete datasets with plausible estimates of the missing values. After the imputation phase, conventional statistical methods can be used on each complete dataset. This makes it easier to apply subsequent statistical analyses even when a user does not have profound knowledge about the handling of missing values. In addition, the imputation model may differ from subsequent analysis models. Typically, the imputation model includes many variables of the data set, whereas the analysis model includes a subset of these variables. In contrast, FIML generates the population estimates based only on the variables of interest from the analysis model. However, including some additional variables relevant to missing data to improve the estimation of the missing values is not an inherent
advantage of multiple imputation, because these additional variables can be also included in the maximum likelihood model (Graham, 2003). If the imputation model includes variables that are not part of maximum likelihood analysis, then the two approaches can yield different estimates. The decision of which approach to use should depend on the user’s knowledge and experience in dealing with missing values.

Some limitations of our study need to be considered. We investigated the accuracy of the estimates for one total sample size. As is known from previous studies of Thorndike’s correction formulas (Dunbar & Linn, 1991), the sample size of the selected sample, which results from the total sample size in combination with the selection ratio, affects the precision of the population correlation estimate. Therefore, one important research question is how small the total sample size as well as the size of the selected sample can be while still allowing for unbiased and precise corrections for direct and indirect range restrictions. In our simulation study, we assumed that the variables are multivariate normally distributed, which is routinely the assumption in social and behavioral sciences (Enders, 2010). Multiple imputation assumes multivariate normality, but this missing data approach can provide valid estimates even when this assumption is violated (Demirtas, Freels, & Yucel, 2008). However, this assumption is robust for a large sample size and a low percentage of missing values. Further studies should investigate violations of the assumption of normality (e.g., skewness) in combination with the total sample size.

In summary, this simulation study shows that multiple imputation by chained equations and full information maximum likelihood estimation are accurate approaches correcting for DRR and IRR scenarios. Therefore, both approaches seem to be promising alternatives to Thorndike’s correction formulas, especially in the case of indirect range restriction scenarios.
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Appendix

The following example illustrates the steps for estimating the predictive validity with full information maximum likelihood estimation (FIML) and multiple imputation by chained equations (MICE) using the R packages mvnmle and mice. We designed a small dataset ($N = 50$) to mimic a student selection scenario in which prospective students completed an aptitude test and an interview. The criterion measure is an achievement score after two semesters (e.g. average of grades). The college admitted those students who scored at least 100 in the aptitude test. The new interview was presented to the prospective students, but was not used for selection. After the two semesters, the college wants to evaluate the predictive validity of both selection methods. Thus, we have a direct range restriction scenario on the test scores and an indirect range restriction scenario on the interview scores. We assume that this sample is drawn from a multivariate normal distribution.

Without any correction, we observe a Pearson correlation coefficient between test scores and achievement scores of $r = .28$, and between interview scores and achievement scores of $r = .34$. We know that these correlations are biased. Next, we present the steps that need to be taken in R Statistics to estimate the unbiased population correlation with FIML and with MICE. After installing the R packages mvnmle (https://cran.r-project.org/web/packages/mvnmle/index.html) and mice (https://cran.r-project.org/web/packages/mice/index.html) from the Comprehensive R Archive Network (CRAN), load the packages:

```r
R> library(mvnmle)
R> library(mice)
```

The data frame dataset contains three variables: test (aptitude test scores), interview (interview scores), and achievement (criterion scores). Missing values are labeled as NA.

```r
R> dataset <- data.frame(
R> "test"=c(99,109,104,104,98,77,96,107,90,...),
R> "interview"=c(19,19,13,18,14,13,16,12,11,...),
R> "achievement"=c(NA,4.0,2.7,3.1,NA,NA,NA,2.4,NA,...))
```

```r
R> dataset
  test interview achievement
1   99        19          NA
2  109        19          4.0
3  104        13          2.7
4  104        18          3.1
5   98        14          NA
6   77        13          NA
...```

The number of the missing values can be counted and visualized with the `md.pattern()` function of the `mice` package as follows:

```r
R> md.pattern(dataset)
```

```
  test interview achievement
25       1          1          1  0
25       1          1          0  1
0        0          0          25 25
```
There are 25 (out of 50) rows that are complete (last column), and all missing values are in the variable achievement. Estimating the correlation matrix of the dataset using FIML can be done with a call to `mlest()` and by converting the estimated covariance matrix in the correlation matrix as follows:

```r
R> fiml <- mlest(dataset)
R> cov2cor(FIML$sigmahat)
```

The symmetric correlations matrix shows correlations between test and achievement \([1,3] = .51\), between interview and achievement \([2,3] = .43\), and between test and interview \([1,2] = .26\). Creating complete datasets with MICE can be done with a call to `mice()` as follows:

```r
miceimp <- mice(dataset, meth=c("norm", "norm", "norm"), m = 20, seed = 6000)
```

where the multiple imputed dataset is stored in the object `miceimp` of class `mids`. Imputations are generated according to the method “norm” (normal distribution), which is specified for each column. The number of multiple imputations is equal to \(m = 20\). Note that we used a fixed seed value in this example, so that the exact values can be reproduced. The `complete()` function extracts the 20 complete datasets of the `miceimp` object. Next, we calculate the correlation matrix for each of the complete datasets using the `cor()` function. The pooled correlation matrix is the arithmetic mean of the 20 correlation matrices. Van Buuren (2012) suggests a Fisher-z transformation when pooling correlation coefficients (for transforming and re-transforming the correlation matrix, we used the functions `fisherz()` and `fisherz2r()` from the `psych` package).

```r
R> for(k in 1:20){
R>      corMatrix = corMatrix + fisherz(cor(complete(miceimp,k))
R> }  
R> fisherz2r(corMatrix/20)
```

The correlation matrix shows a correlation estimate between test and achievement of .50, and between interview and achievement of .43. Table A1 summarizes the uncorrected and corrected correlations. Subsequently, you will find the final R script for this example including all data for copy and paste.

<table>
<thead>
<tr>
<th>Table A1. Correlations of the student selection data.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>uncorrected</td>
</tr>
<tr>
<td>FIML</td>
</tr>
<tr>
<td>MICE</td>
</tr>
</tbody>
</table>

# run
# Load packages
library(mvnmle)
library(mice)
library(psych)

# Dataset
"interview"=c(19,19,13,18,14,13,16,12,11,16,15,12,16,13,16,14,20,18,16,20,20,20,19,20,16,17,18,16,18,18,19,11,13,13,10,15,14,15,19,16,20,14,13,14,13,17,16,16,12),
"achievement"=c(NA,4.0,2.7,3.1,NA,NA,NA,2.4,NA,3.9,3.3,NA,NA,4.0,2.6,NA,4.0,3.8,2.8,3.5,2.5,NA,3.5,NA,2.0,4.0,NA,3.7,4.0,NA,4.0,4.0,3.0,NA,NA,NA,2.9,NA,3.5,4.0,NA,NA,NA,3.1,NA,NA,NA,NA))

dataset # Print dataset

# Show missing data pattern
md.pattern(dataset)

# Correlation matrix without correction (biased estimates)
cor(na.omit(dataset))

# Full information maximum likelihood (FIML)
fiml <- mlest(dataset)
cov2cor(FIML$sigmahat)

# Multiple imputations by chained equations (MICE)
miceimp <- mice(dataset, meth=c("norm","norm","norm"), m = 20, seed = 6000)
for(k in 1:20){
  corMatrix = corMatrix + fisherz(cor(complete(miceimp,k)))
}
fisherz2r(corMatrix/20)
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Abstract

A recurring methodological problem in the evaluation of the predictive validity of selection methods is that the values of the criterion variable are available for selected applicants only. This so-called range restriction problem causes biased population estimates. Correction methods for direct and indirect range restriction scenarios have widely studied for continuous criterion variables but not for dichotomous ones. The few existing approaches are inapplicable because they do not consider the unknown base rate of success. Hence, there is a lack of scientific research on suitable correction methods and the systematic analysis of their accuracies in the cases of a naturally or artificially dichotomous criterion. We aim to overcome this deficiency by viewing the range restriction problem as a missing data mechanism. We used multiple imputation by chained equations to generate complete criterion data before estimating the predictive validity and the base rate of success. Monte Carlo simulations were conducted to investigate the accuracy of the proposed correction in dependence of selection ratio, predictive validity, and base rate of success in an experimental design. In addition, we compared our proposed missing data approach with Thorndike’s well-known correction formulas that have only been used in the case of continuous criterion variables so far. The results show that the missing data approach is more accurate in estimating the predictive validity than Thorndike’s correction formulas. The accuracy of our proposed correction increases as the selection ratio and the correlation between predictor and criterion increase. Furthermore, the missing data approach provides a valid estimate of the unknown base rate of success. On the basis of our findings, we argue for the use of multiple imputation by chained equations in the evaluation of the predictive validity of selection methods when the criterion is dichotomous.

Introduction

A recurring methodological problem in the evaluation of the predictive validity of selection methods is that the values of the criterion variable are available only for selected applicants. This loss of criterion data for non-selected applicants is an inherent effect of selection and is
known as the range restriction problem [1–5]. The problem occurs, for example, in the evaluation of an admission test in higher education, because data on academic success are only available for applicants who are admitted to the program. As an effect of the selection, the sample of selected applicants is not random and therefore not representative of the applicant population. Consequently, the observed sample correlation is a biased estimate of the population correlation, i.e. of the predictive validity. The correlation between a predictor \( X \) and a criterion \( Y \) obtained from the (available) range restricted dataset (i.e., the selected sample) underestimates the correlation we would obtain from the (not available) unrestricted dataset. Hence, this biased sample correlation has to be corrected to provide a more valid population estimate.

Correction methods for the range restriction problem have been widely studied for continuous criterion variables [5–17]. However, sociological, medical, and psychological research often deal with dichotomous criterion variables [18,19]. Dichotomous variables are characterized by a division of the individuals of a sample or population into two groups. The division can be based on either a qualitative or a quantitative characteristic. In the former case, the dichotomous variable is labelled as natural, and in the latter case as artificial [20]. For example, in higher education, the graduation status of a student is naturally dichotomous (‘graduated’ versus ‘not graduated’). An artificially dichotomous variable is one that has a continuous underlying scale, but has been dichotomized (e.g., ‘high performers’ versus ‘low performers’). The few existing approaches [21,22] to correct the biased correlation in the case of a dichotomous criterion are inapplicable because they require information about the base rate of success, i.e. the proportion of successful individuals in the unrestricted dataset. However, this information is typically not available. Thus, there is a lack in scientific research on suitable correction methods and their accuracies when the criterion variable is dichotomous.

In the present paper, we aim to overcome this deficiency by viewing the range restriction problem as a missing data mechanism [14,23]. As there is comprehensive literature on dealing with missing data, we can draw on a variety of techniques and research results. This potential is a great advantage of this approach, which has not yet been used to correct for range restriction with a dichotomous criterion variable [24–26]. We apply this approach to the two most common selection scenarios in personnel selection and higher education [27]: the direct range restriction (DRR) scenario and the indirect range restriction (IRR) scenario. In a DRR scenario, selection is based directly on the predictor variable \( X \), whereas in an IRR scenario, selection is based on another variable \( Z \).

First of all, we describe the loss of data in the two selection scenarios DRR and IRR, show which data are used for the correction, and give a brief introduction to Thorndike’s well-known and widely used correction formulas in the case of a continuous criterion variable. Next, we provide a brief overview of methods for handling missing data and demonstrate that the proposed approach, *multiple imputation by chained equations*, is suitable for correcting for range restriction in both scenarios involving a dichotomous criterion. Then, we emphasize the critical role of the base rate of success, which has not been taken into account in previous approaches. Our proposed missing data approach generates complete data from which the base rate of success as well as the unbiased predictive validity can be obtained. Finally, we investigate the accuracy of the proposed correction by conducting Monte Carlo simulations, which allow for a comparison of the corrected parameters and the unbiased parameters (predictive validity and base rate of success) in an experimental design.

**Direct and indirect range restriction**

The most straightforward selection scenario is the direct range restriction (DRR) scenario, or explicit selection, which is commonly referred to as Thorndike’s Case 2 [4,5]. In a DRR
scenario, selection is based directly on the predictor variable X and occurs top down. The idea is that applicants with a higher value of X are more suitable, and thus more likely to have a higher value in Y. As selection is based on values of X, the range of X is restricted in the selected sample. For this reason, this methodological problem is called the range restriction problem. The variable X can be either a score in a single-selection method (e.g., a psychometric test), or a composite score derived from several selection methods (e.g., a psychometric test and a quantitative interview). For example, in higher education in Austria, prospective students of medicine are selected based solely on an entrance examination [28–30]. In the case of DRR, values of X are available for all applicants, whereas values of Y are only available for selected applicants.

The indirect range restriction scenario (IRR) occurs when applicants are selected on the basis of another variable Z, which is usually correlated with X, Y, or both. The IRR scenario or incidental selection is commonly referred to as Thorndike’s Case 3 [4,5]. Although selection is based on Z, the predictive validity of X remains of interest. Suppose a selection procedure consists of a psychometric test and a quantitative interview, and we want to assess the predictive validity of the psychometric test, the predictor X. For selection, we use the composite score Z derived from both selection methods. Organizations often use a composite score for selection and need to know the predictive validity of a single selection method in order to increase the predictive validity of the whole selection procedure (e.g., by removing or weighting a particular selection method). In the case of IRR, values of X and Z are available for all applicants, whereas values of Y are available for selected applicants only.

The amount of data loss depends on the selection ratio (SR), which is defined as the ratio of available places to the number of applicants. The SR ranges between 0 and 1, or between 0% and 100%. For example, if 200 study places are available and 500 applicants apply for them, the SR is 200 divided by 500 or 40%. The top 40% of applicants will be selected and 60% will be unselected. Hence, in this case we have missing values in the criterion variable Y for 60% of the applicants, but no missing values in X or Z. Fig 1 shows the missing data pattern for a SR of 40% in the cases of DRR and IRR.

In both scenarios, the observed sample correlation between X and Y is smaller than the correlation we would obtain from the unrestricted dataset, i.e. the predictive validity of the selection method is underestimated. To overcome this problem in the case of a continuous criterion variable, Thorndike [5] presented formulas to correct the Pearson correlation coefficient for DRR and IRR. The goal of these correction formulas is to estimate the correlation in the unrestricted dataset, which is the best estimate available of the population correlation, based on the correlation obtained from the restricted dataset. Correction formulas are commonly applied in predictive validity studies of large-scale testing programs, such as the Graduate Record Examination (GRE) [31,32], the Scholastic Aptitude Test (SAT) [33,34], and the Graduate Management Admission Test (GMAT) [35]. Correction formulas are also applied in other fields, e.g. in predicting job performance [36], and in evaluating the selection of pilot candidates in the US Air Force [37].

The formula for correcting for direct range restriction (DRR) presented by Thorndike is:

$$\rho_{XY} = \frac{(S_X/s_X)r_{XY}}{\sqrt{1 + r^2_{XY}(S^2_X/s^2_X - 1)}}$$

where $\rho_{XY}$ is the true or unrestricted correlation coefficient, $r_{XY}$ is the biased Pearson correlation coefficient obtained from the restricted dataset, and $S_X$ and $s_X$ are the standard deviations of X for the restricted and the unrestricted datasets [4]. The formula for correcting for indirect
Range restriction (IRR) is:

\[ r_{XY}^* = \frac{r_{XY} + r_{ZX} \cdot r_{ZY} (s_Y^2 / s_Z^2 - 1)}{\sqrt{1 + r_{ZX}^2 (s_Y^2 / s_Z^2 - 1)} \cdot \sqrt{1 + r_{ZY}^2 (s_Y^2 / s_Z^2 - 1)}}. \]

where \( r_{XY}, r_{ZX}, \) and \( r_{ZY} \) are the uncorrected Pearson correlation coefficients obtained from the restricted dataset, and \( s_Z \) and \( s_Y \) are the standard deviations of variable \( Z \) for the restricted and the unrestricted dataset [4]. The core term in both correction formulas is the ratio of the standard deviations of the selection variable (\( X \) or \( Z \)).

The two formulas require that the assumption of linearity between \( X \) and \( Y \) as well as the assumption of homoscedasticity hold. In psychometric literature, it is well documented that corrected correlations are less biased than uncorrected correlations, even over a wide range of assumption violations [9,17,38,39]. Correcting for range restriction is recognized as professional practice because the corrected correlation coefficient is generally the best estimate of the population validity coefficient [40]. In general, the accuracy of the correction increases as the selection ratio increases and as the predictive validity increases [41]. Whereas Thorndike’s correction formulas have been widely studied for continuous criterion variables, they have not been studied for dichotomous ones. Therefore, we investigate how usable Thorndike’s correction formulas are in the case of a dichotomous criterion variable. Furthermore, we propose an approach based on state of the art methods for dealing with missing values that has not yet been applied in predictive validity studies [23].

Range restriction as a missing data mechanism

First, we give a brief overview of missing data mechanisms to locate the range restriction problem in this line of research. Afterwards, we introduce different methods of handling missing data and propose an approach for handling missing values in dichotomous dependent variables. One advantage of viewing the range restriction as a missing data mechanism is that we...
can draw on a variety of techniques and research results in dealing with missing data [24,25,42]. However, this approach is seldom used with range restriction problems [14].

Rubin [43] describes three mechanisms essential as assumptions in dealing with missing values. These three mechanisms describe how the probability of a missing value relates to the data [24]: (1) Missing completely at random (MCAR) means the probability of missing data on \( Y \) is unrelated to other measured variables and is unrelated to the values of \( Y \) itself; (2) Missing at random (MAR) means the probability of missing data on \( Y \) is related to some other measured variable (or variables) in the analysis model but not to the values of \( Y \) itself; and (3) Missing not at random (MNAR) means the probability of missing data on \( Y \) is related to the values of \( Y \) itself, even after controlling for other variables. We consider both selection scenarios to be MAR, because the probability of missing values on \( Y \) depends either on \( X \) in the case of DRR, or on \( Z \) in the case of IRR, and not on values of \( Y \) itself. In other words, there is no relationship between the probability of missing values on \( Y \) and the values of \( Y \) after partialling out other variables. In the case of a MAR mechanism, we can estimate the missing values based on the observed values [24].

Over the past few decades, methodologists have proposed different techniques for dealing with missing data. Many of these approaches have enjoyed widespread use, but several of them, like listwise or pairwise deletion and single imputation techniques (e.g., arithmetic mean imputation, single regression imputation, and single EM imputation) are no longer considered to be state of the art, because they have potentially serious drawbacks [24]. Listwise and pairwise deletion require an MCAR mechanism, and produce biased parameter estimates with MAR and MNAR data. Deletion of incomplete cases can reduce the statistical power dramatically, even when the data are MCAR. Single imputation techniques also produce biased parameter estimates with MAR data and attenuate standard errors. Single regression imputation and single EM imputation overestimate correlations and attenuate variances and covariances, even when the data are MCAR, because they impute the data with perfectly correlated scores [24,44]. In a single regression imputation, all imputed values fall directly on the regression line and therefore lack variability. In contrast, arithmetic mean imputation attenuates correlations. Consequently, single imputation techniques are not suitable for many reasons, especially with regard to estimating correlation coefficients.

The two approaches that methodologists currently regard as state of the art [25,26] are (1) full information maximum likelihood (FIML), and (2) multiple imputation (MI). Neither of these approaches suffers from the problems mentioned for deletion of incomplete cases and single imputation techniques. The FIML approach estimates the most plausible parameters of a statistical model given the data. In other words, the goal is to identify the population parameter values with the highest probability of producing the data of a certain sample. The population parameter values are estimated with iterative optimization algorithms (e.g., expectation maximization algorithm). For a detailed description of likelihood-based approaches, see Little and Rubin [25], or for a less technical description see Enders [24].

The second state of the art approach to handle missing data problems is multiple imputation (MI) [24,25,45]. A multiple imputation analysis consists of three distinct steps: the imputation phase, the analysis phase, and the pooling phase. The imputation phase creates several complete datasets (e.g., \( m = 20 \) imputations) based on one dataset with missing values. Each of these complete datasets contains different plausible estimates of the missing values, but identical values for the observed data. In the analysis phase, data can be analyzed with conventional statistical methods, but the analysis has to be performed \( m \) times, once for each complete dataset. The goal of the pooling phase is to combine the \( m \) parameter estimates into a single set of parameter estimates. The pooled parameter estimate is simply the arithmetic average of the \( m \) estimates from the analysis phase [46]. Analyzing multiple datasets and pooling the results sounds laborious, but modern MI software packages automate this procedure.
FIML und MI make the same assumptions (MAR and multivariate normality), have similar statistical properties, and frequently produce equivalent results [24,42]. Despite making the same assumptions, the two approaches differ in their mathematical background: the mathematical background of FIML is maximum likelihood estimation, whereas MI is based on Bayesian estimation. Therefore, there are important differences between the two approaches. While FIML maximizes the likelihood function to estimate the parameters without replacing missing values, MI replaces the missing values before estimating the parameters from the complete datasets. In contrast to FIML, MI effectively separates the imputation and the analysis phase. This may yield to different parameter estimates between the two approaches. Typically, in MI the imputation model includes many variables of the dataset, whereas the analysis model includes a subset of these variables.

Real data often do not conform to the modeling assumption of multivariate normality. Real data might be skewed, not negative, or bimodal, to name just a few deviations from normality. This mismatch between the distribution of the observed and imputed data may adversely affect the estimates of interest. MI generally tends to be robust against violations of normality [45,47,48]. Deviations from the normal distribution have a small effect on estimates that rely on the center of the distribution, like mean or regression coefficients, but may have significant effects on variances. Demirtas et al. [48] found that MI performs accurately with regard to the mean structure of skewed or multimodal distributions in large samples (n = 400), even for 75% missing values.

In the present study, we have to handle missing values in a dichotomous dependent variable. In light of this, we want to give a conceptual overview of Bayesian multiple imputation using logistic regression, which is considered to handle dichotomous variables most efficiently. Imputation of incomplete dichotomous variables is possible under the broad class of generalized linear models (GLM) [49]. The logistic regression models the probability that $Y_i = 1$ given $X_i$ and model parameter vector $\beta$ as [45]:

$$\Pr(Y_i = 1 | X_i, \beta) = \frac{\exp(X_i \beta)}{1 + \exp(X_i \beta)}$$

The general idea is to estimate the probability model on the subset of the observed data (i.e., the restricted sample), and to impute the missing values with plausible values according to the fitted probabilities. For example, a probability of .80 means that $Y_i$ has a chance of 80% of becoming 1 and a 20% chance of becoming 0. For a large number of imputations, the percentage of datasets in which $Y_i = 1$ tends towards 80%. The Bayesian method draws $\beta$ from its respective posterior distributions. The posterior distribution contains the variability of $\beta$ that needs to be incorporated into the imputations. In Bayesian statistics, Markov chain Monte Carlo (MCMC) methods are used to find the posterior distribution of the parameters. MCMC algorithms draw samples from probability distributions based on constructing a Markov chain that has the desired distribution as its stationary distribution. The state of the chain after a very large number of steps is then used as a sample of the desired distribution. The quality of this sample increases with the number of steps. For a mathematical description of the Bayesian logistic regression imputation model, see Rubin [46].

Currently, MI is generally accepted as the best method for dealing with incomplete data in many fields [45]. Therefore, we suggest using multiple imputation by chained equations (MICE) to correct for range restriction in cases of DRR and IRR when the criterion variable is dichotomous. The proposed missing data approach first replaces the missing values of the criterion variable $Y$ and generates several complete (unrestricted) datasets. Then, the correlation coefficient can be calculated based on these complete datasets.
The critical role of the base rate of success

A very important factor to be considered when correcting for range restriction with a dichotomous criterion is the base rate of success (BR) [21]. The BR is the percentage of individuals who would be successful on the criterion if there were no selection. The BR is calculated by dividing the number of successful individuals by the number of applicants, and ranges between 0 and 1, or between 0% and 100%. The BR contains unbiased information about the proportions of cases in the categories $p$ ($Y = 0$; not successful) and $q$ ($Y = 1$; successful) of a dichotomous criterion variable. For example, if all applicants are admitted to a study program and 60% of them complete this study program successfully, the BR is .6, or 60%.

Unfortunately, in the case of selection, the BR is unknown, as we cannot obtain the percentage of unselected applicants able to succeed on the criterion. We can only obtain the success rate of the selected sample, which is the number of successful individuals divided by the number of selected applicants. The success rate, however, is a biased estimator for the BR. Assuming a selection method determines the most suitable applicants, we will obtain a success rate which is higher than the BR.

Next, we will show how the two proportions $p$ and $q$ constituting the BR affect the magnitude of the correlation coefficient between a continuous variable $X$ and a dichotomous variable $Y$ [50,51]. Two correlation coefficients can be distinguished depending on whether the dichotomous variable is based on a qualitative or on a quantitative characteristic. In the former case, the dichotomous variable is labelled as natural, and in the latter case as artificial [20]. For a naturally dichotomous variable, the point-biserial correlation coefficient $\rho_{pb}$ is used [50,51]:

$$
\rho_{pb} = \frac{(M_1 - M_0) \sqrt{pq}}{\sigma_X},
$$

where $M_1$ and $M_0$ are the mean values of the continuous variable $X$ for the group ‘not successful’ ($Y = 0$) and the group ‘successful’ ($Y = 1$), and $\sigma_X$ is the standard deviation of $X$. $p$ and $q = 1 - p$ represent the proportions of the two groups ‘not successful’ and ‘successful’. $\rho_{pb}$ ranges between -1 and +1. Normality of $X$ is an assumption for significance testing, but not for calculating $\rho_{pb}$.

An artificially dichotomous variable is created whenever the values of a continuous variable are divided into two groups at a specific cut-off point. For example, student performance is measured on a continuous scale, and students are divided into ‘low’ and ‘high’ performers on the basis of their performance. In this case, a biserial correlation coefficient $\rho_b$ is the more appropriate calculation. In the case of an artificially dichotomous variable, $\rho_{pb}$ systematically underestimates the Pearson correlation coefficient which would have been obtained before dichotomization [41]. $\rho_b$ is related to $\rho_{pb}$ as shown in Formula 5:

$$
\rho_b = \rho_{pb} \frac{\sqrt{pq}}{h},
$$

where $h$ is the ordinate of the standard normal distribution at the point at which the cut for the dichotomization was made.

Both $\rho_{pb}$ and $\rho_b$ depend on the proportions $p$ and $q$. As $p$ and $q$ become more extreme (e.g., .1 and .9), the correlation coefficient becomes smaller. Different values of the BR and the success rate result in different values of the correlation coefficients. Hence, $p$ and $q$ as obtained from the restricted dataset are different from the $p$ and $q$ we would obtain from the unrestricted dataset. Therefore, using the success rate to estimate the predictive validity results in biased correlation coefficients.
Two approaches have been proposed so far to assess the predictive validity of a selection method when the criterion variable is dichotomous. However, both approaches assume that the BR is known (e.g., from the literature), or should be assumed. The first approach is to apply the Taylor-Russell tables for a dichotomous criterion variable [21]. These tables indicate values of $\rho_{pb}$ for the combination of the SR, the success rate, and the BR. The value for $\rho_{pb}$ can only be taken from the tables if the values for the other three parameters are known. While the SR and the success rate are typically known, the BR is not and must be assumed. The second approach focuses on the effect size Cohen’s $d$ as a measure of the predictive validity in the case of a naturally dichotomous variable, and offers correction formulas for DRR and IRR [22]. The formulas correct the biased effect size $d$ (obtained from the selected sample) into an unbiased $d$ using the ratio of the unrestricted standard deviation to the restricted standard deviation, as known from Thorndike’s correction formulas. Both formulas to calculate the unbiased $d$ require the BR, which must be known or assumed. However, assuming the BR is an arbitrary approach, and different assumptions of the BR result in different values of the predictive validity, i.e. different values of the correlation coefficients.

So far, the scientific literature does not provide any correction method for situations in which the BR is unknown. However, when correcting for range restriction with a dichotomous criterion, both the biased success rate and the biased correlation have to be considered. The proposed missing data approach allows for this, as it generates complete datasets from which the BR as well as the unrestricted correlation can be obtained. Therefore, the proposed approach provides an empirical estimation for both the correlation coefficients and the BR based on the selected sample.

**Purposes of this Study**

Correction methods for range restriction have been studied almost exclusively for continuous criterion variables. Therefore, the aim of the present study was to give empirical evidence in an experimental design on correcting for direct range restriction (DRR) and indirect range restriction (IRR) when the criterion variable is dichotomous.

The first purpose is to compare the two approaches (1) multiple imputation by chained equations (MICE), and (2) Thorndike’s correction formulas (Formulas 1 & 2) with regard to the accuracy of the correction of the biased sample correlations.

The second purpose is to investigate the effect of a weak, moderate, and strong relationship between predictor and criterion on the accuracy of the correction of the biased sample correlations with multiple imputation by chained equations. Studies investigating Thorndike’s correction formulas have shown that the accuracy of the correction increases as the correlation between predictor and criterion increases.

The third purpose is to investigate the accuracy of the correction of the biased BR with multiple imputation by chained equations. Previous approaches are less useful when the criterion variable is dichotomous because they do not consider that the success rate is a biased estimate for the unknown BR. However, the proposed missing data approach allows us to estimate the BR.

The fourth purpose of this study is to investigate the effect of the strength of the correlation between $Z$ and $X$ on the accuracy of the correction with multiple imputation by chained equations in an IRR scenario.

**Method**

**Procedure**

We conducted Monte Carlo simulations to investigate the two correction approaches: a) Thorndike’s correction formulas, and b) multiple imputation by chained equations (MICE) in
an experimental design using the program R Statistics [52]. We wrote four R scripts (see S1–S4 Rscripts) in order to conduct the Monte Carlo simulations for the following four conditions: 1. DRR with an artificially dichotomous criterion variable; 2. DRR with a naturally dichotomous criterion variable; 3. IRR with an artificially dichotomous criterion variable; and 4. IRR with a naturally dichotomous criterion variable. The Monte Carlo simulations were conducted with 5,000 iterations for each condition. The procedure for the Monte Carlo simulation consisted of the following steps.

**Step 1—Data simulation.** We generated 5,000 unrestricted multivariate datasets (sample size $N = 500$) for each condition by varying the correlation coefficient between $X$ and $Y$ from .10 to .90 and the base rate of success (BR) from 10% to 90%. In the case of IRR, there was a third variable $Z$, meaning that we varied not only the correlation coefficient between $X$ and $Y$ but also the correlations between $Z$ and $X$, and $Z$ and $Y$ from .10 to .90.

**Step 2—Selection.** We simulated the selection for nine levels of the selection ratio (SR) ranging from 10% to 90% with step width 10% (which corresponded to missing values in $Y$ from 90% to 10%). This yielded $5000 \times 9 = 45000$ restricted datasets. In the case of DRR, datasets were sorted in descending order by $X$; in the case of IRR, in descending order by $Z$. We selected those cases with the highest values in $X$ (DRR), and with the highest values in $Z$ (IRR). The percentage of selected cases depended on the SR. Values of $Y$ for non-selected cases were deleted (i.e., converted into missing values). The range restricted or selected samples created in this way were saved into new datasets and were used for applying the correction.

**Step 3—Correction.** Both approaches were applied to the range restricted datasets. In the first approach, Thorndike’s correction formulas for DRR (Eq 1) and IRR (Eq 2) were used to calculate the estimate of the correlation coefficient between predictor $X$ and criterion $Y$. In the second approach, we used multiple imputation by chained equations to generate $m = 20$ imputed datasets (see subsection Imputation of the missing values). For each imputed dataset, we calculated the correlation coefficient between $X$ and $Y$, and the BR. The MI analysis pools the $m = 20$ estimates into a single point estimate. Rubin [46] showed that the multiple imputation point estimate is the arithmetic mean of the $m$ estimates.

**Step 4—Analysis of parameter estimates.** In order to analyse the accuracy of the correction, we compared the parameter estimates of both approaches with the true parameters obtained from the unrestricted dataset. All estimates of the parameters are denoted with the accent symbol hat, where $\hat{r}_{sb}$ is the estimate of the biserial correlation coefficient and $\hat{r}_{pb}$ is the estimate of the point-biserial correlation coefficient. We calculated the residual of each parameter estimate. For example, the residual for the point-biserial correlation coefficient was $\hat{r}_{pb} - P_{pb}$, where $P_{pb}$ was the true unrestricted correlation coefficient.

When running Monte Carlo simulations, extreme conditions typically cause problems in statistical analysis. Consequently, marginal conditions have to be defined. The logistic regression could not be applied when $Y$ was constant. This was particularly likely to be the case when the BR and the correlation between $X$ and $Y$ were high and the SR was small. Therefore, a minimum variance in $Y$, or a minimum number of observations with $Y = 1$ (or $Y = 0$) was a necessary precondition for a valid estimate. We determined that a minimum of five observations in the two categories (‘successful’ and ‘not successful’) was a sufficient number of observations in the restricted dataset. This minimum number of observations was based on the rule of thumb in chi-square statistics for contingency tables. Therefore, we excluded samples that did not meet this prerequisite.
Data simulation

We simulated multivariate data for two kinds of dichotomous criterion variables: a) an artificially dichotomous variable, and b) a naturally dichotomous variable. Both kinds of dichotomous criterion variables were simulated for a DRR and an IRR scenario. Purpose 1 was to compare the accuracy of the two approaches (Thorndike and MICE) for all possible combinations influencing the accuracy ($\rho_{XY}$, $\rho_{ZX}$, $\rho_{ZY}$, BR, SR). Therefore, we generated the data using uniform random values for the correlation coefficients, and for the BR, both varied continuously from .1 to .9. The continuous variation of the factors facilitated the subsequent calculation of estimates aggregated over all factors and factor levels. On the basis of these aggregated estimates, the comparison of the two approaches can be displayed more clearly than based a large number of factor combinations.

a) We generated a bivariate standard normal distribution (DRR) or a trivariate standard normal distribution (IRR) using the `mvrnorm()` function of the MASS package [53]. Table 1 shows the design of the intercorrelation matrix for the DRR and IRR scenarios. In order to create an artificially dichotomous criterion variable $Y$, we dichotomized one of the standard normally distributed variables at a specific cut-off point. The cut-off point corresponded to the BR, which represented the number of ‘successful’ and ‘not successful’ individuals. Values higher than the cut-off point were coded as 1 (‘successful’); all other values were coded as 0 (‘not successful’). For example, a cut-off point at zero (= mean of the standard normal distribution) represented a BR of 50% ($p = q = .50$).

b) In the case of a naturally dichotomous criterion, we simulated multivariate data based on a dichotomous variable ($Y$) and (for $X$ and $Z$) a mixture of two univariate normal distributions, one normal distribution for each of the two criterion groups. This kind of data was used to develop the Taylor-Russell tables for a dichotomous criterion variable [21]. We followed this approach to be consistent with the literature on evaluating the predictive validity of a selection method when the criterion is dichotomous. First, we generated $Y$ with the proportions of ‘successful’ and ‘not successful’ individuals based on the BR. Second, we generated two normally distributed variables ($X_0$ and $X_1$; one for each criterion group) with standard deviations of 1, and a mean difference $M_1 - M_0$. The mixture of $X_0$ and $X_1$ was the distribution of the continuous variable $X$. The mean difference is related to the amount of the point-biserial correlation coefficient $\rho_{pb}$. The higher the mean difference, the higher $\rho_{pb}$ (for constant BR, and constant standard deviations of $X_0$ and $X_1$). For example, when $X_0$ and $X_1$ are normally distributed with standard deviations of 1, the mean difference is 1.5, and the BR is 50%. In this example, the standard deviation of $X$ is 1.25, resulting in a point-biserial correlation coefficient $\rho_{pb} = \sqrt{1.5^2 / 1.25} = .60$ (see Eq 4). For details on how to calculate $\sigma_X$ for a mixture of two

Table 1. Design of the intercorrelation matrix of the correlation coefficients for direct range restriction (DRR) and indirect range restriction (IRR).

<table>
<thead>
<tr>
<th>DRR</th>
<th>IRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>Y</td>
</tr>
<tr>
<td>1</td>
<td>$r_{XY}$</td>
</tr>
<tr>
<td>$r_{XY}$</td>
<td>1</td>
</tr>
<tr>
<td>Z</td>
<td>$r_{Z}$</td>
</tr>
</tbody>
</table>

$X$ is the predictor variable; $Y$ is the dichotomous criterion variable; $Z$ is the selection variable in the case of IRR; $r_{XY}$ is the biserial correlation coefficient; $r_{Z}$ is the point-biserial correlation coefficient; $r$ is the Pearson correlation coefficient.

doi:10.1371/journal.pone.0152330.t001
normal distributions in an analytical way, see Cohen [54]. With this procedure, the data simulation was completed for the DRR scenario. For the IRR scenario, we added the third variable $Z$ in the same way as $X$, where $Z$ was correlated with $X$ and with $Y$. Li and colleagues also used this three-variable design in their Monte Carlo simulations to estimate the bootstrapped standard error of the Pearson correlation coefficient of Thorndike’s correction formula for IRR [7].

**Imputation of the missing values**

We used the R package MICE (multivariate imputation by chained equations; version 2.22 [55]) to implement multiple imputation using fully conditional specification. The MICE package supports multivariate imputations of continuous data, binary data, unordered categorical data, and ordered categorical data. The algorithm imputed an incomplete variable by generating plausible values given other variables in the dataset. For the imputation of the dichotomous criterion variable, we used a Bayesian logistic regression implemented using the elementary imputation method \texttt{logreg()} of the MICE package. The imputation method \texttt{logreg()} was used with default specifications for the prior distributions and the Markov Chain Monte Carlo simulation (MCMC). Conventional wisdom suggests that multiple imputation analysis requires about $m = 5$ imputations [46,47]. This number of imputations was derived solely by considering the relative efficiency [24,46]. Contrary to this conventional wisdom, simulation studies show that only analyses based on $m = 20$ imputations yield comparable power to a maximum likelihood analysis and are therefore sufficient for many situations [24,42].

In our simulation study, we investigated samples with a rate of missing values up to 90% (corresponding to a SR of 10%). Therefore, we conducted a preliminary study to investigate the impact of the number of imputations on the accuracy of the parameter estimation dependent on the rate of missing values. We conducted Monte Carlo simulations using $m = 5$, 20, and 50 imputations for samples with rates of missing values of 70%, 50%, and 30% ($N = 500$). Table 2 shows the results of the preliminary study that $m = 20$ imputations provided a more accurate estimate than only $m = 5$ imputations. However, increasing the number of imputations beyond 20 provided no relevant improvement in the accuracy of the estimates. Therefore, we used $m = 20$ imputations in each simulation.

**Analysis of parameter estimates**

For our purpose of investigating the accuracy of the correction methods, we calculated the residual of each parameter estimate (Step 4 of the procedure). Accuracy is defined as the closeness of the estimated value to the true value of the parameter being estimated [56]. If the residual of a parameter estimate is close to zero, a correction method provides a very good estimation of the true parameter obtained from the unrestricted dataset. The concept of accuracy encompasses both precision (random error) and trueness (bias or systematic error), and therefore provides important quantitative information about the goodness of the correction. We used the root mean square error (RMSE) as a measure of precision, and the mean error (ME) as a measure of trueness. Let $\hat{\theta}$ be the parameter estimate and $\theta$ the true parameter, then the

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{\theta}_i - \theta)^2},$$  \hspace{1cm} (6)

and the

$$\text{ME} = \frac{1}{n} \sum_{i=1}^{n} (\hat{\theta}_i - \theta).$$  \hspace{1cm} (7)
The RMSE provides information about the probability that a correction is close to the true value. A small RMSE represents a small random error, i.e. a correction with high precision. The ME is the sample arithmetic mean of the residuals. An estimate is biased if the ME is different from zero. A positive ME represents an overestimation, and a negative ME represents an underestimation of the true parameter value.

We used F-ratio tests to compare Thorndike’s correction formulas with our proposed missing data approach in terms of the precision of the two estimates \( \hat{r}_{pb} \) and \( \hat{r}_{b} \). The F-ratio compares the mean square errors (MSEs), i.e. the variances of the residuals of the two approaches. For example, an F-ratio of 1 means that both correction methods have equal precision, while an F-ratio of 2 means that one correction method is twice as precise as the other one.

In order to investigate the effect of the strength of the relationship between predictor X and criterion Y (Purpose 2) and between selection variable Z and predictor X (Purpose 4) on the accuracy of the correction with multiple imputation by chained equations, we partitioned the true correlation coefficients obtained from the unrestricted dataset into three levels: a weak relationship (from .10 to < .40), a moderate relationship (from .40 to < .70), and a strong relationship (from .70 to .90). We compared the RMSEs of these three levels in order to demonstrate how the strength of the relationship between predictor and criterion affected the precision of the estimation.

### Results

Figs 2–6 show the root mean square errors (RMSEs) of the estimated parameters in dependence of the selection ratio (SR). As an overall effect, the accuracy (trueness and precision) of all estimates gradually improved as the SR increased from .1 to .9, i.e. as the loss of criterion data decreased from 90% to 10%. For each purpose, except Purpose 4 that explicitly refers to an IRR scenario, we first display the results for the DRR scenario and then the results for the IRR scenario.

#### Purpose 1—Comparison of the two approaches

The first purpose was to compare the correction with multiple imputation by chained equations (MICE) with Thorndike’s correction formulas with regard to the accuracy of the correlation estimates.

**DRR scenario:** Table 3 summarizes the mean errors (MEs) as a measure of the trueness of the predictive validity. The results show that both approaches underestimate the unrestricted correlation at SR of .1 (90% missing values). The underestimation at SR = .1 is larger when correcting with MICE than when correcting with Thorndike’s formula (MICE about -.10;

---

**Table 2. Results of the preliminary study: Root mean square errors of the correlation estimates using \( m = 5, 20, \) and 50 imputations for 70%, 50%, and 30% missing values (DRR scenario, \( N = 500, 1000 \) iterations).**

<table>
<thead>
<tr>
<th>( \hat{r}_b )</th>
<th>( \hat{r}_{pb} )</th>
<th>( \hat{r}_b )</th>
<th>( \hat{r}_{pb} )</th>
<th>( \hat{r}_b )</th>
<th>( \hat{r}_{pb} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m )</td>
<td>70%</td>
<td>50%</td>
<td>30%</td>
<td>70%</td>
<td>50%</td>
</tr>
<tr>
<td>5</td>
<td>.163</td>
<td>.118</td>
<td>.075</td>
<td>.112</td>
<td>.082</td>
</tr>
<tr>
<td>20</td>
<td>.161 (.002)</td>
<td>.106 (.012)</td>
<td>.067 (.008)</td>
<td>.105 (.007)</td>
<td>.073 (.009)</td>
</tr>
<tr>
<td>50</td>
<td>.158 (.003)</td>
<td>.104 (.002)</td>
<td>.070 (.003)</td>
<td>.106 (.001)</td>
<td>.070 (.003)</td>
</tr>
</tbody>
</table>

\( \hat{r}_b \) is the estimate of the biserial correlation coefficient, \( \hat{r}_{pb} \) is the estimate of the point-biserial correlation coefficient, \( m \) is the number of imputations. Values in brackets show the change in the RMSE as a result of the additional imputations.

**Purpose 2** — Investigation of the effect of the strength of the relationship between predictor X and criterion Y on the accuracy of the correction estimates.
Thorndike about -.05). For SRs beyond .2, the estimates for both kinds of criterion variables are less biased when correcting with MICE. Next, we compared the RMSEs of $\hat{r}_{pb}$ (naturally dichotomous criterion variable) and $\hat{r}_{b}$ (artificially dichotomous criterion variable) when correcting with MICE and with Thorndike’s correction formula for DRR (Eq 1). In the case of $\hat{r}_{pb}$, the F-ratios range from 1.14 to 2.25 (all $ps < .001$), except at SR = .3 and SR = .4 (F-ratios 1.03 and 1.00). In the case of $\hat{r}_{b}$, the F-ratios range from 2.08 to 10.3 (all $ps < .001$), as shown in Table 4. Thus, the correction with MICE is more precise than the correction with Thorndike’s formula (Eq 1) for both kinds of dichotomous criterion variables. The difference in the extent
of precision between the two approaches is higher for a naturally dichotomous criterion variable than for an artificially dichotomous criterion variable. Fig 2 shows the RMSEs of both correlation estimates ($\hat{r}_b$ and $\hat{r}_{pb}$) for our proposed correction with multiple imputation by chained equations (MICE) and for the correction with Thorndike’s formula (Eq 1).

**IRR scenario:** As shown in Table 3, MICE underestimates the unrestricted correlation for both kinds of criterion variables at SR = .1. However, this bias tends to be smaller for the IRR scenario than for the DRR scenario. With regard to the precision of the estimates, Fig 3 shows that the correlation estimates are more precise for our proposed correction with MICE than for the correction with Thorndike’s formula. The course of the lines is similar to the DRR scenario.

---

**Fig 4. Direct range restriction (DRR): Effects of a weak, moderate, and strong predictive validity on the root mean square error (RMSE) of the estimates of the predictive validity ($\hat{r}_b$ and $\hat{r}_{pb}$). $\hat{r}_b$ is the estimate of the biserial correlation coefficient for an artificially dichotomous criterion variable, and $\hat{r}_{pb}$ is the estimate of the point-biserial correlation coefficient for a naturally dichotomous criterion variable.**

doi:10.1371/journal.pone.0152330.g004

**Fig 5. Indirect range restriction (IRR): Effects of a weak, moderate, and strong predictive validity on the root mean square error (RMSE) of the estimates of the predictive validity ($\hat{r}_b$ and $\hat{r}_{pb}$). $\hat{r}_b$ is the estimate of the biserial correlation coefficient for an artificially dichotomous criterion variable, and $\hat{r}_{pb}$ is the estimate of the point-biserial correlation coefficient for a naturally dichotomous criterion variable.**

doi:10.1371/journal.pone.0152330.g005
Fig 6. Indirect range restriction (IRR): Effects of a weak, moderate, and strong relationship between predictor $X$ and selection variable $Z$ on the root mean square error (RMSE) of the estimates of the predictive validity ($\hat{r}_b$ and $\hat{r}_{pb}$). $\hat{r}_b$ is the estimate of the biserial correlation coefficient for an artificially dichotomous criterion variable, and $\hat{r}_{pb}$ is the estimate of the point-biserial correlation coefficient for a naturally dichotomous criterion variable.

doi:10.1371/journal.pone.0152330.g006

Table 3. Mean errors (ME) of the correlation estimates.

<table>
<thead>
<tr>
<th>Selection ratio (SR)</th>
<th>.1</th>
<th>.2</th>
<th>.3</th>
<th>.4</th>
<th>.5</th>
<th>.6</th>
<th>.7</th>
<th>.8</th>
<th>.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRR, artificially dichotomous</td>
<td>MICE</td>
<td>-.12</td>
<td>-.05</td>
<td>-.02</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
</tr>
<tr>
<td></td>
<td>Thorndike</td>
<td>-.06</td>
<td>-.05</td>
<td>-.05</td>
<td>-.04</td>
<td>-.04</td>
<td>-.03</td>
<td>-.03</td>
<td>-.02</td>
</tr>
<tr>
<td>DRR, naturally dichotomous</td>
<td>MICE</td>
<td>-.09</td>
<td>-.04</td>
<td>-.02</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
</tr>
<tr>
<td></td>
<td>Thorndike</td>
<td>-.05</td>
<td>-.05</td>
<td>-.05</td>
<td>-.05</td>
<td>-.04</td>
<td>-.03</td>
<td>-.02</td>
<td>-.01</td>
</tr>
<tr>
<td>IRR, artificially dichotomous</td>
<td>MICE</td>
<td>-.08</td>
<td>-.03</td>
<td>-.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
</tr>
<tr>
<td></td>
<td>Thorndike</td>
<td>-.04</td>
<td>-.02</td>
<td>-.02</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>IRR, naturally dichotomous</td>
<td>MICE</td>
<td>-.07</td>
<td>-.03</td>
<td>-.02</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
</tr>
<tr>
<td></td>
<td>Thorndike</td>
<td>-.01</td>
<td>-.03</td>
<td>-.04</td>
<td>-.04</td>
<td>-.03</td>
<td>-.03</td>
<td>-.02</td>
<td>-.01</td>
</tr>
</tbody>
</table>

$r_b$ is the estimate of the biserial correlation coefficient, $\hat{r}_{pb}$ is the estimate point-biserial correlation coefficient.

doi:10.1371/journal.pone.0152330.t003

Table 4. F-ratio of the correlation estimates when correcting with multiple imputation by chained equations and Thorndike’s formulas.

<table>
<thead>
<tr>
<th>Selection ratio (SR)</th>
<th>.1</th>
<th>.2</th>
<th>.3</th>
<th>.4</th>
<th>.5</th>
<th>.6</th>
<th>.7</th>
<th>.8</th>
<th>.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRR, artificially dichotomous</td>
<td>2.23**</td>
<td>1.23**</td>
<td>1.03</td>
<td>1.00</td>
<td>1.14**</td>
<td>1.27**</td>
<td>1.66**</td>
<td>1.95**</td>
<td>2.25**</td>
</tr>
<tr>
<td>DRR, naturally dichotomous</td>
<td>3.46**</td>
<td>2.08**</td>
<td>2.25**</td>
<td>2.87**</td>
<td>4.24**</td>
<td>5.22**</td>
<td>6.71**</td>
<td>9.19**</td>
<td>10.3**</td>
</tr>
<tr>
<td>IRR, artificially dichotomous</td>
<td>1.72**</td>
<td>1.46**</td>
<td>1.34**</td>
<td>1.42**</td>
<td>1.48**</td>
<td>1.68**</td>
<td>1.95**</td>
<td>2.40**</td>
<td>2.72**</td>
</tr>
<tr>
<td>IRR, naturally dichotomous</td>
<td>2.41**</td>
<td>2.68**</td>
<td>3.62**</td>
<td>5.02**</td>
<td>6.76**</td>
<td>8.29**</td>
<td>10.4**</td>
<td>12.4**</td>
<td>12.3**</td>
</tr>
</tbody>
</table>

$r_b$ is the estimate of the biserial correlation coefficient, $\hat{r}_{pb}$ is the estimate point-biserial correlation coefficient, F-ratio is calculated by the mean square error (MSE) of the estimate using Thorndike’s formula divided by the MSE of the estimate using MICE, ** $p$ < .001.

doi:10.1371/journal.pone.0152330.t004
The differences in the RMSEs between MICE and Thorndike’s formula are larger for $\hat{r}_{pb}$ than for $\hat{r}_s$, as shown in Table 4. The $F$-ratios for $\hat{r}_s$ range from 1.34 to 2.72 (all $p$s < .001), and for $\hat{r}_{pb}$ from 2.41 to 12.4 (all $p$s < .001).

**Purpose 2—The effect of the strength of the relationship (X, Y)**

The second purpose was to investigate the effect of the strength of the relationship between predictor $X$ and criterion $Y$ on the accuracy of the correction with MICE. Therefore, we investigated the effect of a weak, moderate, and strong relationship between $X$ and $Y$ on the precision of the correction with MICE.

**DRR scenario**: Fig 4 shows that the precision of $\hat{r}_{pb}$ and $\hat{r}_s$ increases (RMSEs decrease) when the strength of the correlation in the unrestricted dataset increases. In Fig 4, we excluded the value of $\hat{r}_{pb}$ for the condition of SR = .1 combined with a strong relationship between $X$ and $Y$, because for this case only three restricted datasets met the prerequisite.

**IRR scenario**: Similar to the DRR scenario, the precision of the estimated correlation coefficient for naturally and artificially dichotomous criterion variables increases when the strength of the relationship between $X$ and $Y$ increases, as shown in Fig 5.

**Purpose 3—Correcting the biased base rate of success (BR)**

The third purpose was to investigate the accuracy of the correction of the biased BR with MICE. Table 5 summarizes the MEs and the RMSEs of the estimate of the base rate of success ($\hat{BR}$) for the two scenarios and both kinds of criterion variables.

**DRR scenario**: The mean errors in Table 5 show an overestimation of the base rate of success (+.07) at an SR of .1 for both kinds of criterion variables. This effect is contrary to the correlation estimates, which underestimate the unrestricted correlation. For SRs beyond .2, the estimates are not biased. In the same manner as for the estimation of the correlation coefficients, the RMSEs of $\hat{BR}$ decreases as the selection ratio increases (from .157 to .007 for an artificially dichotomous criterion variable and from .154 to .005 for a naturally dichotomous one).

**IRR scenario**: The results for the IRR scenario are similar to the DRR scenario. The MEs show an overestimation of the base rate of success only at an SR of .1 and the precision of $\hat{BR}$ increases as the selection ratio decreases.

<table>
<thead>
<tr>
<th>Selection ratio (SR)</th>
<th>.1</th>
<th>.2</th>
<th>.3</th>
<th>.4</th>
<th>.5</th>
<th>.6</th>
<th>.7</th>
<th>.8</th>
<th>.9</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DRR, artificially dichotomous</strong></td>
<td>ME</td>
<td>.07</td>
<td>.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>.157</td>
<td>.120</td>
<td>.090</td>
<td>.066</td>
<td>.047</td>
<td>.034</td>
<td>.022</td>
<td>.014</td>
</tr>
<tr>
<td><strong>DRR, naturally dichotomous</strong></td>
<td>ME</td>
<td>.07</td>
<td>.02</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>.154</td>
<td>.111</td>
<td>.081</td>
<td>.059</td>
<td>.040</td>
<td>.028</td>
<td>.018</td>
<td>.011</td>
</tr>
<tr>
<td><strong>IRR, artificially dichotomous</strong></td>
<td>ME</td>
<td>.07</td>
<td>.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>.151</td>
<td>.113</td>
<td>.084</td>
<td>.061</td>
<td>.045</td>
<td>.031</td>
<td>.020</td>
<td>.012</td>
</tr>
<tr>
<td><strong>IRR, naturally dichotomous</strong></td>
<td>ME</td>
<td>.08</td>
<td>.02</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>.142</td>
<td>.108</td>
<td>.078</td>
<td>.054</td>
<td>.037</td>
<td>.026</td>
<td>.016</td>
<td>.010</td>
</tr>
</tbody>
</table>

DRR is the direct range restriction, IRR is the indirect range restriction, ME is the mean error, and RMSE is the root mean square error.

doi:10.1371/journal.pone.0152330.t005
Purpose 4—The effect of the strength of the relationship (Z, X)

The fourth purpose of this study was to investigate the effect of the strength of the relationship between Z and X on the accuracy of the correction with MICE in an IRR scenario. Therefore, we investigated the effect of a weak, moderate, and strong relationship between the selection variable Z and the predictor variable X on the precision of the correction with MICE. The results in Fig 6 show that the precision of the estimates increases (RMSEs decrease) when the relationship between Z and X decreases.

Discussion

A recurring methodological problem in the evaluation of the predictive validity of selection methods is the loss of data for the criterion variable. This so-called range restriction problem results in biased population estimates because the observed sample (the selected sample) is not representative of the population of interest (the applicant population). Hence, these biased estimates have to be corrected. However, researchers have almost exclusively focused on correction in the case of a continuous criterion variable. Therefore, our aim was to propose an approach for correcting for range restriction when the criterion variable is dichotomous. We applied this approach to the two most common selection scenarios in personnel selection and higher education: a direct range restriction scenario (DRR) and an indirect range restriction scenario (IRR). We investigated two kinds of dichotomous criterion variables: artificially and naturally dichotomous criterion variables.

The proposed approach correcting for range restriction is to view the selection as a missing data mechanism. We used multiple imputation by chained equations (MICE), which is a state-of-the-art method for dealing with missing data. We pointed out the importance of the unknown base rate of success, which has to be considered when correcting for range restriction in the case of a dichotomous criterion. The proposed approach corrects for range restriction by replacing the missing values of the criterion variable before estimating the predictive validity and the BR at the same time.

We investigated the accuracy of the proposed correction by conducting Monte Carlo simulations, which allowed us to compare the parameter estimates with the true parameters in an experimental design. In the present simulation study, we varied several factors (correlations, base rate of success, and selection ratio) over a wide range in order to examine the accuracy of the correction for a variety of possible datasets.

We compared our proposed missing data approach with Thorndike’s formulas (established for a continuous criterion) in terms of the accuracy of the parameter estimates. The Monte Carlo simulations show that our proposed approach performs effectively in both the DRR scenario and the IRR scenario. The correction of the biased predictive validity with MICE is more precise than the correction with Thorndike’s formulas. Furthermore, we were able to show that the missing data approach provides a valid estimate of the base rate of success that has not been considered in the scientific literature. On the basis of our findings, we argue for the use of multiple imputation by chained equations in the evaluation of the predictive validity of selection methods when the criterion is dichotomous. To our knowledge, the proposed correction for range restriction using multiple imputation by chained equations is the first approach that provides a proper correction for the biased predictive validity when the criterion variable is dichotomous. The missing data approach facilitates the correction of the biased correlation coefficient as well as of the unknown base rate of success.

Some limitations of our study should be mentioned that open the field for further research. In the simulation study, we used a small data matrix of two variables in the DRR scenario and of three variables in the IRR scenario [7]. As in simulation studies, it is often difficult to
generate multivariate random correlated datasets, especially for multivariate non-normal distributions. Further research should examine the effect of a data matrix with more variables on the accuracy of the correction. In the present study, we investigated the accuracy of the correction for one sample size. However, one important research question with regard to the multiple imputation by chained equations approach is how small the total sample size as well as the restricted sample size can be for a precise and unbiased correction. We recommend investigating these limitations in further studies.

The IRR scenario assumes that the selection variable Z is measured. In this case, the missing data mechanism is MAR (ignorable selection process, [3]), and therefore we can use a multiple imputation technique. However, in cases of incidental selections, Z is sometimes either partially measured or unmeasured. For example, this is the case when selection is based on an unquantified subjective judgment, or in the case of self-selection, when individuals remove themselves from a sample for reasons that are not measured. In such cases, the missing data mechanism is missing not at random (MNAR, non-ignorable selection process). In statistics, this methodological problem is known as sample selection bias [3]. Traditional range restriction corrections yield unsatisfactory estimates of $r_{XY}$ when the selection process is non-ignorable [3,39]. A correction procedure for selection bias for a continuous dependent variable has been developed in the field of economics [57,58]. Muthén and Hsu [59] presented a latent variable model. In cases of non-ignorable selection, further studies should examine the accuracy of this latent variable model for a dichotomous criterion using weighted least squares means and variance adjusted (WLSMV). As another approach, MICE can also be used to correct for MNAR data [55].

Some recommendations for practitioners and organizations can be derived from our research. Sometimes, test data from applicants who were not selected are discarded are not available in later validity studies. However, discarding applicants’ test data leads to a needless loss of information regarding the predictive validity of selection methods. Therefore, we recommend that organizations store the data in an anonymized form for future evaluations of the predictive validity. Although our approach is applicable for data with up to 90% missing values, we urge caution in the interpretation of the estimates when missing values exceed 70%.

In summary, the results from the simulation study show that the proposed correction with multiple imputation by chained equations is effective in correcting for DRR and IRR scenarios when the criterion variable is dichotomous. Therefore, the approach presented in this paper seems to be promising in terms of overcoming recurring range restriction problems in the evaluation of the predictive validity of selection methods.
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Abstract

Approaches to correcting correlation coefficients for range restriction have been developed under the framework of large sample theory. The accuracy of missing data techniques for correcting correlation coefficients for range restriction has thus far only been investigated with relatively large samples. However, researchers and evaluators are often faced with a small or moderate number of applicants but must still attempt to estimate the population correlation between predictor and criterion. Therefore, in the present study we investigated the accuracy of population correlation estimates and their associated standard error in terms of small and moderate sample sizes. We applied multiple imputation by chained equations for continuous and naturally dichotomous criterion variables. The results show that multiple imputation by chained equations is accurate for a continuous criterion variable, even for a small number of applicants when the selection ratio is not too small. In the case of a naturally dichotomous criterion variable, a small or moderate number of applicants leads to biased estimates when the selection ratio is small. In contrast, the standard error of the population correlation estimate is accurate over a wide range of conditions of sample size, selection ratio, true population correlation, for continuous and a naturally dichotomous criterion variables, and for direct and indirect range restriction scenarios. The findings of this study provide empirical evidence about the accuracy of the correction, and support researchers and evaluators in their assessment of conditions under which correlation coefficients corrected for range restriction can be trusted.

*Keywords:* correlation analysis; range restriction; predictive validity; missing data; multiple imputation; standard error
In psychometrics, it is well known that estimating predictive validity based on selected samples leads to biased population estimates, which is known as the range restriction problem. The correlation between a predictor (e.g., scores on an aptitude test, assessment center, or interview) and a criterion of success (grades, achievement scores, or graduation status) obtained from the selected sample typically underestimates the correlation in the applicant population, i.e., it underestimates the predictive validity. This problem arises because the selected sample is not random and therefore not representative of the applicant population (Sackett & Yang, 2000). Researchers and evaluators are often faced with a moderate or a small number of applicants but must still attempt to evaluate the predictive validity of a selection method. Such samples cause problems in terms of the accuracy of the population estimate and in examining its statistical significance because sample size is an important factor affecting the accuracy of a parameter estimate. This problem becomes worse in cases of selection because population estimates are based on only a subsample of applicants, i.e., on the available selected sample.

Researchers have proposed two approaches to correct correlation coefficients for range restriction. The traditional approach is to use the correction formulas presented by Thorndike (1949) based on earlier works by Pearson (1903), Aitkin (1935), and Lawley (1943). In the psychometric literature, it is well documented that the corrected Pearson product-moment correlation coefficients are less biased than uncorrected correlation coefficients even over a wide range of assumption violations (Greener & Osburn, 1979; Gross & Fleischman, 1983; Holmes, 1990; Linn, 1983; Linn, Harnisch, & Dunbar, 1981; Ree, Carretta, Earles, & Albert, 1994). The modern approach is to view the selection as a missing data mechanism (Pfaffel, Schober, & Spiel, 2016; Mendoza, 1993; Wiberg & Sundström, 2009). This approach offers some advantages over the correction formulas. Recent simulation studies show that state-of-the-art missing data techniques such as full information maximum likelihood estimation (FIML) and multiple imputation (MI) are equally or under some conditions more accurate than the traditional correction formulas (Pfaffel, Kollmayer, Schober, & Spiel, 2016; Pfaffel, Schober, et al., 2016).

Both approaches, the correction formulas and the missing data approach, have been derived and justified in terms of large sample theory, which is a generic framework for assessing the properties of statistical estimators as sample size grows indefinitely (Lehmann, 1999).
Although multiple imputation and full information maximum likelihood estimation make the same assumptions, simulation studies suggest that multiple imputation performs better than maximum likelihood estimation with small or moderate sample sizes (Graham & Schafer, 1999; Little & Rubin, 1989). The accuracy of the missing data techniques have been investigated so far only with relatively large samples (Pfaffel, Kollmayer, et al., 2016; Pfaffel, Schober, et al., 2016). Investigations in small and moderate samples are missing. Therefore, it is questionable whether missing data techniques are able to correct correlation coefficients for range restriction in small or moderate samples. Additionally, correction methods have been widely studied for continuous criterion variables but little is known about range restriction correction when the criterion is dichotomous. In particular, there is a lack of studies considering the standard error. To the best of our knowledge, no empirical study has investigated so far the accuracy of the multiple imputation standard error of the population correlation estimate in the case of range restriction. Therefore, the purpose of the present study is to investigate both the accuracy of the range restriction correction and the accuracy of the associated standard error when the sample size is small or moderate. We apply a Bayesian multiple imputation technique for both continuous and naturally dichotomous criterion variables. ‘Naturally’ means the dichotomous criterion has no underlying continuous distribution (Ulrich & Wirtz, 2004).

We first describe the two most common range restriction scenarios (direct and indirect range restriction) for both a continuous criterion variable and a dichotomous one. We then give a brief overview of approaches to correcting for range restriction with a focus on missing data techniques. After that, we give a brief introduction to calculating the standard error in the case of missing values under the framework of maximum likelihood estimation and multiple imputation. Finally, we investigate the accuracy of multiple imputation by chained equations under various conditions with a focus on the sample size by conducting several Monte Carlo simulations.

**Range restriction in the case of a continuous and a dichotomous criterion**

Direct and indirect range restriction are the two most common scenarios in the selection of applicants. In a direct range restriction scenario (DRR), the selection is based directly on the predictor $X$, whereas $X$ can be either a score from a single selection method or a composite score derived from several selection methods, e.g. an aptitude test, an assessment center, and an interview (Pfaffel, Schober, et al., 2016). In a DRR scenario, we are interested in the predictive validity of the variable used for the selection. For example, this is the case if we want to assess
the predictive validity of a selection method or of an entire selection procedure, which is based on several selection methods. In contrast, in an indirect range restriction scenario (IRR), selection is based on another variable \( Z \), which is usually correlated with \( X \), \( Y \), or both. In an IRR scenario, we are interested in the predictive validity of a selection method \( X \) (the predictor of interest), which is not the selector \( Z \). \( Z \) can either be a single selection method or a combination of selection methods, possibly but not necessarily including \( X \) (Linn et al., 1981). For example, this is the case if scores on another selection method or a composite score are used for the selection, but we want to assess the predictive validity of a certain selection method \( X \).

The predictive validity of \( X \), or more precisely the correlation between a predictor \( X \) and a criterion of success \( Y \) is a measure of the effectiveness of the selection. The higher the correlation between \( X \) and \( Y \), the smaller the prediction error of the criterion values. However, the correlation between \( X \) and \( Y \) can only be obtained from the selected sample. Due to the selection itself, values of the criterion are not available for non-selected applicants. Figure 1 illustrates the loss of criterion data for DRR and IRR scenarios in the case of a continuous criterion variable. Figure 1a shows the complete data in which the (unrestricted) Pearson population correlation \( \rho_{XY} \) is .50. Figure 1b and 1c illustrate the effects of selection on \( X \) and \( Z \), respectively. The blue data points are the available selected sample, the gray data points represents the non-selected sample in which the values for \( Y \) are missing. In both scenarios, the selection ratio is .40, which is the ratio of the number of selected individuals to the number of applicants. Figure 1b shows that the top 40% of applicants are selected while 60% are not selected. Applicants with scores below a specific value of \( X \) are thus excluded from the sample. It is clear that the scores of \( X \) in the selected sample are restricted in range. Consequently, the Pearson correlation coefficient obtained from the selected sample \( r_{XY} = .23 \) is significantly smaller than in the complete dataset. The correlation coefficient obtained from the selected sample underestimates the true population correlation.

Figure 1c shows an IRR scenario in which the loss of criterion data is based on another variable \( Z \). In this example, \( Z \) is correlated with \( X \) and \( Y \) at .50, respectively, and the top 40% of applicants with respect to \( Z \) are selected. Consequently, the Pearson correlation coefficient obtained from the selected sample is \( r_{XY} = .38 \). The effect on correlations due to selection on \( Z \) is typically weaker than in the case of selection on \( X \) (Sackett & Yang, 2000). Levin (1972) showed that it is theoretically possible that selection on \( Z \) can increase rather than decrease the correlation coefficient when the correlations of \( Z \) with \( X \) and with \( Y \) become extreme. However, this effect is
rarely encountered in real datasets, meaning that selection on Z can be expected to reduce the magnitude of the correlation coefficient (Linn et al., 1981).

Figure 1. An illustration of the loss of criterion data for direct and indirect range restriction scenarios in the case of a continuous criterion variable.

A closer look at the problem shows that the effect on the Pearson correlation coefficient does not stem directly from the restriction in range of X, but as a result of the reduction of the sample variances of X and Y as well as by the reduction of the sample covariance between X and Y in the selected sample. The problem arises from the formula of the Pearson correlation coefficient (Equation 1). The reduction of $r_{XY}$ is given as the reduction in the sample covariance (the numerator) relative to the reduction in the product of the sample standard deviations $s_X$ and $s_Y$ (the denominator).

$$r_{XY} = \frac{\text{cov}(X,Y)}{s_X s_Y}$$

(1)
Next, we look at direct and indirect range restriction scenarios and the loss of criterion data in the case of a dichotomous criterion variable. So far only a few studies have focused on range restriction correction in the case of a dichotomous criterion variable (Bobko, Roth, & Bobko, 2001; Pfaffel, Kollmayer, et al., 2016; Raju, Steinhaus, Edwards, & DeLessio, 1991). Figure 2 shows that the criterion \( Y \) is divided into two groups (‘not successful’ and ‘successful’). The correlation coefficient used to express the relationship between a continuous and a naturally dichotomous variable is the point-biserial correlation coefficient \( r_{pb} \) (Ulrich & Wirtz, 2004), which is calculated by

\[
r_{pb\text{XY}} = \frac{(M_1-M_0)\sqrt{pq}}{s_X}
\]

where \( M_1 \) and \( M_0 \) are the mean values of the continuous variable \( X \) for the two groups \( p \) (‘not successful’, \( Y = 0 \)) and \( q \) (‘successful’, \( Y = 1 \)), and \( s_X \) is the standard deviation of the continuous variable \( X \). Figure 2a shows the complete data in which the unrestricted point-biserial correlation coefficient \( r_{pb\text{XY}} \) is .50. Figures 2b and 2c illustrate the effects due to selection on \( X \) and \( Z \) on the point-biserial correlation coefficient. In both scenarios, the selection ratio is 40%. In a DRR scenario, as shown in Figure 2b, applicants with scores below a specific value of \( X \) have been excluded from the sample. Consequently, \( r_{pb\text{XY}} \) obtained from the selected sample is .27. Figure 2c shows an IRR scenario in which the top 40% applicants with respect to \( Z \) have been selected; \( Z \) is correlated with \( X \) and \( Y \) at .50, respectively. In the case of IRR, we obtain a value for \( r_{pb\text{XY}} \) of .40.
Range restriction in the case of a dichotomous criterion variable is similar to range restriction scenarios in the case of a continuous criterion variable. However, a very important factor that has to be considered additionally is the base rate of success BR (Abrahams, Alf, & Wolfe, 1971; Pfaffel, Kollmayer, et al., 2016). The BR is the percentage of applicants who would be successful on the criterion if there were no selection, and is calculated by dividing the number of successful individuals by the number of applicants. The BR ranges from 0 to 1, or from 0% to 100%. For example, if all applicants were to be admitted to a study program and 50% percent of them complete this program, then the BR is 50%. In our examples in Figure 2, we used a BR of 50%. The BR is closely related to the effectiveness of the selection, because a selection is considered effective when the percentage of successful applicants (in the selected sample) is higher than the BR, i.e. when the selected applicants are more frequently successful than would be the case by random chance. It is not surprising that when the BR is high, the probability of
gaining an effective selection is low. In such a case, the incremental predictive validity of additional and resource-intensive selection methods should be examined. Thus, the BR also plays a role in assessing the efficiency of a selection method.

Unfortunately, the BR is unknown in the case of selection as is unbiased information about the proportion of successful individuals in the applicant population. We can only obtain the success rate from the selected sample, which is a biased estimator for the BR. The success rate is the number of successful individuals divided by the number of selected applicants. In Figures 2b and 2c, the success rate is 0.75. This success rate is higher than the BR, because the relationship between predictor and criterion is positive. Hence, more applicants who would be successful have been selected.

In addition to the range restriction effect, the magnitude of the observed (restricted) point-biserial correlation coefficient is also affected by variance-restriction due to unequal $p$-$q$-split (Kemery, Dunlap, & Griffeth, 1988). The variance of a dichotomous variable is the product of $p$ and $q$ with a maximum value of .25 at $p = q = 0.5$. If $p$ does not equal $q$, the variance will be less than .25. Consequently, $r_{pb}$ decreases as $p$ and $q$ move away from .50, and increases as $p$ and $q$ move towards .50. The two effects can sometimes act in opposite directions. For example, assume that $\rho_{pb}$ is positive, the BR is .10, and after selection, the observed success rate is .60. Because .60 is closer to 0.50 than 0.10, the variance of the dichotomous variable in the selected sample is higher than in the population, and this consequently leads to an increase in $r_{pb}$. In such a case, $r_{pb}$ decreases due to range restriction and increases due to the $p$-$q$ split. Despite range restriction, it is conceivable that $r_{pb}$ is not much smaller than $\rho_{pb}$ because of the combination of the two effects. Therefore, correction methods for range restriction must take into account the effect of the $p$-$q$ split in the case of a dichotomous criterion variable.

**Approaches to correcting for direct and indirect range restriction scenarios**

Researcher have proposed two approaches to correct correlations for direct and indirect range restriction scenarios. The traditional approach is to apply the correction formulas presented by Thorndike (1949) based on earlier works by Pearson (1903), Aitkin (1935), and Lawley (1943). The formulas correct the Pearson correlation coefficient for univariate direct and indirect range restriction scenarios for continuous variables. They were derived within the framework of maximum likelihood estimation under the assumptions of multivariate normality, linearity between $X$ and $Y$, and homoscedasticity. In the psychometric literature, it is well documented that
corrected Pearson correlations are less biased than uncorrected correlations over a wide range of assumption violations (Greener & Osburn, 1979; Gross & Fleischman, 1983; Holmes, 1990; Linn, 1983; Linn et al., 1981; Ree et al., 1994). The corrected Pearson correlations are always higher than the uncorrected correlations. The formulas include only the variables X and Y, or X, Y, and Z, where X and Z must have no missing values. Covariates that could potentially contribute to the prediction of Y are not considered.

The modern approach is to view the selection mechanism as a missing data mechanism (Mendoza, 1993; Pfaffel, Kollmayer, et al., 2016; Pfaffel, Schober, et al., 2016; Wiberg & Sundström, 2009). Rubin (1976) identified three missing data mechanisms, according to the underlying cause of missing data. These mechanisms are important since they are necessary assumptions for the missing data methods: Missing completely at random (MCAR) means the probability of missing values of Y is unrelated to other measured variables and to the values of Y itself. Missing at random (MAR) means the probability of missing values of Y is related to other measured variables, but not related to the values of Y itself. Missing not at random (MNAR) means the probability of missing values of Y is related to the values of Y itself, even after controlling for other variables. The missing data mechanism in both range restriction scenarios (DRR and IRR) is missing at random (MAR) because the missing values depend either on X or Z, but not on the values of Y itself (Pfaffel, Schober, et al., 2016).

The missing data approach has several advantages over the correction formulas: 1) This approach no longer requires a distinction between DRR and IRR to be made in applying the correction because both scenarios are considered to be MAR and the same techniques can be used to correct for both range restriction scenarios. 2) State-of-the-art missing data techniques such as full information maximum likelihood and multiple imputation can handle multivariate datasets with multiple covariates and 3) can also handle different types of predictor and criterion variables (e.g., dichotomous, unordered and ordered categorical, continuous). Pfaffel, Kollmayer, and colleagues (2016) showed that the correction using multiple imputation by chained equations is more accurate than Thorndike’s (1949) correction formulas when the criterion variable is dichotomous, especially in the case of IRR. 4) In contrast to Thorndike’s formulas, covariates – but not the selection variable – may have some missing values (missing values in the selection variable is MNAR). However, no empirical studies have been presented, which investigate the effect of covariates with missing values on the accuracy of the correction.
Methodologists currently regard full information maximum likelihood and multiple imputation as state of the art when dealing with missing data. Techniques such as listwise or pairwise deletion, arithmetic mean imputation, single regression imputation, or single EM imputation are no longer considered state-of-the-art because they have potentially serious drawbacks (Enders, 2010). For example, arithmetic mean imputation imputes values that fall directly on a horizontal line. Consequently, the correlations between imputed values and other variables is zero for the subset of cases with imputed values. Arithmetic mean imputation attenuates correlations and covariances. In single regression imputation, the imputed values fall directly on the (straight) regression line, which overestimates correlations and covariances. This under- and overestimation of correlations is present under any missing data mechanism, including MCAR, and increases as the missing data rate increases (Enders, 2010). In addition, single imputation techniques attenuate standard errors. Neither state-of-the-art technique, full information maximum likelihood and multiple imputation, suffers from the problems mentioned for deletion of incomplete cases and single imputation techniques (Enders, 2010).

Full information maximum likelihood (FIML) is a technique of finding population parameters by maximizing the log-likelihood function that has the highest probability of producing the data of a certain sample. FIML requires the missing data mechanism to be either MAR or MCAR. Finding the parameter values that maximize the log-likelihood function is possible with iterative optimization algorithms such as expectation maximization (EM) algorithms (Dempster, Laird, & Rubin, 1977; Meng & Rubin, 1993). In the social and behavioral sciences, population data is commonly assumed to be multivariate normally distributed (Enders, 2010). Dealing with identically distributed variables is straightforward and many software packages can handle missing values under the condition of multivariate normality. FIML estimation with non-identically distributed variables in multivariate datasets is much more complicated, for example in logistic regression analysis. FIML with complex multivariate incomplete data is typically only possible with structural equation modeling (SEM) software, e.g. Mplus (Muthén & Muthén, 2015), or the lavaan package for R Statistics (Rosseel, 2012). For a detailed description of likelihood-based techniques, see Little and Rubin (2002), or for a less technical description see Enders (2010).

Multiple imputation (MI), proposed by Rubin (1978), is another state-of-the-art technique for handling missing values that allows the data analyst to use statistical methods designed for complete data. In contrast to FIML, MI creates plausible estimates for the missing values. MI and
FIML makes the same assumptions regarding the missing data mechanism (MAR or MCAR), their estimators have similar statistical properties (e.g., consistency, asymptotic normality), and they frequently produce equivalent results (Enders, 2010; Graham, Olchowski, & Gilreath, 2007). A multiple imputation analysis consists of three distinct steps: the imputation phase, the analysis phase, and the pooling phase. The imputation phase creates $m$ complete datasets (e.g., $m = 20$ imputations) based on one dataset with missing values. Each of these $m$ complete datasets contains different plausible estimates of the missing values, but the observed values are identical. In contrast to a single imputation technique, the created $m$ complete datasets reflect the uncertainty of the missing data. Thus, the imputed values do not fall on the regression line. Consequently, MI do not attenuate correlations and covariances. In the analysis phase, each complete dataset is analyzed with conventional statistical methods, e.g. $m$ correlation analyses. Finally, the pooling phase combines the $m$ parameter estimates into a single set of parameters, e.g. $m$ correlation coefficients are combined into one pooled value. The pooled parameter values are typically the arithmetic average of the $m$ estimates generated in the analysis phase (Rubin, 2004). Analyzing and pooling a large number of imputed datasets sound laborious, but modern MI software packages automate this procedure.

Handling incomplete multivariate normal data is possible with the data augmentation algorithm (Schafer, 1997; Tanner & Wong, 1987). A general multiple imputation technique, which can handle incomplete datasets with not necessarily normal or non-identically distributed variables is multivariate imputation by chained equations (MICE), also known as fully conditional specification (FCS) (Raghunathan, Lepkowski, van Hoewyk, & Solenberger, 2001; van Buuren, 2007, 2012). The MICE algorithm, for example, is implemented in the R software package mice (van Buuren & Groothuis-Oudshoorn, 2011).

The multivariate imputation model is specified on a variable-by-variable basis by a set of conditional densities, one for each incomplete variable (van Buuren & Groothuis-Oudshoorn, 2011). In the case of an incomplete dichotomous variable such as our example in Figure 2, multiple imputation is possible using a logistic regression model, which incorporates the parameter uncertainty (Pfaffel, Kollmayer, et al., 2016; van Buuren, 2012). Typically, all variables or many variables in the dataset are part of the imputation model used to generate the plausible estimates of the missing values. Because MI clearly separates the imputation and the analysis phase, the analysis model can differ from the imputation model. Therefore, the plausible estimates contain information on variables that might not be included in the analysis model.
However, the imputation model has to be more general than the analysis model. For example, a common source for incompatibility occurs when the analysis model contains interactions and non-linearities, but the imputation model did not. Recent simulation studies show that correction for DRR and IRR with full information maximum likelihood or multiple imputation by chained equations is equally or more accurate compared to Thorndike’s (1949) correction formulas in the case of multivariate normality (Pfaffel, Schober, et al., 2016) and in the case of an artificially or naturally dichotomous criterion variable (Pfaffel, Kollmayer, et al., 2016). Especially in the case of IRR, correction with a missing data technique is more precise and therefore more efficient than the formulas. Full information maximum likelihood and multiple imputation by chained equations produce equal parameter estimates. Because of these empirical findings and the advantages mentioned above, we recommend the use of missing data techniques to correct for range restriction.

Standard error of correlations corrected for range restriction

Estimating the standard error and confidence intervals of correlation coefficients in the case of missing data is often much more complex than with complete datasets. In this section, we first give a brief overview of calculating the standard error of correlation coefficients in the case of complete samples and in the case of missing data. Next, we present some approaches for estimating the standard error of correlation coefficients corrected for direct and indirect range restriction scenarios. Finally, we show that multiple imputation allows for calculating the standard error and confidence intervals of correlation coefficients very similar to complete datasets.

In statistics, it is well known that an unbiased estimator converges in probability to the true quantity being estimated as the sample size goes to infinity (property of consistency). This means that the sampling error of a sample parameter becomes smaller and smaller as the sample size increases, and is zero when the sample size is infinitely large. Conversely, if the sample size decreases, then the sampling error of the estimate increases, making the estimation less precise. A common measure of the variability of the sampling distribution is the standard error $SE$. The standard error is used for calculating confidence intervals for a parameter estimate in hypothesis testing. A larger standard error is less likely to reject the null hypothesis. The sampling distribution of the Pearson correlation coefficient $r_{XY}$ (Equation 1) is quite complex even under bivariate normality, and $r_{XY}$ is a negatively biased estimator of $\rho_{XY}$ (Olkin & Pratt, 1958).
However, this bias is small and decreases as the sample size increases. Thus, the true $SE$ is not easy to calculate and only valid when the underlying assumptions are fully met. For complete data analysis, Kendall and Stuart (1977) proposed an approximation of $SE$ of the sample Pearson correlation coefficient $r_{XY}$ in samples with size $N$:

$$SE(r_{XY}) \approx \frac{1-r^2_{XY}}{\sqrt{N-1}}$$

Equation 3 shows that the $SE$ of $r_{XY}$ depends on the sample size and on the value of $r_{XY}$ itself. Consequently, with the same sample size, a stronger correlation can be estimated more accurately than a weaker one. The procedure for examining the statistical significance and the asymmetric confidence interval of $r_{XY}$ is to transform $r_{XY}$ into a Fisher $z$-value with the associated standard error (Fisher, 1915):

$$SE_{Fisher}\ z(r_{XY}) = \frac{1}{\sqrt{N-3}}$$

As we can see, this standard error depends only on the sample size. Fisher’s $z$-transformation is necessary because the sampling distribution of $r_{XY}$ is skewed and correlation coefficients are only supported on the bounded interval $[-1,1]$. An asymmetric sampling distribution leads to asymmetric confidence intervals. Fisher’s $z$-transformation can also be applied to the point-biserial correlation coefficient because $r_{pb}$ is mathematically equivalent to the Pearson correlation coefficient.

Next, we want to show what happens to the $SE$ in the case of range restriction, i.e. in the case of missing values. Many researchers have demonstrated that the $SE$ of a corrected Pearson correlation coefficient is larger than for the uncorrected correlation coefficient (Bobko & Rieck, 1980; Mendoza, 1993; Millsap, 1989; Raju & Brand, 2003). The increase in the magnitude of standard error can be explained by considering two circumstances: First, the correlation coefficient is measured in a subsample with sample size $n \leq N$, where $n$ is the size of the selected sample. As shown in Equation 3 and 4, the magnitude of the standard error is approximately inversely proportional to square root of the sample size. Second, the population correlation estimate must include the uncertainty caused by the proportion of missing values. Consequently, the magnitude of the standard error increases by applying corrections for range restriction.

Bobko and Rieck (1980) presented a large sample estimator for the standard error of correlation coefficients corrected for a direct range restriction scenario. The estimator is the product of the standard error of the correlation coefficient obtained from the selected sample and
a factor derived from Thorndike’s (1949) formula for direct range restriction scenarios. In case of indirect range restriction scenarios, a large sample estimator has been presented by Allan and Dunbar (1990), but this formula is very long and complicated. As shown for complete datasets, Fisher’s \( z \)-transformation can be applied to calculate the confidence interval of correlation coefficients. However, Mendoza (1993) showed that Fisher’s \( z \)-transformation cannot directly applied to correlations corrected for direct and indirect range restriction scenarios (assumption MAR), and proposed additional correction terms to the Fisher’s \( z \)-transformation. Admittedly computers allow to easily calculate these formulas. However, this examples show that deriving the sampling distribution under the framework of maximum likelihood estimation, especially in the case of missing data, often leads to complex problems relatively quickly. In summary, it can be ascertained that deriving the sampling distribution of the sample correlation coefficient under the framework of maximum likelihood estimation is very complex or maybe sometimes impossible in the case of multivariate distributions with missing data.

In contrast, calculating the standard error using multiple imputation is relatively straightforward. A major advantage is that conventional statistical procedures to calculate the standard error can be applied to the \( m \) complete datasets. Moreover, the correlation is calculated based on the total sample size \( N \), and therefore making Fisher's \( z \)-transformation much more accurate. Multiple imputation standard errors combine two sources of uncertainty regarding the parameter estimate (Little & Rubin, 2002): The uncertainty within an imputation (the within-imputation variance), and the uncertainty between the \( m \) imputations (the between-imputation variance). The Fisher’s \( z \) standard error of one of the \( m \) complete datasets represents the uncertainty of the data. The increase in Fisher’s standard error in the case of missing data results from the between-imputation variance. The parameter estimates and the standard errors can be combined by Rubin’s rules (Rubin, 2004). The Appendix shows the equations for computing the estimate of the correlation coefficient, its associated standard error, and the confidence interval for multiple imputed datasets. However, software packages typically implement these procedures, so there is usually no need to compute the parameter estimates by hand.

As mentioned above, multiple imputation and full information maximum likelihood make the same assumptions and have similar statistical properties. The statistical theory underlying these techniques is based partly on large-sample approximations. However, this statement must be restricted because the two missing data techniques differ in their performance in the case of small sample sizes. Simulation studies show that maximum likelihood estimation is inadequate
for small or moderate sample sizes and is likely to result in biased estimates (Graham & Schafer, 1999; Little & Rubin, 1989). The findings suggest that multiple imputation performs more efficiently with small samples. Graham and Schafer (1999, p. 26) pointed out that “limitations of analysis with small sample size lie in the small sample size itself, not with the multiple-imputation procedure”. This finding is fundamental for empirical evaluation studies of the predictive validity of selection methods. On the one hand, it supports the use of multiple imputation in small or moderate samples. On the other hand, it makes clear that multiple imputation cannot compensate for having a small number of applicants or small selection ratios. However, multiple imputation allows for the most effective usage of all the data that have been collected.

Therefore, we suggest using a Bayesian multiple imputation technique such as multiple imputation by chained equations to overcome the range restriction problem in small or moderate samples. So far, simulation studies investigating the accuracy of this missing data technique when the sample size is small or moderate are lacking. Additionally, little is known about the correctness of the multiple imputation standard error in the case of range restriction. Our intention is to close these research gaps. The accuracy of the corrected correlation coefficient and of the multiple imputation standard error are important considerations for researchers and evaluators. Thus, our empirical findings will help to increase understanding of the circumstances (e.g. sample size, selection ratio, true population correlation) under which range restriction corrections are appropriate.

**Purposes of this study**

The first purpose is to examine the accuracy of the population correlation estimates by using multiple imputation by chained equations in terms of small and moderate sample sizes for direct and indirect range restriction scenarios, and for continuous and naturally dichotomous criterion variables. The second purpose is to examine the accuracy of the associated multiple imputation standard error.

**Method**

We conducted several Monte Carlo simulations to examine the accuracy of the proposed missing data approach and the sampling distribution of the multiple imputation standard error.
under different model conditions. Multivariate data were simulated in order to investigate four scenarios: DRR and IRR scenarios with a continuous criterion variable, and DRR and IRR scenarios with a dichotomous criterion variable. Additionally, three factors (continuous criterion) and four factors (dichotomous criterion) that affect the accuracy of the correction as well as the sampling distribution of the standard error were systematically manipulated.

**Factor 1: Total sample size, \( N \).** Multiple imputation was developed under the framework of large sample theory. In contrast to maximum likelihood estimation, multiple imputation seems to promise a more accurate correction when the sample size is small or moderate. As shown in Equations 3 and 4, sample size also affects the standard error of the correlation coefficient. Therefore, sample size is a very important factor in studying asymptotic estimates. Two different sample sizes were investigated: a small sample with size \( N = 50 \), and a moderate sample with size of \( N = 100 \).

**Factor 2: Population correlation, \( \rho_{XY} \) and \( \rho_{pb} \).** The effect of the population correlation on the accuracy of the correction has been documented in a number of empirical studies (Duan & Dunlap, 1997; Pfaffel, Kollmayer, et al., 2016; Pfaffel, Schober, et al., 2016). The correction to the correlation coefficient becomes more precise as the population correlation increases. This effect is valid for DRR and IRR and for continuous and dichotomous criterion variables. As shown in Equation 3, the standard error of the correlation coefficient depends on the magnitude of the correlation coefficient itself and decreases as the correlation coefficient increases. Hence, in the present study, we investigated three levels of \( \rho_{XY} \) and \( \rho_{pbXY} \): .20, .40, and .60. According to Cohen’s (1988) classification of correlation coefficients in the social sciences, these values represent a small, medium, and large association between predictor and criterion, i.e. a small, medium, and large predictive validity.

**Factor 3: Selection ratio, \( SR \).** The selection ratio is the ratio of the number of selected applicants to the total sample size \( N \). The selection ratio directly affects the proportion of missing values in the criterion variable, and therefore the accuracy of the correction. Correlation estimates become more biased and exponentially less precise when the selection ratio decreases (Pfaffel, Schober, et al., 2016). It is to be expected that this adverse effect increases, when sample sizes become small or moderate. Hence, in the present study, we investigated four levels of the selection ratio: 20%, 30%, 40%, and 50%. The smallest selection ratio of 20% corresponds to subsample sizes of \( n = 10 \) (\( N = 50 \)) and \( n = 20 \) (\( N = 100 \)). These two sample sizes have to be considered extremely small because on the one hand, 80% of the criterion values have been
systematically excluded, and on the other hand, 10 and 20 observations are small even for complete data analysis.¹

**Factor 4: Base rate of success, BR.** This factor was used in the case of a dichotomous criterion variable. As described above, the effect of range restriction and the effect of variance restriction can sometimes work in opposite directions when the \( p-q \) split is closer to .50 in the selected sample than in the unrestricted sample. Therefore, the effect of the BR is an especially relevant factor to investigate when the criterion variable is dichotomous. In the present study, we varied the BR at three levels: 20%, 50%, and 80%. These three levels represent a small, medium, and large proportion of applicants who would be successful if there were no selection.

**Monte Carlo simulation procedure**

The Monte Carlo simulations were conducted using the program R (R Core Team, 2016) with 5,000 iterations for each factor combination of sample size, population correlation, selection ratio, and base rate of success. In the case of a continuous criterion variable, there were \( 2 \times 3 \times 4 = 24 \) factor combinations, while in the case of a dichotomous criterion variable, \( 2 \times 3 \times 4 \times 3 = 72 \) factor combinations were investigated. For each of the four scenarios (DRR & IRR × continuous & dichotomous), a random sample with size \( N \) was generated from a multivariate distribution (see Data Simulation) with a population correlation \( \rho \) or \( \rho_{pb} \) between predictor \( X \) and criterion \( Y \), and a base rate of success in the case of a dichotomous criterion variable. Then, we simulated the selection by isolating those \( n = N \cdot SR \) cases with the highest values in \( X \) in the case of a DRR scenario, and in descending order by the third variable \( Z \) in the case of an IRR scenario. Values of \( Y \) for non-selected cases were converted into missing values. The selected samples created in this way with \( n - n \) missing values in \( Y \) were used in applying the correction. Next, we used the R package **mice** (multivariate imputation by chained equations, Version 2.25, van Buuren & Groothuis-Oudshoorn, 2011) to generate \( m = 20 \) imputed datasets. Pfaffel, Kollmayer and colleagues (2016) showed that 20 imputations are sufficient for DRR and IRR corrections using multiple imputation by chained equations. We used the elementary imputation method ‘norm’ for the imputation of the continuous criterion variable, and the method ‘logreg’ for the imputation of the dichotomous criterion variable. Finally, the pooled correlation

¹ In a preliminary experiment, we also tested a selection ratio of 10%, but frequent convergence problems led to invalid estimates. In the case of a dichotomous criterion, \( Y \) was almost always constant in the subsample.
coefficients and the multiple imputation standard errors were calculated using Fisher’s \( z \)-transformation and Rubin’s (2004) rules for combining multiple imputation parameter estimates (for details, see the Appendix).

Pfaffel, Kollmayer, and colleagues (2016) reported problems (e.g. constancy of \( Y \) in the selected sample) in conducting a logistic regression analysis for some factor combinations, especially when the base rate of success and the population correlation were high and the selection ratio was small. They excluded selected samples (with minimum sample size of \( n = 50 \)) with less than five observations in each of the two criterion groups. In the present study, the smallest \( n \) was 10 when the total sample size \( N \) was 50 and the selection ratio .20. Requiring at least five observations in each criterion group means that only one \( p-q \) split of 50% in the selected sample is valid for \( n = 10 \). Thus, there would be no variability in the \( p-q \) split for this factor combination. Consequently, we weakened the prerequisite to at least three observations in each of the two criterion groups.

**Data simulation**

We simulated multivariate data for a) a normally distributed (continuous) criterion variable and b) for a naturally dichotomously distributed criterion variable. In simulating the multivariate data, we used the procedures presented in the studies by Pfaffel, Schober, et al. (2016) and Pfaffel, Kollmayer, et al. (2016).

a) *Continuous criterion:* We generated a bivariate (DRR) and a trivariate (IRR) standard normal distribution with Pearson population correlations between \( X \) and \( Y \) of .20, .40, and .60 using the `mvrnorm` function of the MASS package (Venables & Ripley, 2002). In the case of IRR, the Pearson correlations between \( Z \) and \( X \), and \( Z \) and \( Y \) were varied continuously between .10 and .90. This continuous variation facilitates the aggregation of a parameter estimate over factors and factor levels (more specifically, it facilitates integration over a continuous interval of a parameter). Aggregating parameter estimates over other factors with only a few levels would lead to an underestimation of the variance of the parameter estimate, and therefore to a biased empirical sampling deviation.

b) *Naturally dichotomous criterion:* The distribution of a naturally dichotomous criterion variable is defined via the two proportions \( p \) and \( q \), no underlying distribution exists. We generated bivariate (DRR) and trivariate (IRR) data where \( Y \) was naturally dichotomous, and \( X \) and \( Z \) were a mixture distribution of two uniform normal distributions, one normal distribution
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for each of the two criterion groups. Abrahams and colleagues (1971) also used this mixture distribution to develop the Taylor-Russell tables for dichotomous criterion variables. As shown in Equation 2, the magnitude of the point-biserial correlation coefficient depends on the mean difference in X (or in Z) between the two criterion groups. Therefore, we generated data with point-biserial population correlations between X and Y of .20, .40, and .60 based on the difference in mean $M_1 - M_2$ for a given $p-q$-split. In the case of IRR, we varied the differences in means and therefore Pearson correlations between Z and X, and Z and Y continuously between .10 and .90.

Analysis of the parameters

In order to investigate the accuracy of the missing data approach, we analyzed the residual distribution of the correlation estimates for each factor combination. The concept of accuracy provides quantitative information about the goodness of a parameter estimate and encompasses trueness and precision (Ayyub & McCuen, 2011). Trueness, which is also known as bias or systematic error, describes the distance of an estimated value to the true parameter value. Precision, which is also known as random error, describes the reproducibility of an estimated value. The mean error (ME) of the residuals is a measure of trueness, and the root-mean-square error (RMSE) of the residuals is a measure of precision. Let $\hat{\theta}$ be the value of the parameter estimate and $\theta$ the true value of the parameter. The ME and the RMSE can be calculated by

$$ ME = \frac{1}{E} \sum_{i=1}^{E} (\hat{\theta}_i - \theta) $$

(5)

$$ RMSE = \sqrt{\frac{1}{E} \sum_{i=1}^{E} (\hat{\theta}_i - \theta)^2} $$

(6)

where $E$ is the number of the Monte Carlo experiments ($E = 5,000$ in the present study), and $\hat{\theta}_i$ is the pooled correlation coefficient from the multiple imputation analysis. When the ME is close to zero, the parameter estimate is to be said unbiased. The smaller the RMSE, the more precise the estimation, i.e. the higher the reproducibility of the estimated parameter value.

The multiple imputation standard error of the correlation coefficient (see Appendix Equation A8) is a theoretical (asymptotic) estimate of the sampling deviation of the sample correlation coefficient. The RMSE is a measure of the empirical sampling deviation of the sample correlation coefficient. In order to investigate the accuracy of the multiple imputation standard error, we compared its average value (over 5,000 Monte Carlo experiments) with the RMSE for each factor combination. When the difference between the theoretical and the empirical value of
the multiple imputation standard error is close to zero, the theoretical value is an accurate measure of the true sampling distribution of the corrected sample correlation coefficient. When the theoretical value of the multiple imputation standard error is smaller than the empirical sampling deviation, the confidence intervals for the population correlation based on the multiple imputation standard error are smaller than they need to be.

Results

Continuous criterion variable

Table 1 summarizes the trueness and the precision of the correction for direct and indirect range restriction scenarios in the case of a continuous criterion variable across 5,000 Monte-Carlo experiments for each factor combination. For both the DRR and IRR scenarios, the correction of the Pearson correlation coefficient is negatively biased, whereby the bias tends to be smaller in the case of an IRR scenario. The bias is higher for a small sample size of \( N = 50 \) than for a moderate sample size of \( N = 100 \), and increases as the selection ratio decreases and the true correlation \( \rho \) between \( X \) and \( Y \) increases. The correction is more precise for moderate samples than for small ones and increases as the selection ratio increases. The precision of the correction increases as the true Pearson correlation coefficient between \( X \) and \( Y \) increases.

<table>
<thead>
<tr>
<th>( N )</th>
<th>( SR )</th>
<th>( \rho = .2 )</th>
<th>( \rho = .4 )</th>
<th>( \rho = .6 )</th>
<th>( \rho = .2 )</th>
<th>( \rho = .4 )</th>
<th>( \rho = .6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.2</td>
<td>-0.075 (.499)</td>
<td>-0.157 (.506)</td>
<td>-0.178 (.466)</td>
<td>-0.088 (.315)</td>
<td>-0.117 (.312)</td>
<td>-0.140 (.293)</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>-0.056 (.403)</td>
<td>-0.100 (.389)</td>
<td>-0.100 (.332)</td>
<td>-0.051 (.248)</td>
<td>-0.074 (.239)</td>
<td>-0.080 (.204)</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>-0.035 (.333)</td>
<td>-0.067 (.308)</td>
<td>-0.067 (.249)</td>
<td>-0.035 (.201)</td>
<td>-0.047 (.187)</td>
<td>-0.053 (.154)</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>-0.022 (.273)</td>
<td>-0.041 (.249)</td>
<td>-0.043 (.190)</td>
<td>-0.022 (.165)</td>
<td>-0.032 (.154)</td>
<td>-0.034 (.117)</td>
</tr>
<tr>
<td>100</td>
<td>0.2</td>
<td>-0.053 (.391)</td>
<td>-0.083 (.368)</td>
<td>-0.098 (.316)</td>
<td>-0.053 (.232)</td>
<td>-0.068 (.224)</td>
<td>-0.070 (.185)</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>-0.031 (.303)</td>
<td>-0.047 (.273)</td>
<td>-0.056 (.218)</td>
<td>-0.030 (.176)</td>
<td>-0.037 (.161)</td>
<td>-0.042 (.134)</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>-0.021 (.242)</td>
<td>-0.031 (.219)</td>
<td>-0.035 (.163)</td>
<td>-0.021 (.143)</td>
<td>-0.023 (.125)</td>
<td>-0.027 (.102)</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>-0.012 (.199)</td>
<td>-0.021 (.175)</td>
<td>-0.022 (.126)</td>
<td>-0.016 (.116)</td>
<td>-0.013 (.099)</td>
<td>-0.017 (.078)</td>
</tr>
</tbody>
</table>

Note. \( N \) … sample size of the applicant dataset, \( SR \) … selection ratio, DRR … direct range restriction scenario, IRR … indirect range restriction scenario.
Table 2 summarizes the comparison of the multiple imputation standard error with the empirical sampling distribution for direct and indirect range restriction scenarios in the case of a continuous criterion variable across 5,000 Monte-Carlo experiments for each factor combination. The results show that the multiple imputation standard error tends to underestimate the sampling deviation of the sample correlation coefficient. This underestimation tends to be smaller in the case of an IRR scenario than for a DRR scenario. The difference between the multiple imputation standard error and the sampling deviation decreases as the selection ratio, the sample size, and the population correlation increase.

Table 2. Average multiple imputation standard error and its absolute bias to the empirical sampling deviation (in parentheses) for a continuous criterion variable in the case of direct and indirect range restriction scenarios.

<table>
<thead>
<tr>
<th>N</th>
<th>SR</th>
<th>ρ = .2</th>
<th>ρ = .4</th>
<th>ρ = .6</th>
<th>ρ = .2</th>
<th>ρ = .4</th>
<th>ρ = .6</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.2</td>
<td>.361 (-.148)</td>
<td>.353 (-.144)</td>
<td>.327 (-.142)</td>
<td>.319 (-.043)</td>
<td>.337 (-.069)</td>
<td>.299 (-.057)</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>.326 (-.091)</td>
<td>.311 (-.084)</td>
<td>.273 (-.081)</td>
<td>.268 (-.030)</td>
<td>.267 (-.040)</td>
<td>.220 (-.025)</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>.294 (-.053)</td>
<td>.274 (-.048)</td>
<td>.230 (-.041)</td>
<td>.235 (-.023)</td>
<td>.222 (-.022)</td>
<td>.177 (-.014)</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>.263 (-.035)</td>
<td>.241 (-.029)</td>
<td>.196 (-.024)</td>
<td>.208 (-.016)</td>
<td>.191 (-.013)</td>
<td>.149 (-.007)</td>
</tr>
<tr>
<td>100</td>
<td>0.2</td>
<td>.317 (-.076)</td>
<td>.298 (-.071)</td>
<td>.260 (-.064)</td>
<td>.245 (-.031)</td>
<td>.226 (-.026)</td>
<td>.195 (-.024)</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>.270 (-.048)</td>
<td>.247 (-.037)</td>
<td>.202 (-.030)</td>
<td>.194 (-.015)</td>
<td>.179 (-.014)</td>
<td>.146 (-.013)</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>.233 (-.023)</td>
<td>.208 (-.020)</td>
<td>.164 (-.015)</td>
<td>.167 (-.010)</td>
<td>.151 (-.010)</td>
<td>.119 (-.006)</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>.203 (-.015)</td>
<td>.178 (-.015)</td>
<td>.137 (-.008)</td>
<td>.145 (-.006)</td>
<td>.132 (-.006)</td>
<td>.101 (-.003)</td>
</tr>
</tbody>
</table>

Note. N ... sample size of the applicant dataset, SR ... selection ratio, ρ ... population correlation between predictor and criterion, DRR ... direct range restriction scenario, IRR ... indirect range restriction scenario.

**Naturally dichotomous criterion variable**

Table 3 summarizes the trueness and the precision of the correction for a direct range restriction scenario in the case of a naturally dichotomous criterion variable for each factor combination. However, for a number of factor combinations the number of Monte Carlo experiments was less than 5,000. More than 90% of selected samples did not meet the prerequisite of at least three observations in each criterion group, or there were convergence problems with the logistic regression imputation. No selected sample met the prerequisite at a base rate of success (BR) of 80% and a true point-biserial correlation coefficient of .6. The superscripted numbers in Table 3 and 5 show the percentage of excluded samples. Results of the remaining Monte Carlo experiments show that the correction of the point-biserial correlation...
CORRECTING FOR RANGE RESTRICTION IN SMALL SAMPLES

The coefficient is negatively biased for factor combinations of sample size, true point-biserial correlation coefficient, and selection ratio when the base rate of success is 20% or 50%, but positively biased when the BR is 80%. As expected, the bias decreases as the selection ratio and the sample size increase. The effect of the direction of the true point-biserial correlation coefficient varied across different base rates of success: For a BR of 20%, the bias of the correction became smaller as $\rho_{pb}$ increases, but for a BR of 50%, bias increases as $\rho_{pb}$ increases.

For a BR of 80%, too many data points are missing to assess the direction of the effect. The correction becomes more precise as the sample size, the selection ratio, and the true correlation between predictor and criterion increase. Comparing the results of the same factor combinations across the three base rates of success to the extent allowed by the data reveals that the correction is most accurate when the BR is 50%. This indicates a non-linear relationship between base rate of success and accuracy.

Table 3. Mean error and root-mean-square error (in parentheses) for a naturally dichotomous criterion variable in the case of direct range restriction scenarios.

<table>
<thead>
<tr>
<th>N</th>
<th>SR</th>
<th>$\rho_{pb} = .2$</th>
<th>$\rho_{pb} = .4$</th>
<th>$\rho_{pb} = .6$</th>
<th>$\rho_{pb} = .2$</th>
<th>$\rho_{pb} = .4$</th>
<th>$\rho_{pb} = .6$</th>
<th>$\rho_{pb} = .2$</th>
<th>$\rho_{pb} = .4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.2</td>
<td>-.282</td>
<td>-.263</td>
<td>-.231</td>
<td>-.040</td>
<td>-.100</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.330)$^{19%}$</td>
<td>(.308)</td>
<td>(.254)$^{15%}$</td>
<td>(.166)$^{10%}$</td>
<td>(.161)$^{9%}$</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>-.250</td>
<td>-.212</td>
<td>-.165</td>
<td>-.035</td>
<td>-.064</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.318)$^{15%}$</td>
<td>(.272)</td>
<td>(.198)</td>
<td>(.188)</td>
<td>(.167)$^{5%}$</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>-.201</td>
<td>-.156</td>
<td>-.102</td>
<td>-.031</td>
<td>-.062</td>
<td>-.089</td>
<td>.241</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.283)</td>
<td>(.220)</td>
<td>(.132)</td>
<td>(.191)</td>
<td>(.176)</td>
<td>(.153)$^{11%}$</td>
<td>(.275)$^{46%}$</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>-.154</td>
<td>-.110</td>
<td>-.062</td>
<td>-.028</td>
<td>-.055</td>
<td>-.081</td>
<td>.159</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.240)</td>
<td>(.169)</td>
<td>(.084)</td>
<td>(.180)</td>
<td>(.161)</td>
<td>(.153)</td>
<td>(.226)$^{10%}$</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>-.231</td>
<td>-.197</td>
<td>-.175</td>
<td>-.042</td>
<td>-.068</td>
<td>---</td>
<td>.208</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.290)</td>
<td>(.248)</td>
<td>(.204)</td>
<td>(.166)</td>
<td>(.153)$^{5%}$</td>
<td>(.235)$^{73%}$</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>0.3</td>
<td></td>
<td>-.176</td>
<td>-.133</td>
<td>-.093</td>
<td>-.037</td>
<td>-.061</td>
<td>-.091</td>
<td>.193</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.252)</td>
<td>(.191)</td>
<td>(.125)</td>
<td>(.173)</td>
<td>(.166)</td>
<td>(.146)$^{12%}$</td>
<td>(.241)$^{15%}$</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>-.131</td>
<td>-.087</td>
<td>-.051</td>
<td>-.029</td>
<td>-.048</td>
<td>-.075</td>
<td>.135</td>
<td>.140</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.210)</td>
<td>(.141)</td>
<td>(.076)</td>
<td>(.163)</td>
<td>(.154)</td>
<td>(.143)</td>
<td>(.216)</td>
<td>(.180)$^{53%}$</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>-.092</td>
<td>-.057</td>
<td>-.030</td>
<td>-.020</td>
<td>-.038</td>
<td>-.052</td>
<td>.092</td>
<td>.077</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.166)</td>
<td>(.104)</td>
<td>(.049)</td>
<td>(.144)</td>
<td>(.135)</td>
<td>(.117)</td>
<td>(.184)</td>
<td>(.166)$^{83%}$</td>
</tr>
</tbody>
</table>

Note. BR ... base rate of success, N ... sample size of the applicant dataset, SR ... selection ratio, DRR ... direct range restriction scenario, IRR ... indirect range restriction scenario, --- ... >80% of selected samples did not meet the prerequisite of at least three observations in each criterion group.
Table 4 shows the difference between the multiple imputation standard error of the estimate of the point-biserial correlation coefficient and its empirical sampling deviation decreases as the sample size and selection ratio increase. The effect of the true point-biserial population correlation is not clear: For a BR of 20% only, this difference tends to decrease as the true population correlation increases. For a BR of 20%, the multiple imputation standard error tends to underestimate the sampling deviation; for base rates of success of 50 and 80%, the multiple imputation standard error tends to overestimates the sampling deviation for all combinations of sample size, selection ratio, and true point-biserial population correlation.

Table 4. Average multiple imputation standard error and its absolute bias to the empirical sampling deviation (in parentheses) for a naturally dichotomous criterion variable in the case of direct range restriction scenarios.

<table>
<thead>
<tr>
<th>N</th>
<th>SR</th>
<th>( \rho_{pb} = .2 )</th>
<th>( \rho_{pb} = .4 )</th>
<th>( \rho_{pb} = .6 )</th>
<th>( \rho_{pb} = .2 )</th>
<th>( \rho_{pb} = .4 )</th>
<th>( \rho_{pb} = .6 )</th>
<th>( \rho_{pb} = .2 )</th>
<th>( \rho_{pb} = .4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.2</td>
<td>.277 (-.021)</td>
<td>.270 (-.057)</td>
<td>.256 (.075)</td>
<td>.276 (.044)</td>
<td>.268 ---</td>
<td>--- ---</td>
<td>--- ---</td>
<td>--- ---</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>.266 (.060)</td>
<td>.249 (.055)</td>
<td>.213 (-.015)</td>
<td>.264 (.048)</td>
<td>.254 ---</td>
<td>--- ---</td>
<td>--- ---</td>
<td>--- ---</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>.249 (.056)</td>
<td>.243 (.011)</td>
<td>.171 (.029)</td>
<td>.249 (.029)</td>
<td>.237 (.030)</td>
<td>.221 (.016)</td>
<td>.252 ---</td>
<td>--- ---</td>
</tr>
<tr>
<td>100</td>
<td>0.2</td>
<td>.240 (.064)</td>
<td>.223 (.043)</td>
<td>.200 (.016)</td>
<td>.238 (.055)</td>
<td>.232 ---</td>
<td>.234 ---</td>
<td>--- ---</td>
<td>--- ---</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>.220 (.053)</td>
<td>.189 (.030)</td>
<td>.140 (.004)</td>
<td>.222 (.030)</td>
<td>.214 (.036)</td>
<td>.205 (.036)</td>
<td>.230 ---</td>
<td>--- ---</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>.197 (.039)</td>
<td>.159 (.018)</td>
<td>.105 (.002)</td>
<td>.202 (.017)</td>
<td>.192 (.020)</td>
<td>.178 (.023)</td>
<td>.222 (.003)</td>
<td>.209 (.041)</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>.176 (.025)</td>
<td>.135 (.010)</td>
<td>.088 (.001)</td>
<td>.183 (.012)</td>
<td>.167 (.012)</td>
<td>.143 (.010)</td>
<td>.209 (.008)</td>
<td>.203 (.034)</td>
</tr>
</tbody>
</table>

Note. \( N \) ... sample size of the applicant dataset, \( SR \) ... selection ratio, \( BR \) ... base rate of success, \( \rho \) ... population correlation between predictor and criterion.

Table 5 summarizes the trueness and precision of the correction for an indirect range restriction scenario in the case of a naturally dichotomous criterion variable for each factor combination. The results show a similar pattern as the correction for a direct range restriction scenario. The correction of the point-biserial correlation coefficient is negatively biased for factor combinations of sample size, true point-biserial correlation coefficient, and selection ratio when
the base rate of success is 20% or 50%, but positively biased when the BR is 80%. The bias decreases as the selection ratio and the sample size increase. The correction becomes more precise as the sample size, the selection ratio, and the true point-biserial correlation coefficient between predictor and criterion increase. Similar to DRR, the correction is least biased when the BR is 50%. In contrast to DRR, the correction is not most precise for a BR of 50%. For a moderate sample size of $N = 100$, the precision of the correction tends to decrease as the base rate of success increases.

Table 5. Mean error (ME) and root-mean-square error (RMSE, in parentheses) for a naturally dichotomous criterion variable in the case of indirect range restriction scenarios.

<table>
<thead>
<tr>
<th>N</th>
<th>SR</th>
<th>BR  = 0.2</th>
<th>BR  = 0.5</th>
<th>BR  = 0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\rho_{pb} = .2$</td>
<td>$\rho_{pb} = .4$</td>
<td>$\rho_{pb} = .6$</td>
</tr>
<tr>
<td>50</td>
<td>0.2</td>
<td>-.151</td>
<td>-.142</td>
<td>-.164</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.233)14%</td>
<td>(.211)14%</td>
<td>(.200)13%</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>-.136</td>
<td>-.122</td>
<td>-.121</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.192)</td>
<td>(.171)</td>
<td>(.153)</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>-.099</td>
<td>-.086</td>
<td>-.085</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.142)</td>
<td>(.125)</td>
<td>(.113)</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>-.068</td>
<td>-.059</td>
<td>-.059</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.105)</td>
<td>(.091)</td>
<td>(.083)</td>
</tr>
<tr>
<td>100</td>
<td>0.2</td>
<td>-.127</td>
<td>-.112</td>
<td>-.119</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.119)17%</td>
<td>(.166)17%</td>
<td>(.153)16%</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>-.092</td>
<td>-.076</td>
<td>-.074</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.137)</td>
<td>(.115)</td>
<td>(.102)</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>-.056</td>
<td>-.047</td>
<td>-.047</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.092)</td>
<td>(.078)</td>
<td>(.071)</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>-.035</td>
<td>-.030</td>
<td>-.030</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.065)</td>
<td>(.056)</td>
<td>(.050)</td>
</tr>
</tbody>
</table>

Note. BR ... base rate of success, N ... sample size of the applicant dataset, SR ... selection ratio, DRR ... direct range restriction scenario, IRR ... indirect range restriction scenario, --- ... $\geq 80\%$ of selected samples did not meet the prerequisite of at least three observations in each criterion group.

Table 6 shows the results for the accuracy of the multiple imputation standard error of the estimate of the point-biserial correlation coefficient for a dichotomous criterion variable in the case of an indirect range restriction scenario. The difference between the multiple imputation standard error and its empirical sampling deviation decreases as the sample size and the selection ratio increase. For a BR of 20% and 50%, this difference decreases as the true point-biserial population correlation increases, but the effect for a BR of 80% is not clear.
Table 6. Average multiple imputation standard error and its absolute bias to the empirical sampling deviation (in parentheses) for a naturally dichotomous criterion variable in the case of indirect range restriction scenarios.

<table>
<thead>
<tr>
<th>N</th>
<th>SR</th>
<th>BR = .2</th>
<th>BR = .4</th>
<th>BR = .6</th>
<th>BR = .2</th>
<th>BR = .4</th>
<th>BR = .6</th>
<th>BR = .2</th>
<th>BR = .4</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.2</td>
<td>.248</td>
<td>.237</td>
<td>.218</td>
<td>.247</td>
<td>.235</td>
<td>.208</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.020)</td>
<td>(.06)</td>
<td>(.02)</td>
<td>(.03)</td>
<td>(.04)</td>
<td>(.05)</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>.221</td>
<td>.208</td>
<td>.185</td>
<td>.225</td>
<td>.210</td>
<td>.182</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.019)</td>
<td>(.06)</td>
<td>(.07)</td>
<td>(.03)</td>
<td>(.03)</td>
<td>(.03)</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>.196</td>
<td>.181</td>
<td>.156</td>
<td>.206</td>
<td>.192</td>
<td>.162</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.004)</td>
<td>(.04)</td>
<td>(.13)</td>
<td>(.03)</td>
<td>(.02)</td>
<td>(.02)</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>.177</td>
<td>.162</td>
<td>.137</td>
<td>.189</td>
<td>.175</td>
<td>.146</td>
<td>.195</td>
<td>.172</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.002)</td>
<td>(.08)</td>
<td>(.14)</td>
<td>(.02)</td>
<td>(.01)</td>
<td>(.02)</td>
<td>(.03)</td>
<td>(.18)</td>
</tr>
<tr>
<td>100</td>
<td>0.2</td>
<td>.198</td>
<td>.183</td>
<td>.162</td>
<td>.201</td>
<td>.187</td>
<td>.160</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.017)</td>
<td>(.13)</td>
<td>(.03)</td>
<td>(.03)</td>
<td>(.02)</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>.163</td>
<td>.147</td>
<td>.122</td>
<td>.178</td>
<td>.165</td>
<td>.140</td>
<td>.183</td>
<td>.162</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.007)</td>
<td>(.04)</td>
<td>(.03)</td>
<td>(.02)</td>
<td>(.02)</td>
<td>(.02)</td>
<td>(.02)</td>
<td>(.14)</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>.139</td>
<td>.122</td>
<td>.099</td>
<td>.160</td>
<td>.147</td>
<td>.121</td>
<td>.173</td>
<td>.152</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.002)</td>
<td>(.02)</td>
<td>(.05)</td>
<td>(.02)</td>
<td>(.01)</td>
<td>(.01)</td>
<td>(.01)</td>
<td>(.03)</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>.124</td>
<td>.108</td>
<td>.087</td>
<td>.142</td>
<td>.130</td>
<td>.105</td>
<td>.163</td>
<td>.146</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.003)</td>
<td>(.02)</td>
<td>(.05)</td>
<td>(.01)</td>
<td>(.01)</td>
<td>(.01)</td>
<td>(.02)</td>
<td>(.019)</td>
</tr>
</tbody>
</table>

Note. N … sample size of the applicant dataset, SR … selection ratio, BR … base rate of success, ρ … population correlation between predictor and criterion.

Discussion

Statistical problems in estimating the predictive validity of a selection method become worse when the number of applicants in the unrestricted dataset is moderate or small because statistical estimates are only based on a subsample of applicants. In this paper, we proposed using the state-of-the-art missing data approach multiple imputation by chained equations to correct correlations for direct and indirect range restriction scenarios when the sample size is small or moderate. Approaches to overcoming the range restriction problem, including multiple imputation techniques, have been developed within the framework of large sample theory. However, some findings on the comparison between maximum likelihood and multiple imputation suggest that multiple imputation is more efficiently with small samples. Additionally, correction methods have been widely studied for continuous criterion variables but not for dichotomous criterion variables. Therefore, the primary purpose of this research was to examine the accuracy of correlation coefficients corrected for range restriction scenarios using multiple
imputation by chained equations in small or moderate samples and for continuous and dichotomous criterion variables. To the best of our knowledge, no empirical studies so far have investigated the accuracy of the multiple imputation standard error of the population correlation estimate in the case of direct (DRR) and indirect (IRR) range restriction scenarios. Therefore, the second purpose of this study was to examine the accuracy of the multiple imputation standard error of the population correlation estimate. We conducted Monte Carlo simulations to accomplish both purposes for four scenarios: a DRR and an IRR scenario with a continuous and a dichotomous criterion variable. Sample size, selection ratio, true population correlation, and base rate of success were systematically varied in an experimental design.

In the case of a continuous criterion variable, the corrected Pearson correlation coefficient systematically underestimated the true correlation between predictor and criterion for both direct and indirect range restriction scenarios, especially when the selection ratio was small with 20 percent selected applicants. The correction was more precise for moderate samples than for small samples and gradually increased as the selection ratio and the true correlation coefficient increased. Our results are consistent with the findings of the simulation studies by Chan and Chan (2004), who investigated Thorndike’s correction formula for a selection scenario on X (DRR). The extent of this bias is similar for both approaches, e.g. for $N = 100$, $SR = .2$, and $\rho = .2$: $-.053$ and $-.059$ (p. 374). This means that the underestimation of the correlation coefficient due to range restriction cannot be fully corrected in either approach. The multiple imputation standard error of the corrected correlation coefficient tended to be smaller than the empirical sampling deviation, which means that confidence intervals for the population correlations are smaller than they should be. This bias was lower for moderate than for small samples and gradually decreased as the selection ratio increased.

In the case of a naturally dichotomous criterion variable, multiple imputation by chained equations could not be applied for a large number of selected samples because the criterion variable was constant or nearly constant. This was often the case when the sample size and the selection ratio were small, and the base rate of success was high. The estimate of the population correlation is strongly biased for both direct and indirect range restriction scenarios. The results show that the number of individuals in the selected samples are too small for an accurate correction. Consequently, our findings indicate that correcting for range restriction when the criterion is dichotomous is not a trustworthy method for small sample sizes and for combinations of small selection ratios and low or high base rates of success. In contrast, the multiple
imputation standard error of the corrected point-biserial correlation coefficient was accurate over a wide range of factor combinations for direct and indirect range restriction scenarios.

This study’s findings provide empirical evidence about the accuracy of correcting for range restriction using multiple imputation by chained equations, and support researchers and evaluators in their assessment of conditions under which corrected correlation coefficients can be trusted. The results show that interpreting the population correlation estimates can sometimes lead to invalid conclusions about the predictive validity of selection methods if the number of applicants is small or moderate and the selection is rigorous, especially in the case of a dichotomous criterion variable. However, this does not mean that selections should be made only on a large number of applicants or that small selection ratios should be avoided. The predictive validity of a selection method can be high even for a highly competitive selection (i.e. a small selection ratio) with a small number of applicants. The problem is simply that a satisfactory statistical evaluation of the predictive validity is not possible under some conditions. The missing data approach cannot compensate for having small samples (Graham & Schafer, 1999) in which the most criterion values are systematically missing. It would be naive to believe that the predictive validity of a selection method can be statistically assessed for a small number of individuals regardless of which approach is used to correct for range restriction. However, multiple imputation allows for the most effective usage of all collected data. Although this correction can lead to biased estimates in small sample sizes, the missing data approach is currently the best-known approach for handling a dichotomous criterion.

Some of the methodological limitations of our study should be mentioned. However, these limitations also point to promising avenues for further research. The Monte Carlo simulations we conducted considered a limited number of combinations of sample size, population correlation, and base rates of success. In the case of a naturally dichotomous variable, the results indicate a non-linear relation between accuracy of the corrected point-biserial correlation coefficient and the base rate of success. Further research should investigate this effect in more detail. For our data simulation with a naturally dichotomous criterion variable, we assumed a mixture distribution of the predictor based on two normal distributions for each criterion group. This distribution was also used to develop the Taylor-Russell tables for a naturally dichotomous criterion variable (Abrahams et al., 1971) and in the simulation study by Pfaffel, Kollmayer, and colleagues (2016). Although many reasons speak in favor of the assumption of normally distributed values for the criterion groups, other distributions are quite
corrections are conceivable and should be also investigated. Finally, we generated multivariate datasets with a minimum number of variables, which is not typical for real datasets. The correction using multiple imputation by chained equations should become more accurate for datasets with more variables, e.g. more predictors and covariates, or even more than one criterion. However, generating multivariate data, especially multivariate data with non-identically distributed variables, is often difficult but necessary in simulation studies. Further research should investigate the accuracy of the correction in datasets with more predictors, covariates, and criteria.

In conclusion, our study shows that the proposed missing data approach is accurate for estimating the predictive validity of a selection method for a continuous criterion variable, even for a small number of applicants when the selection ratio is not too small. For a dichotomous criterion variable, a small or moderate number of applicants sometimes leads to biased estimates or an inability to carry out the correction. The multiple imputation standard error of the estimate of the predictive validity is accurate over a wide range of conditions for both kinds of criterion variables and for direct and indirect range restriction scenarios.
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Appendix

The Appendix shows the equations for computing the estimate of the Pearson correlation coefficient, its associated standard error, and the confidence interval for multiple imputed datasets. Equations A1 to A9 are implemented in the method `micombine.cor()` of the R package `miceadds` (Robitzsch, Grund, & Henke, 2015). The multiple imputation point estimate of the Pearson correlation coefficient \( \hat{r} \) (or of the point-biserial correlation coefficient) is the arithmetic average of the \( m \) Fisher z-transformed correlation estimates

\[
\hat{r} = \tanh \left( \frac{1}{m} \sum_{t=1}^{m} \text{artanh}(\hat{r}_t) \right) \tag{A1}
\]

where \( \hat{r}_t \) is the correlation estimate (see Equation 1) from the complete dataset \( t \), \text{artanh} is the inverse hyperbolic tangent function (the Fisher z-transformation), and \( \tanh \) is the hyperbolic tangent function, which converts the Fisher z-value back into a correlation coefficient. The corresponding Fisher z-transformed point estimate \( \bar{z}_r \) is calculated by

\[
\bar{z}_r = \frac{1}{m} \sum_{t=1}^{m} \text{artanh}(\hat{r}_t) \tag{A2}
\]

The within-imputation variance \( W \) is the arithmetic average of the squared standard error of the \( m \) complete datasets

\[
W = \frac{1}{m} \sum_{t=1}^{m} \frac{1}{N-3} \tag{A3}
\]

and the between-imputation variance \( B \) is the sample variance of the Fisher z-transformed correlation estimates across the \( m \) datasets

\[
B = \frac{1}{m-1} \sum_{t=1}^{m} (\text{artanh}(\hat{r}_t) - \bar{z}_r)^2 \tag{A4}
\]

These two components of uncertainty can be combined into a single quantity, the total-imputation variance \( T \) of the Fisher’s z-transformed parameter estimate \( \bar{z}_r \):

\[
T = W + \frac{m+1}{m} B \tag{A5}
\]

Consequently, the Fisher’s z-transformed multiple imputation standard error is the square root of the total-imputation variance

\[
SE_{\text{Fisher } z} = \sqrt{T} \tag{A6}
\]

The lower and the upper bound of the \( 1 - \alpha \) asymmetric confidence interval can be calculated by

\[
\text{CI}_{1-\alpha} = \tanh(\text{artanh}(\bar{z}_r) \pm z_{1-\alpha/2} \cdot SE_{\text{Fisher } z}) \tag{A7}
\]

where \( z_{1-\alpha/2} \) is the value of the cumulative normal distribution at half of the significance level \( \alpha \). The \( z \)-value for a 95% confidence interval is approximately 1.96. Based on the confidence
interval, the standard error of the point estimate of the Pearson correlation coefficient can by calculated as

\[ SE_{r} = \frac{(\text{upper bound } CI_{1-\alpha} - \text{lower bound } CI_{1-\alpha})}{2z_{1-\alpha/2}} \]  

(A8)

In order to test the null hypothesis that \( \overline{r} \) is equal to 0, a one sample \( t \)-test has to be applied to the corresponding Fisher z-transformed point estimate \( \overline{z}_{r} \), because \( \overline{z}_{r} \) is to be assumed \( t \)-distributed with \( df = N - 2 \) if the sample size is not too small and the magnitude of the correlation coefficient is not too extreme.

\[ t = \frac{\overline{z}_{r}}{SE_{\text{Fisher } z}} \]  

(A9)
Abstract

A common problem in the assessment of the predictive validity of selection methods is the so-called range restriction problem, which causes biased estimates of the population correlation between predictor and criterion. To overcome this problem, researchers proposed correction formulas, which have been widely studied for continuous criterion variables but not for dichotomous ones. The few existing approaches dealing with a dichotomous criterion are often inapplicable because they require information about the typically unknown base rate of success. Thus, there is a lack of scientific research on suitable methods able to correct correlation coefficients for range restriction in the case of a dichotomous criterion variable.

The present doctoral thesis aims to overcome this deficiency by viewing the range restriction problem as a missing data problem. In order to establish the missing data approach in this research field, the first paper compares common correction formulas with two state-of-the-art missing data techniques for a continuous criterion variable. The second paper shows that the missing data technique multiple imputation by chained equations provides effective and accurate estimates of the population correlation in the case of dichotomous criterion variables. In addition, multiple imputation by chained equations is able to estimate the base rate of success. The third paper focuses on the accuracy of the population estimates with small and moderate sample sizes and provides empirical evidence about conditions under which the estimation has limitations.

The empirical studies are introduced by a description of the theoretical background concerning the range restriction problem and traditional approaches to overcoming this problem. Then, the goals of the dissertation are described in detail, followed by a synopsis of the three publications. Finally, the findings of the three papers are summarized and methodological strengths and limitations of the empirical studies are discussed.
Kurzfassung

Ein bekanntes Problem bei der Bewertung der prognostischen Validität von Auswahlverfahren ist das sogenannte range restriction-Problem, das verzerrte Schätzer der Populationskorrelation zwischen Prädiktor und Kriterium verursacht. Um dieses Problem zu lösen, haben Forscher Korrekturformeln vorgeschlagen, die weitgehend für stetige jedoch nicht für dichotome Kriteriumsvariablen erforscht wurden. Die wenigen Ansätze, die ein dichotomes Kriterium betrachten sind meist nicht anwendbar, weil sie Informationen über die typischerweise unbekannte Basiserfolgsrate benötigen. Der wissenschaftlichen Forschung fehlen folglich geeignete Methoden Korrelationskoeffizienten für das range restriction-Problem im Falle von dichotomen Kriteriumsvariablen zu korrigieren.
