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General Introduction

Floating aquatic aggregates

Formation and occurrence
Suspended particulate material plays a significant role in biogeochemical cycles and for biological processes in natural aquatic environments (Simon, et al., 2002; Azam & Malfatti, 2007). They represent an important source of energy. Primary particles are frequently and perhaps characteristically transported as larger flocculated aggregates (Droppo, et al., 2005). Aggregating particles in the bulk water are heterogeneous and are composed of dissolved, colloidal and particulate materials of varying size and composition (Leppard & Droppo, 2005). Abiotic mechanisms such as physical coagulation, collision frequency and stickiness are involved in aggregation of particles (Droppo, et al., 2005). Aggregates have different forms of size and generally, three size classes are distinguished: 1) submicron particles, 2) micro-aggregates and 3) macro-aggregates. Submicron particles are < 1 μm (Koike, et al., 1990; Kerner, et al., 2003; Leppard & Droppo, 2005). In her review on aggregates in rivers, Zimmermann-Timm (2002) defined micro-aggregates < 150 μm and macro-aggregates > 150 μm. Simon et al. (2002) classified organic micro-aggregates < 500 μm and organic macro-aggregates > 500 μm, also known as marine and lake snow.

Aggregates harbor inorganic and organic, non-living components and are often densely colonized by various microbes and viruses (organic living matter). Aquatic aggregates and their microbial colonizers may interact in several ways (Kirchman, 1993). The availability of particulate material to microorganisms depends on the physical structure and on the biochemical composition of the organic matter (Azúa, et al., 2007). But also microbial activity can influence e.g. size and chemical composition of the particles. Particle-associated microbial abundance and activity can contribute significantly to overall microbial processes depending on the quality of particles and the type of organisms involved (Kirchman, 1983; Luef, et al., 2007).

Structure and composition
Aggregates are composed of a complex mixture of inorganic and organic components. They are often regarded as mobile biofilms and can be very heterogeneous in their composition. Up to 97% of the biofilm matrix is actually water (Sutherland, 2001). Apart of water, biofilms may consist of dissolved, colloidal and particulate materials of varying size and composition (Droppo, et al., 2005). They are composed of a complex mixture of inorganic (minerals), non-
living organic (extracellular polymeric substances (EPS), allochthonous and autochthonous detritus, lignins, tannins, etc.) and living organic (bacteria, fungi, algae, protozoa and viruses) matter components from the specific aquatic habitat and its terrestrial environment (e.g. Simon, et al., 2002). Cellular material within a biofilm can vary greatly. Measured organic carbon contents suggest that cellular material represents 2-15 % of the biofilm (Sutherland, 2001). Up to 95 % of the biofilms biomass is composed of EPS (Lawrence, et al., 1991; Skillman, et al., 1999; Flemming & Wingender, 2003). Many microorganisms, such as bacteria and algae, synthesize EPS, composed of different classes of organic macromolecules such as polysaccharides, proteins, nucleic acids, lipids/phospholipids and amphiphilic polymers (Flemming & Wingender, 2003). These EPS either remain attached to the cell surface or are present in the extracellular matrix! (Decho & Lopez, 1993). Many microorganisms live in aggregated forms such as biofilms, aggregates and sludge, where they are embedded in such an EPS matrix. The architecture as well as the structural and functional integrity of biofilms are determined by the presence of EPS, caused by the intermolecular interactions between many different macromolecules (Flemming & Wingender, 2003). Many additional functions are attributed to the EPS: The EPS matrix enables microorganisms to form stable aggregates of mixed populations, leading to synergistic micro-consortia. An important modern concept is the role of EPS in allowing microorganisms to live continuously at high cell densities in stable, mixed-population biofilm communities (Flemming & Wingender, 2003). The actual structure of the biofilm matrix varies greatly depending on the microbial cells present, their physiological status, the nutrients available and the prevailing physical conditions (Sutherland, 2001).

Aquatic virus particles and their life cycle

Viruses (mainly bacteriophages) are a highly abundant type of submicron particles in natural aquatic systems and they are thought to influence the activity, life strategy and diversity of their hosts and apparently influence organic matter fluxes (see review of Wommack & Colwell, 2000; Weinbauer, 2004; Peduzzi & Luef, in press). Estimates of bacterial mortality due to production of phages suggest that viruses can be responsible for up to 100 % of bacterial mortality (Hennes & Simon, 1995; Proctor, et al., 1993; Noble & Fuhrman, 2000). Thus, viruses may have significant impacts upon natural bacterial abundance, productivity and community composition (Fuhrman & Schwalbach, 2003; Schwalbach, et al., 2004; Weinbauer, 2004, Hewson & Fuhrman, 2006; Bouvier and del Giorgio, 2007). Therefore, information on viral survival mechanisms and viral life strategies is of considerable interest.
Viruses display different types of life cycles, the most common being lytic and lysogenic infections. In most aquatic environments, the lytic cycle is the dominant method of viral replication and results in the destruction of the infected cells. In the lysogenic cycle, the phage infects a host cell and the genome of the phage typically remains in the host in a dormant stage, called a prophage. The prophage replicates along with the host until environmental stimuli such as UV radiation, temperature etc. causes proliferation of new phages via the lytic cycle (see review of Weinbauer, 2004).

The viral reduction approach (VRA) provides rapid and reproducible estimates of viral production, which can be measured directly (Helton, et al., 2005; Winget, et al., 2005; Hewson & Fuhrman, 2007; Williamson, et al., 2008). To induce the lytic cycle in lysogenized bacteria, mitomycin C and UV C radiation are the most powerful agents (Jiang & Paul, 1994; Wilcox & Fuhrman, 1994; Jiang & Paul, 1996; Weinbauer & Suttle, 1996; Tapper & Hicks, 1998). Lysogeny may be an important survival mechanism for viruses where host densities or resources are low (Wilson & Mann, 1997) or when the destruction rate of free phages is too high to allow lytic replication (Lenski, 1988). Temperate viruses may affect host assemblage composition, either by lysis or by other mechanisms, e.g., by resistance to lytic virus infection (Hewson & Fuhrman, 2007).

Laser Scanning Microscopy (LSM)

LSM is nowadays a widely used technique to investigate aquatic particles.

Confocal Laser Scanning Microscopy (CLSM or 1Photon-LSM)

In 1957 Marvin Minsky applied for a patent for a microscope that used a stage-scanning confocal optical system (Pawley, 2006). In 1960, Maiman announced the development of the first operating laser. In the next years, further development in laser and computer technology and verification of the theory of confocal imaging followed. A very good and comprehensive historic overview of confocal microscopy is given by Inoué (2006). The first CLSM became commercially available in 1987.

Nowadays, a CLSM is compiled out of a traditional epifluorescence microscope, lasers with different wave length and photomultipliertubes (PMT) to detect the signals. The CLSM generates clear, thin optical section images, nearly totally free of out of focus fluorescence, from any biological specimen. These optically sectioned images can be obtained in seconds and can be rapidly captured and displayed on a monitor. A combination of a defined light source (laser beam), pinholes and a very sensitive detector makes this possible. Using the
appropriate filters and beam splitters in the emission path, fluorescence images can be obtained. A combination of the diameter of the pinhole, the wavelength and the numerical aperture of the objective determines the axial dimension of the optical section.

To record an image in the focal plane, the specimen is scanned with a point laser beam in the x- and y-directions. Spatial imaging is possible by moving the sample along the z-axis. xz-images lack the resolution of xy-images due to the nature of the corrections in standard objectives and the point spread function (describes the signal intensity distribution of a single point) of the lens.

The light which is emitted by the specimen is detected by PMTs. These detectors can be set to detect photons of a special wavelength (e.g. emission maximum of the used fluorochrome). Furthermore, the sensitivity of the detectors can be changed. Therefore, on the one hand low fluorescence signals can be detected by the PMTs easily. On the other hand over-exposure due to bright fluorochromes can be avoided. But it must be kept in mind, the more sensitive a detector is, the more background signals can be recorded.

Microscopical image data are now almost always recorded digitally. To accomplish this, the photons that form the final image must be divided into small geometrical subunits called pixels. Each pixel in the gray scale image corresponds to an integer between 0 and 255 reflecting the intensity of the light. Hence, each pixel is coded by one of the 256 gray values. The number 0 codes all pixels where no signal is recorded. The number 255 codes all pixels with maximum signal intensity. Generally, the human eye is significantly less sensitive to changes in grey levels than it is to changes in color. Hence, different color look up tables can be applied to grey-level images. All color images created by CLSM are pseudo-colors. Often, CLSM images are displayed in the colors in which the used fluorochromes are naturally emitted. To confirm the optimal settings of the microscopic parameters for analyzing a specimen, color look up tables, such as Glow Over Under (GOU), can be chosen.

Application of the LSM technique

A major goal of the use of the CLSM technique is to achieve minimum disturbance of a system under observation. Therefore, CLSM has become an indispensable tool to study interfacial microbial communities (Tab. 1; e.g. Holloway & Cowen, 1997; Neu & Lawrence, 1999; Neu, 2000; Neu, et al., 2001).
Table 1: Advantages of confocal laser scanning microscopy for biological specimens.

<table>
<thead>
<tr>
<th></th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>examination of fully hydrated, living samples (several 100 µm thick, dependent from density and scattering properties)</td>
</tr>
<tr>
<td>2.</td>
<td>virtually no light of out of focus regions</td>
</tr>
<tr>
<td>3.</td>
<td>optical sections in xy, xz and xt (temporal) dimensions</td>
</tr>
<tr>
<td>4.</td>
<td>reduction of scattering by point illumination</td>
</tr>
<tr>
<td>5.</td>
<td>availability of numerous fluorescent and non-fluorescent probes</td>
</tr>
<tr>
<td>6.</td>
<td>simultaneous application of multiple probes (up to 5 channels)</td>
</tr>
<tr>
<td>7.</td>
<td>digital signals – visualisation and quantitative analyses</td>
</tr>
</tbody>
</table>

For example, in this study, CLSM was used to obtain more information on the 3-dimensional structure, composition and heterogeneity of riverine aggregates and the spatial distribution of associated microorganisms. CLSM allowed optical sectioning, creating images with enhanced resolution of fully hydrated aggregates.

Another reason for the use of CLSM may be the increasing number of probes and fluorescent stains suitable to study biological specimens. In general, fluorescent stains are very stable and show narrow emission bands and high extinction coefficients. By applications of different stains, fluorochromes should be chosen in a way, that excitation and emission wavelengths do not overlap.

The availability of computer hardware and software for digital image acquisition and analysis provides the basis for quantitative analysis and presentation of images obtained by CLSM and fluorescent stains.

**Objective lenses**

On the one hand, scanning riverine aggregates in their whole dimension, and on the other hand the determination of small objects such as bacteria and virus like particles are important issues in aquatic microbial ecology. Therefore, advantages of objective lenses for analyzing aquatic aggregates are a long working distance, a high numerical aperture (NA) and superior brightness (Lawrence, *et al.*, 2002). The perfect match of lens, resolution and magnification depends on 1) the type of specimen to be analyzed, 2) how the sample is prepared and 3) the type of information which is required. The major limitation of all objective lenses, especially when applying to CLSM, is that the axial resolution is poor compared to the lateral resolution. It is important that the resolution is dependent upon the numerical aperture of the lens according to the following relationship: $d = 0.61 \times \frac{\lambda}{NA}$, where $\lambda$ is the light source
wavelength and \( d \) represents the minimum distance between two dots which can be identified as separate. Usually a combination of high magnification (60x and 100x) and high numerical aperture (NA of 1.2 - 1.4) is desirable for microscopic analysis of cellular and subcellular details. Hence, when gross morphological structures of the aggregates were of interest, different lenses (50x and lower and NA < 1.0; water and oil immersion lenses, water immersible lenses) were used. For scanning aggregates in their whole dimensions and also for imaging bacteria a water immersible lens with a relatively high NA, such as a 0.90 NA 63x that also has a working distance of several millimeters, was employed. For investigating viruses associated to aggregates, the highest magnification and NA was needed. Therefore, a 1.4 NA 100x oil immersion objective, which offers high resolution, but a relative short working distance (approx. 0.10 mm) was used.

**Limitations of CLSM, its solutions and outlooks**

Despite all of its advantages, CLSM has several limitations. Photosensitivity, fading, scattering, laser penetration and background fluorescence can cause challenges using CLSM. They may be overcome by using a two photon laser microscope (2P-LSM; Neu, et al., 2002; Neu & Lawrence, 2004; Neu, et al., 2004). Here an infrared laser with an extremely short pulse is used to produce a high photon density. Two or more photons interact simultaneously with a fluorescent dye molecule. The coherently interfering photons can excite molecules at half the wavelength of the long wavelength laser and do so selectively in the focused spot. Therefore, no pinhole is required. As a consequence, no out of focus bleaching, no cell damage in out-of-focus areas and no background fluorescence are possible. In addition, the infrared laser penetrates deeper into scattering media. But still, not much has been published in microbiology using 2P-LSM. The reasons maybe that 2P-LSM is too expensive and it does not present a solution to every 1-photon problem, e.g. thick environmental samples require sectioning anyway.

Axial resolution has improved substantially in 3-dimensional imaging by a technique called 4Pi microscopy (Bewersdorf, et al., 2006). 4Pi microscopy coherently illuminates through two opposing lenses focusing a pulsed infrared laser beam into the same spot. With the current 4Pi microscopes it is possible to record 3-dimensional data sets from living cells with an axial resolution of 100 nm.

Another technique called stimulated emission depletion (STED) microscopy dramatically improves the lateral resolution and to a certain degree the axial resolution (Hell, et al., 2006;
Hell, 2007). STED microscopy uses a focused excitation beam and a red-shifted, doughnut-shaped “STED beam” for quenching excited fluorophores to the zero of the doughnut. STED initially attained an axial resolution of 100 nm with a single lens. The combination of 4Pi and STED microscopy has already been demonstrated to attain an axial resolution of 33nm. Combinations of STED with 4Pi will probably push the z resolution to < 10 nm.

**Thesis outline**

This thesis focuses on particulate matter in riverine systems. On the one hand, the structure and composition of riverine aggregates and the colonization with microorganisms (including viruses) were investigated. A variety of strategies for examination of aggregates and their microbial (bacteria and viruses) colonizers, collected from the Danube and Elbe River, are presented. On the other hand, viruses (bacteriophages), organic colloids in the size range of 20 to 200 nm, were investigated. The thesis also focuses on the significance of the lytic and lysogenic viral life strategies based on the fact, that viruses may have significant impacts upon natural bacterial abundance, productivity and community composition. Therefore, an elaborate calculation procedure for quantifying lytic and lysogenic viral production in environmental samples was developed.

**Chapter 1** (pages 19 – 48) describes the lectin-binding pattern in aquatic aggregates from the Danube River (Vienna, Austria) and the Elbe River (Magdeburg, Germany). The purpose of this study was to determine whether these two large European rivers harbor a distinct particle quality and whether the glycoconjugate composition changes over time. By employing different carbohydrate-specific probes in combination with CLSM, the fully hydrated riverine aggregates were analyzed with respect to the distribution of glycoconjugates.

In **Chapter 2** (pages 49 – 80) aggregates from the Danube and Elbe River were analyzed by collecting nucleic acid, glycoconjugate and negative stain signals using CLSM. Challenges and solutions, which may occur when scanning and quantifying riverine aggregates, are discussed on the basis of environmental samples.

**Chapter 3** (pages 81 – 104) focuses on the use of CLSM to resolve for the first time fluorescence signals of single viruses and bacterial cells in a complex three-dimensional matrix of riverine aggregates. In addition, the CLSM data sets of virus signals in fully hydrated riverine aggregates were quantified. Different methods for quantifying viruses
associated with aquatic aggregates in combination with advanced imaging techniques are discussed.

In Chapter 4 (pages 105 – 124) an on-line tool, called **Viral Production calculator** (VIPCAL), for the estimation of lytically and lysogenically produced viruses during a virus reduction approach, is presented. The application of the program for the assessment of lytic viral production and of the proportion of lysogenic cells in environmental samples is shown. Other viral parameters, such as the percentage of lytically infected cells, lysis rate of bacteria, percentage of bacterial production lysed, proportion of bacterial loss per day, viral turnover time and dissolved organic carbon and nitrogen release during host lysis can be calculated with this on-line tool.
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Fluorescence Lectin-Binding Analysis in Riverine Aggregates (River Snow): a Critical Examination

Birgit Luef, Peter Peduzzi and Thomas R. Neu
(submitted to FEMS Microbiology Ecology)
Abstract
This study examines the lectin-binding pattern in aquatic aggregates from the Danube River (Vienna, Austria) and the Elbe River (Magdeburg, Germany). The aggregate structure was assessed by Confocal Laser Scanning Microscopy. River aggregates were examined in the reflection and fluorescence modes in order to record mineral content, autofluorescence and fluorochrome signals. Glycoconjugates of extracellular polymeric substances (EPS) were examined with up to 74 different commercially available lectins. Almost all of the lectins tested on riverine aggregates exhibited some kind of binding pattern to the polymeric matrix. However, only few lectins showed strong and clear binding to the specific glycoconjugates of the aggregates. These two large European rivers appeared to harbor different particle qualities. For example Danube and Elbe aggregates differed in their glycoconjugate composition when compared at the same season. Furthermore, the binding patterns of most lectins to the glycoconjugates of the riverine aggregates changed over time. This necessitates lectin screening to find the most suitable lectin or panel of lectins for aggregate analyses. This elaborate technique may have a significant potential for in situ studies on particle-related aspects and biogeochemical cycling in freshwater ecosystems.

Introduction
Many microorganisms, such as bacteria and algae, synthesize extracellular polymeric substances (EPS), composed of different classes of organic macromolecules such as polysaccharides, proteins, nucleic acids, lipids/phospholipids and amphiphilic polymers (Flemming & Wingender, 2003). These EPS either remain attached to the cell surface or are present in the extracellular matrix (Decho & Lopez, 1993). Many microorganisms live in aggregated forms such as biofilms, flocs and sludge, where they are embedded in such an EPS matrix. The architecture as well as the structural and functional integrity of biofilms are determined by the presence of EPS, caused by the intermolecular interactions between many different macromolecules (Flemming & Wingender, 2003). Many additional functions are attributed to the EPS: The EPS matrix enables microorganisms to form stable aggregates of mixed populations, leading to synergistic micro-consortia. An important modern concept is the role of EPS in allowing microorganisms to live continuously at high cell densities in stable, mixed-population biofilm communities (Flemming & Wingender, 2003).

EPS in microbial structures have been traditionally quantitatively estimated using extraction and chemical methods (Bura, et al., 1998; John & Nielsen, 1995; McSwain, et al., 2005). Chemical approaches, however, are limited to pure culture and chemically defined systems.
Moreover, chemical analyses of EPS eliminate information on the spatial distribution, relations and structures of all the constituents. To analyze carbohydrate structures of the EPS matrix \textit{in situ}, lectin staining is the method of choice (Neu & Lawrence, 1999). Lectins are a diverse group of proteins and glycoproteins that exhibit specific binding for certain carbohydrate moieties (e.g. see Brooks, \textit{et al.}, 1997; Sharon & Lis, 2003). Most lectins recognize just a few of the hundreds of monosaccharides found in nature, primarily mannose, glucose, galactose, fucose, N-acetylglucosamine, N-acetylgalactosamine and N-acetylneuraminic acid. They typically recognize hetero-oligosaccharides composed of these monosaccharides. Lectins bind with their ligands primarily by a network of hydrogen bonds and hydrophobic interactions; in rare cases, electrostatic interactions (or ion pairing) and coordination with metal ions also play a role.

Recently, the use of fluorescently labeled lectins in combination with Confocal Laser Scanning Microscopy (CLSM) has become an indispensable technique to estimate extracellular polysaccharides of the EPS matrix in lotic biofilms (Battin, \textit{et al.}, 2003; Neu, \textit{et al.}, 2001; Staudt, \textit{et al.}, 2003). The actual structure of the biofilm matrix can vary greatly depending on the microbial cells present, their physiological status, the nutrients available and the prevailing physical conditions (Sutherland, 2001). As mentioned above, the architecture, composition etc. of biofilms is well investigated, but only few studies have analyzed floating freshwater aggregates (Böckelmann, \textit{et al.}, 2000; Böckelmann, \textit{et al.}, 2002; Neu, 2000). Here, we examine the architecture of aquatic aggregates from the Danube (Vienna, Austria) and the Elbe (Magdeburg, Germany) during different seasons by lectin-binding-analysis. One purpose of this study was to determine whether these two large European rivers harbor a distinct particle quality and whether the glycoconjugate composition changes over time. Moreover, to optimally characterize the EPS of riverine aggregates, a panel of lectins was tested. By employing different carbohydrate-specific probes in combination with CLSM, the fully hydrated riverine aggregates were analyzed with respect to the distribution of glycoconjugates.

\textbf{Material and Methods}

\textit{Sampling and handling of aggregates}

For lectin screening samples were taken from the Danube River (Wildungsmauer, Austria, stream kilometer 1894) and Elbe River (Magdeburg, Germany, stream kilometer 318) in fall 2004 and summer 2005. To test the effect of season and the type of lectin on glycoconjugate volume, additional water samples from the Danube River were taken in spring (05/03/2005),
summer (07/20/2005), fall (10/13/2005) and winter (01/08/2006). Sampling depth was approximately 30 cm at all stations. Lotic aggregates were sampled in 1L plexiglass bottles. The samples were always kept at +4 °C until analysis, which was completed within 24 h (Bura, et al., 1998). The aggregates were carefully transferred with an inverted 10 ml glass pipette (Gibbs & Konwar, 1982) to Eppendorf tubes, where staining was performed.

Staining procedure
To label matrix material of the aggregates, lectins were employed to stain the lectin-specific EPS (Neu, 2000; Neu, et al., 2001; Staudt, et al., 2003). For the screening, different lectins (62 and 74 different lectins were tested in fall and in summer, respectively) were purchased from four suppliers (EY Laboratories, San Mateo, California, USA; Invitrogen, Eugene, Oregon, USA; Sigma, St. Louis, Missouri, USA; Vector Laboratories, Burlingame, California, USA). All lectins were either custom labeled with FITC or self-labeled with the fluorochrome Alexa Fluor 488 according to the data sheet of the supplier (kit from Molecular Probes, Eugene, Oregon, USA). To test the effect of season and the type of lectin on the glycoconjugate volume of the aggregates from the Danube, the lectins from *Aleuria aurantia* (AAL, Vector Laboratories, Burlingame, California, USA) or from *Phaseolus vulgaris* (PHA-E, Sigma Aldrich, St. Louis, Missouri, USA) were employed in parallel to stain the majority of lectin-specific glycoconjuga tes of the EPS (Neu, 2000; Neu, et al., 2001; Staudt, et al., 2003). The lectin from AAL was self-labeled with the fluorochrome Cy5 (Amersham, Buckinghamshire, UK) and PHA-E with Alexa Fluor 633 nm (Invitrogen) according to the data sheet of the supplier. The glycoconjugates of EPS were stained with different lectins as described previously (Neu, 2000). Briefly, for lectin staining, the lectins were diluted with deionized water to a final concentration of 0.1 g mL\(^{-1}\) protein. 100 µl of this solution were added to each sample and incubated for 20 min in the dark. The aggregates were then carefully washed 3 times with tap water to remove unbound lectins and were never allowed to dry in the air. The stained samples were carefully transferred into cover well imaging chambers with gaskets (one chamber, 20 mm diameter, 0.5 mm deep, Invitrogen) or a Lab-Tek chambered coverglass system (8 chambers; Nalge Nunc International Corp., Naperville, Illinois), covered with tap water and immediately examined by Laser Scanning Microscopy (CLSM).
Lectin specificity test

Controls for lectin inhibition (Neu, 2000) were performed using different lectins (Table 1). The lectins were used at the same concentration as for staining (0.1 g mL⁻¹ protein). A stock solution of each specific carbohydrate (0.1 g mL⁻¹) was prepared. This concentration as well as a dilution series (1:2, 1:4, 1:40, 1:400, 1:4000) was used for the inhibition experiment. For references, one sample was incubated solely with the specific carbohydrate stock solution and another one with the pure lectin. The procedure employed for this inhibition experiment was identical to the lectin staining (see above). 100µl lectin solution and 100µl specific carbohydrate solution were incubated for 20 min in the dark. Thereafter, the lectin-carbohydrate-solution and the aggregates were incubated for 20 min, washed three times with tap water, transferred into chambers and examined by CLSM. Inhibition of lectin binding to the EPS matrix in the presence of the specific monosaccharide was estimated by visual comparison and CLSM photomultiplier intensity of the fluorescence signal binding pattern of samples with and without added sugar. Furthermore, a ratio of the lectin signals to the reflection signals was calculated (see below).

Laser Scanning Microscopy

Aggregate structure was analyzed by CLSM using visible lasers for excitation and multi-channel recording. The 488 nm line was used for reflection signals of mineral compounds and cellular reflection (480 - 495 nm). FITC- and Alexa Fluor 488-labeled lectins were used for staining glycoconjugates (500 - 550 nm). The 633 nm line was employed for chlorophyll-a autofluorescence (650 - 800 nm) (Neu, 2000; Neu, et al., 2004). To test the effect of season and type of lectin on glycoconjugate volume, the laser line 633 nm was used to detect lectin signals (650-750 nm; fluorochrome Cy5 / Alexa Fluor 633).

Aggregates from the Elbe River were analyzed by CLSM using a Leica TCS SP1, controlled by the LCS Version 2.61 Build 1537 174192 (Leica, Heidelberg, Germany), equipped with an upright microscope. For lectin screening, images were collected with a 40x 0.8 NA water lens. Aggregates from the River Danube were examined by CLSM using a TCS SP2 controlled by the LCS Version 2.5 Build 1227 192162 (Leica). Images were collected using an inverted DM IRB microscope and a HCXPL APO 40x 1.25 NA oil lens.

To test the effect of season and type of lectin on glycoconjugate volume, images were collected with a 63x 0.9 NA water lens.

Optical sections of aggregates up to a diameter of 100 µm were taken every 1 µm. For aggregates larger than 100 µm, a step size of 2 µm was used.
Quantification, calculation and statistical analysis

To quantify lectin and reflection signals, the freely available software Image J (http://rsb.info.nih.gov/ij/), developed in Java, was used (Staudt, et al., 2004). Due to the very heterogeneous composition of the aggregates, automatic batch processing could not be used. Hence, for each aggregate, thresholds were set and analyzed for the reflection and lectin signals separately.

CLSM images were not further processed and no digital image filters were used. Adobe Photoshop CS2 was used to insert calibration bars into the images.

Actual aggregate volumes can not be determined by analyzing specific glycoconjugates, chlorophyll-\(a\) and inorganic, mineral components alone. The rest of the aggregates, such as nucleic acids, proteins, humic substances, lipids, other glycoconjugates etc., were not determined in this study. However, to gain information on the proportion of the specific glycoconjugates, the lectin to reflection ratio was introduced.

Reflection imaging can be performed with CLSM systems in the confocal mode. Note, however, that the reflection mode detects only the surface of the inorganic material and not the volume. This calls for cautious interpretation of the spatial information from the reflection mode. In our case, we did not use the calculated lectin to reflection ratio in a strict mathematical sense. Although the reflection signal provides information based only on an area, the lectin to reflection ratio can harbor ecological information. This ratio allows quantifying the proportion of specific glycoconjugates within an inorganic-organic moiety of aggregates. Moreover, changes in the EPS composition of the aggregates over time or at different locations could be detected. The higher the ratio, the more specific EPS glycoconjugate was present.

For statistical analysis, the software program SPSS 12.0 for Windows (SPSS, Chicago, Illinois, USA) was used. A Kolmogoroff-Smirnov test (K-S-test) was performed to determine whether the data exhibited normal distributions. Because the data exhibited no normal distributions, a non-parametric test (Mann-Whitney U-Test) was performed to test between aggregate qualities of the two rivers. To analyze differences in aggregate composition at different seasons within a river, a parametric test (Wilcoxon Test) was used.

Seasonal differences in the specific glycoconjugate volume data of the River Danube were tested for normal distribution (K-S-test) and homogeneity of variances (Levene-test). If the data fulfilled the criteria of normal distribution and homogeneity of variances, an ANOVA with seasons as grouping variable was carried out. The Tukey post-hoc test was applied to
determine, which differences were significant. If the data fulfilled the K-S-test but not the Levene-test, a parametric test (t-test, for dependent samples) was used.

Results
In a first step, unstained aggregates were observed. Images were scanned both in reflection and fluorescent modes. The reflection images were used to distinguish between organic and inorganic compounds. Chlorophyll-a signals of autotrophs were recorded in the far red channel (Fig. 1). Recording signals in the reflection mode demonstrated on one hand the variable mineral content of lotic aggregates and on the other hand differences in the structure and size of the aggregates when comparing both rivers. In the Danube, a flood event during summer sampling influenced aggregate size and quality.

Inhibition test
Some of the lectins were tested for their specificity (Tab. 1). Firstly, Danube and Elbe aggregates stained with an Alexa Fluor 488-labeled lectin Aleuria aurantia (AAL) were analyzed. Keeping the same settings at the CLSM, samples that were inhibited with different concentrations of L-Fucose were then analyzed. The CLSM data revealed a clear inhibition of the binding of AAL (Fig. 2). Microscope examination, however, still showed clear fluorescent signals even at the highest L-Fucose concentration. Therefore, further lectins were tested for their specificity (Tab. 1). All these lectins, inhibited with their specific sugars, also bound non-specifically to the EPS matrix.

The lectin from Ulex europaeus (UEA-I) labeled with the fluorochrome FITC was purchased from different companies such as EY Laboratories, Vector Laboratories and Sigma. UEA-I from Sigma was also self-labeled with Alexa Fluor 488. The results demonstrated that 1) the same lectin with the same fluorochrome from different companies showed different binding patterns to the EPS matrix (Fig. 3) and 2) all four lectins were only partially inhibited by L-Fucose.

Lectin screening and aggregate composition
Aggregates from the Danube and Elbe were analyzed by employing different carbohydrate-specific probes, to find the most suitable ones, in combination with CLSM. Visual comparison of the lectins tested on riverine aggregates showed that almost all had some binding pattern to the polymeric matrix. However, only a few lectins exhibited strong and clear binding to the EPS glycoconjugates of the aggregates. Images of selected lectins are presented in Figure 4;
they indicate the binding of lectins with the lectin-specific glycoconjugates of the riverine aggregates. The lectins stained major parts of the aggregates from both rivers during both sampling times. Furthermore, Danube and Elbe aggregates stained with the lectin from AAL showed that this lectin preferentially bound to the EPS matrix in summer, whereas in fall the lectin had a higher affinity to the aggregates’ cell surface glycoconjugates (Fig. 4).

Some lectins differed strongly in their binding to glycoconjugates in the two rivers at the same season (Fig. 5). For example, large parts of the aggregates from the Elbe were stained with the lectin from *Canavalia ensiformis* (ConA), whereas ConA stained only minor parts of the Danube aggregates.

The lectin-glycoconjugate binding patterns of the riverine aggregates also changed over time (Fig. 6). In the Danube, lectins from *Dolichos biflorus* (DBA), *Narcissus pseudonarcissus* (NPA) and UEA-I stained major parts of the aggregates in fall, but gave weak signals in summer. In the Elbe, the lectin from *Tetragonolobus purpurea* stained the EPS matrix of the aggregates in fall. In that river, *Vigna radiata* (VRA) stained parts of the glycoconjugates in summer. In fall, VRA stained the EPS matrix of the aggregates very weakly.

In the Danube, the lectin to reflection ratio (i.e. the proportion of the specific glycoconjugate to the inorganic, mineral components) ranged from 0.01 to 7.36 (average 1.34) in fall and from 0.0 to 3.38 (average 0.32) in summer. In the Elbe, the lectin to reflection ratio ranged from 0.02 to 8.10 (average 1.95) in fall and from 0.0 to 5.07 (average 0.84) in summer. Regarding this ratio of all analyzed lectins, the two rivers differed significantly both in fall (p < 0.01, n = 120) and summer (p < 0.01, n = 148). In both rivers – Danube (p = 0.03, n= 62) and Elbe (p < 0.01, n = 61) – the glycoconjugates also varied significantly between seasons.

In order to determine which carbohydrates were dominant in the EPS of the aggregates, lectins were pooled based on their sugar specificity (Tab. 2). When pooled, the glycoconjugate composition of the aggregates did not differ significantly between both rivers in fall (Fig. 7a). In summer, however, the Elbe aggregates harbored significantly higher concentrations of specific carbohydrates (Fig. 7b). In both rivers, aggregate quality differed significantly when comparing both seasons (Fig. 7c and 7d): Higher concentrations of specific carbohydrates were present in fall in both rivers.

**Effect of season and type of lectin on glycoconjugate volume**

In general, the lectin from AAL stained a greater proportion of specific glycoconjugates of aggregates in the Danube River than the lectin from PHA-E during the four seasons (Fig. 8). Comparing the specific glycoconjugate volumes, stained with the two lectins AAL and PHA-
E, significant differences occurred in spring (t-test, \( p < 0.001 \), \( n = 20 \)), summer (t-test, \( p < 0.001 \), \( n = 30 \)) and fall (t-test, \( p < 0.001 \), \( n = 20 \)), but no significant differences were found in winter (t-test, \( p = 0.101 \), \( n = 23 \)).

Comparing the aggregates during the four seasons labeled with the lectin from PHA-E, no differences of the specific glycoconjugate volumes were found (Anova, \( df1 = 3 \), \( df2 = 89 \), \( p = 0.738 \)). In contrast, the specific glycoconjugates determined by the lectin from AAL changed significantly during the seasons (Anova, \( df1 = 3 \), \( df2 = 92 \), \( p = 0.001 \)): during winter the specific glycoconjugate volumes, labeled with AAL, showed significant differences compared to spring (Tukey, \( p = 0.001 \)) and summer (Tukey, \( p = 0.030 \)).

**Discussion**

Extracellular polysaccharides are the fundamental structural elements of the EPS matrix determining the mechanical stability of biofilms (Flemming & Wingender, 2003). Lectins are a useful probe to examine the 3-dimensional distribution of these glycoconjugates in fully hydrated biofilms (Neu & Lawrence, 1999). Aggregates are generally regarded as mobile biofilms and, therefore, results and assumptions of investigated biofilms are often automatically projected to aggregates. However, aggregates, especially river snow, are less well studied and may differ substantially from typical biofilm structures. To characterize the EPS of a system, a panel of lectins has to be selected and tested. Our study strongly supports the necessity of lectin screening to find the most suitable lectin or panel of lectins that will stain a major fraction of the EPS glycoconjugates, as reported also for microbial biofilms (Neu, *et al.*, 2001; Staudt, *et al.*, 2004).

**Lectin specificity**

The nominal specificity of a lectin is usually expressed in terms of the simple monosaccharide that best inhibits its effect. Hence, we investigated the monosaccharide specificity of the lectin AAL by adding different concentrations of the target monosaccharide L-Fucose to the lectin solutions before the staining procedure (Fig. 2). We were able to show that the lectin apparently bound to a specific target monosaccharide in the EPS matrix of the aggregates. But the lectin from AAL also bound non-specifically to the EPS matrix. The lectin from AAL, that we used was self-labeled with the fluorochrome Alexa Fluor 488 according to the supplier’s data sheet. As no clear inhibition occurred, the question arose whether the lectin was over-labeled. This effect can occur when the incubation time of the protein and the fluorochrome is too long or the amount of protein is too small during the labeling process (see
supplier’s data sheet). Therefore, the incubation time of the fluorochrome and the lectin from AAL was reduced from 60 to 15 minutes. Performing an inhibition test with this lectin, AAL still bound non-specifically. Johnsen et al. (2000) also found some lectin non-specifically bound to Sphingomonas biofilms after inhibition. Their interpretation was that some of the bound lectin, namely the part that does not bind in the presence of target sugars, is bound to specific sugar residues in the biofilm. The part that binds in the presence of target sugars is bound non-specifically to the biofilm.

So far, the known sugar specificity of lectins is restricted to the common carbohydrates listed in the suppliers’ data sheet and is based on the influence of lectins on blood cell agglutination. Additionally, some lectins have an affinity not only for one specific monosaccharide, but also for di-, tri- and even oligosaccharides (Sharon & Lis, 2003). Natural samples no doubt contain unknown glycoconjugates or carbohydrate combinations; they may also bind to the applied lectins. Furthermore, binding may originate not only from the known sugars but also by other unknown lectin-protein interactions. Importantly, the assumed specificity of a lectin for a particular monosaccharide actually is an over-simplification (Brooks, et al., 1997). Lectins will combine with monosaccharide moieties, and monosaccharides will inhibit lectin-induced agglutination. However, the combining site of the lectin is usually far more complex than this simple inhibition test would suggest. The actual structure recognized by a lectin’s binding site when it combines with its natural ligand is generally larger and more complex than a single monosaccharide. Three monosaccharides, terminal and sub-terminal in the oligosaccharide chain, in a particular spatial arrangement, are thought to be involved. As a consequence, adding a simple monosaccharide to a lectin may yield a new and completely different binding pattern. Sometimes even part of the protein or lipid to which the oligosaccharides are attached is relevant (Brooks, et al., 1997). Moreover, hydrophobic and electrostatic interactions not located at the sugar binding site may also play a role in lectin binding to tissue structures. Two lectins with identical monosaccharide specificities may actually recognize very different sugar structures and give surprisingly different results. Finally, note that beyond having carbohydrate-binding sites, lectins may contain one or more sites that interact with non-carbohydrate ligands (Barondes, 1988).

Fluorochrome labeling may also change lectin specificity. Neu et al. (2001) noted the influence of fluorine labeling on the glycoconjugate-lectin interaction. So far, tests indicated that FITC-labeled lectins had more specific binding patterns than TRITC-labeled ones (Neu, et al., 2001). In the present study as well, lectin specificity was influenced by the fluorochrome, and different lectins reacted differently to different fluorine-labels (data not
shown). Moreover, the same lectin purchased from different companies bound differently to the glycoconjugates (Fig. 3). There is no clear explanation for this result. This calls for correctly providing the company name, product number etc., especially in ecological applications.

The tested lectins were isolated from plants, animals, fungi, lower plants and bacteria (Sharon & Lis, 2003). Very little is known regarding their natural binding sites. The structures that lectins recognize on cells and tissues are heterogeneous and largely uncharacterized. So far, the known sugar specificity of lectins is restricted to common carbohydrates as given by suppliers’ data sheets. Nevertheless, these lectins can be usefully applied to different environmental samples to characterize the EPS (e.g. Decho & Kawaguchi, 1999; Holloway & Cowen, 1997; Neu, 2000; Staudt, et al., 2003).

Structure and ecology of floating aggregates

Our lectin binding analysis shows that the Danube and Elbe Rivers apparently harbor different particle qualities (Fig. 5). The aggregates of different origin varied in their composition. Physical weathering of upland soils and rocks, riparian vegetation, biofilms, fecal pellets, autochthonous algae and macrophytes can influence the composition of inorganic and organic materials in riverine ecosystems (see review of Simon, et al., 2002).

Moreover, we observed distinct glycoconjugate distributions in both rivers (Fig. 4, 7a and 7b) and also changes over time (Fig. 6, 7c and 7d). Changes in the glycoconjugates may be associated with changes in the community structure of microorganisms and/or in available nutrients. The ability to produce EPS is widespread among bacteria and archea, but also occurs in eukaryotic microorganisms including microalgae such as diatoms, and fungi such as yeasts and molds (e.g. Flemming & Wingender, 2003; Hoagland, et al., 1993).

A potential effect of the nutrient regime on the cellular composition and glycoconjugate chemistry was also proposed for lotic biofilms by Neu et al. (2005). Their results suggested that the relationship between bacteria and algae, as influenced by nutrients, plays an important role in determining the glycoconjugate structure. For the Danube, Besemer et al. (2005) showed that the compositional dynamics of the particle-associated bacterial communities were related to changes in the algal biomass and in concentrations of organic and inorganic nutrients. For the Elbe, seasonal dynamics in the structure and composition of the microbial river snow community have been shown by Böckelmann et al. (2000). The river snow community was characterized by a great bacterial diversity in spring. In summer the typical
features of the river snow aggregates were large amounts of green algae, diatoms and cyanobacteria. In autumn and winter, algae were absent and bacterial abundance increased. Moreover, viruses may also help explain a shift in the glycoconjugate composition. On the one hand, EPS may be produced during viral lysis (Peduzzi & Weinbauer, 1993); on the other hand, viral activity can influence the community composition of their hosts (Bouvier & del Giorgio, 2007; Weinbauer & Rassoulzadegan, 2003) and therefore probably also the EPS composition. Accordingly, differences in the microbial consortia may alter the EPS composition.

Based on the lectin screening and the lectin to reflection ratios in our study, the Danube and Elbe differed in their EPS composition. This serves as an example for the variability in the composition of floating aggregates, which has ecological implications. In riverine systems, for example, hydrology and different water age (in side arms or floodplain pools) apparently influence particle quality (Luef, et al., 2007; Peduzzi & Luef, 2008). This also affects the abundance and activity of the associated microorganisms (bacteria, viruses), and the strongly colonized aggregates were mostly flocculent with a predominant organic matrix. In rivers, particulate organic matter is an important energy source for the heterotrophic biota. The bioavailability of particulate organic matter, however, strongly depends on its biochemical composition, diagenetic state (freshly produced vs. aged) and origin (allochthonous, autochthonous). Microorganisms typically better utilize younger and autochthonously produced material, whereas terrestrially derived material that enters running water is already largely degraded. Microbially produced EPS can be a highly labile food source (Decho & Lopez, 1993). Microbial exopolymers range from easily digestible carbon sources to relatively refractory ones, depending on their composition. Capsule EPS is significantly less digestible to consumers than slime EPS and has a high protein content; the loose slime EPS, in contrast, is largely composed of polysaccharides. Microbial cells are typically unable to utilize EPS that they have synthesized. However, heterologous species within the matrix can degrade and utilize the EPS, thereby also altering biofilm composition and structure (Sutherland, 2001). Furthermore, exopolymer microenvironments may also make recently adsorbed dissolved organic matter highly accessible to particle-ingesting animals. Dissolved organic matter readily associates with particulate EPS either through binding or colloidal trapping (Decho & Lopez, 1993). Hence, differences in the EPS composition may affect the digestibility to microorganisms or to protozoa/animals that ingest the microbial flora associated with floating aggregates or sediments. Variability in suspended matter quality
among various riverine environments at different seasons is therefore probably highly relevant for the respective food web.

Lectins are a remarkable, huge and amazingly diverse group of naturally occurring, specific, sugar-binding molecules. Our results clearly show that binding of lectins to river snow proves the presence of specific target monosaccharides in the EPS matrix of the aggregates. Lectins might also bind to non-EPS targets or bind non-specifically to the EPS matrix. Nonetheless, they are a valuable tool for assessing the glycoconjugate composition in riverine aggregates. Lectin binding analysis is useful to follow the production of lectin-specific glycoconjugates over time, and thus helps assess aggregation composition during high and low water conditions, during algal blooms or during different seasons (Fig. 8). However, the choice of the proper lectin is essential. Therefore, lectin screening is necessary to find the most suitable lectin or panel of lectins for aggregate analyses. Fluorescence lectin-binding analysis, in combination with CLSM, has a significant potential for studies on particle-related aspects relevant for biogeochemical cycling and the ecology of freshwater systems.
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Table 1: Lectin inhibition test. Lectin specificity as listed by the manufacturer. The specific sugars were used at a concentration of 0.1 g mL⁻¹. Lectin abbreviation in parentheses. Alexa Fluor 488 = A-488.

<table>
<thead>
<tr>
<th>lectin from</th>
<th>label</th>
<th>carbohydrate-binding specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Aleuria aurantia</em> (AAL)</td>
<td>FITC</td>
<td>Fucose</td>
</tr>
<tr>
<td><em>Canavalia ensiformis</em> (ConA)</td>
<td>FITC</td>
<td>Glucose, Mannose</td>
</tr>
<tr>
<td><em>Erythrina cristagalli</em> (ECA)</td>
<td>FITC</td>
<td>Galactose, Lactose</td>
</tr>
<tr>
<td><em>Glycine max</em> (SBA)</td>
<td>FITC</td>
<td>Galactose, N-acetyl-D-galactosamine</td>
</tr>
<tr>
<td><em>Homarus americanus</em> (HMA)</td>
<td>A-488</td>
<td>N-acetylneuraminic acid, N-acetyl-D-galactosamine</td>
</tr>
<tr>
<td><em>Lens culinaris</em> (LcH)</td>
<td>FITC</td>
<td>Glucose, Mannose</td>
</tr>
<tr>
<td><em>Ulex europaeus</em> (UEA-I)</td>
<td>FITC</td>
<td>Fucose</td>
</tr>
</tbody>
</table>
Table 2: Specificity of all tested lectins. Lectin specificity as listed by the manufacturer. Lectins were pooled together according to their sugar specificity. Lectin abbreviation in parentheses.

<table>
<thead>
<tr>
<th>Carbohydrate-binding specificity</th>
<th>lectin from</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fucose</td>
<td>Aegopodium podagraria (APP), Agaricus bispore (ABA), Alloymira doctomata (Allo A), Arachis hypogaea (PNA), Arctocarpus integrifolia (Jecalin), Colchicum autumnale (Ca), Cytisus scoparius (CSA), Erythrina cristagalli (ECA), Glycine max (SBA), Griffonia (Banidearica) simplicifolia (GS-1, BS-1), Maclura pomifera (MPA), Marasmiwm orades agglutinin (MOA), Momordica charantia (MCA), Morinda G (MNA-G), Pseudomonas aeruginosa (PA-1), Psophocarpus tetragonolobus (PTA), Pilota piudosa (PPA), Sambucus nigra (SNA), Sophora japonica (S.A), Trichosanthes kirilowii (TKA), Tulipa sp. (TL), Vigna radiate (VRA), Viscum album (VAA), Wisteria floribunda (WFA)</td>
</tr>
<tr>
<td>Galactose</td>
<td>Aegopodium podagraria (APP), Agaricus bispore (ABA), Alloymira doctomata (Allo A), Arachis hypogaea (PNA), Arctocarpus integrifolia (Jecalin), Colchicum autumnale (Ca), Cytisus scoparius (CSA), Erythrina cristagalli (ECA), Glycine max (SBA), Griffonia (Banidearica) simplicifolia (GS-1, BS-1), Maclura pomifera (MPA), Marasmiwm orades agglutinin (MOA), Momordica charantia (MCA), Morinda G (MNA-G), Pseudomonas aeruginosa (PA-1), Psophocarpus tetragonolobus (PTA), Pilota piudosa (PPA), Sambucus nigra (SNA), Sophora japonica (S.A), Trichosanthes kirilowii (TKA), Tulipa sp. (TL), Vigna radiate (VRA), Viscum album (VAA), Wisteria floribunda (WFA)</td>
</tr>
<tr>
<td>Glucose</td>
<td>Canavalia ensiformis (ConA), Dioclea grandiflora (DGL), Lens culinaris (LeCh), Vicia faba (VFA)</td>
</tr>
<tr>
<td>Lactose</td>
<td>Aegopodium podagraria (APP), Arachis hypogaea (PNA), Bryonia dioica (BDA), Colchicum autumnale (Ca), Cytisus scoparius (CSA), Erythrina cristagalli (ECA), Maackia amurensis (MAA), Psophocarpus tetragonolobus (PTA), Sambucus nigra (SNA), Trichosanthes kirilowii (TKA), Tulipa sp. (TL), Wisteria floribunda (WFA)</td>
</tr>
<tr>
<td>Mannose</td>
<td>Canavalia ensiformis (ConA), Dioclea grandiflora (DGL), Galanthus nivalis (GNA), Hippastrum hybrid (HHA, IHHL), Lathyrus odoratus (LDA), Lens culinaris (LeCh), Narcissus pseudonarcissus (NPA), Pisum sativum (PSA), Vicia faba (VFA)</td>
</tr>
<tr>
<td>Melibiose</td>
<td>Bryonia dioica (BDA), Cytisus scoparius (CSA), Maclura pomifera (MPA)</td>
</tr>
<tr>
<td>N-acetyl-D-galactosamine</td>
<td>Aegopodium podagraria (APP), Amaranthus caudatus (ACA), Bauhinia purpurea (BPA), Bryonia dioica (BDA), Caragana arborescens (CAA), Codium fragile (Cod), Colchicum autumnale (Ca), Cytisus scoparius</td>
</tr>
<tr>
<td>Sugar Type</td>
<td>Lectin Names and Sources</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>----------------------------------------------------------------</td>
</tr>
<tr>
<td>N-acetylneuraminic acid</td>
<td><em>Homarus americanus</em> (HMA), <em>Limax flavus</em> (LFA), <em>Limulus polyphemus</em> (LPA)</td>
</tr>
<tr>
<td>Sialic acid</td>
<td><em>Cancer antennarius</em> (CCA), <em>Maackia amurensis</em> (MAA), <em>Triticum vulgaris</em> (WGA)</td>
</tr>
<tr>
<td>Specificity not determined</td>
<td><em>Mangifera indica</em> (MIA), <em>Naja naja mosambica</em> (Naja), <em>Persea americana</em> (PAA), <em>Tritrichomonas mobilensis</em> (TML)</td>
</tr>
</tbody>
</table>
Figure legends

**Figure 1**: Confocal laser scanning micrographs of aquatic aggregates. Reflection imaging (mineral compounds, inorganic matrix, cellular reflection) as well as autofluorescence of phototrophic organisms (algae) from the Danube River and the Elbe River sampled in summer. The images are presented as maximum intensity projections. Color allocation: reflection signal = white, autofluorescence of algae = blue.

**Figure 2**: Lectin inhibition test. Control experiment with the lectin from *Aleuria aurantia* (AAL) labeled with the fluorochrome Alexa Fluor 488 (conc. 0.1 g mL\(^{-1}\)) and its target carbohydrate L-Fucose (conc. 0.1 g mL\(^{-1}\)). Lectin inhibition starting at a high carbohydrate concentration to a dilution of 1:40,000. Aggregates from the Elbe River were analyzed.

**Figure 3**: Example of lectin-binding analysis with *Ulex europaeus* (UEA-I) purchased from different companies. Color allocation: reflection signal = white, autofluorescence of algae = blue, lectin = green. Alexa fluor 488 = A-488. Length of calibration bar is 20 µm.

**Figure 4**: Examples of lectin-binding analyses demonstrating similar binding patterns to aggregates from the Danube and Elbe Rivers. Images are presented as maximum intensity projections. Numbers indicate the ratio lectin signals to reflection signals. Lectin abbreviation in parentheses. Color allocation: reflection signal = white, autofluorescence of algae = blue, lectin = green. Alexa fluor 488 = A-488. Length of calibration bar is 20 µm.

**Figure 5**: Examples of lectin-binding analyses demonstrating the different binding patterns to aggregates from the Danube and Elbe Rivers at the same season. Images are presented as maximum intensity projections. Numbers indicate the ratio lectin signals to reflection signals. Lectin abbreviation in parentheses. Color allocation: reflection signal = white, autofluorescence of algae = blue, lectin = green. Alexa fluor 488 = A-488. Length of calibration bar is 20 µm.

**Figure 6**: Examples of lectin-binding analyses demonstrating the different binding patterns to aggregates from the Danube and Elbe Rivers at different seasons. Images are presented as maximum intensity projections. Numbers indicate the ratio lectin signals to reflection signals. Lectin abbreviation in parentheses. Color allocation: reflection signal = white, autofluorescence of algae = blue, lectin = green. Length of calibration bar is 20 µm.
Figure 7: Comparison of the lectin to reflection ratio of the Danube and Elbe Rivers in fall (a) and summer (b). Variations of the specific glycoconjugates were compared in the Danube (c) and Elbe (d) between seasons. Lectins were pooled according to their sugar specificity. Data are presented as box plots. The boundary of the box closest to zero indicates the 25\textsuperscript{th} percentile, a line within the box marks the median, and the boundary of the box farthest from zero indicates the 75\textsuperscript{th} percentile. Error bars above and below the box indicate the 90\textsuperscript{th} and 10\textsuperscript{th} percentiles. A minimum number of data points are needed to compute each set of percentiles. At least three points are required to compute the 25\textsuperscript{th} and 75\textsuperscript{th} percentiles, and at least nine points are required for the 10\textsuperscript{th} and 90\textsuperscript{th} percentiles. Therefore, specific sugars with less than three data points are not included.

NeuraminicNAc = N-acetylneuraminic acid, GalNAc = N-acetylgalactosamine, GlcNAc = N-acetylglucosamine; for significant differences, two asterisks indicate** = p < 0.01, one asterisk indicates* = 0.05 \leq p < 0.01.

Figure 8: Average volumes of the specific glycoconjugate of aggregates from the Danube River stained with the lectin from *Aleuria aurantia* (AAL) and the lectin from *Phaseolus vulgaris* (PHA-E) during the four seasons. Samples were taken in spring (05/03/2005), summer (07/20/2005), fall (10/13/2005) and winter (01/08/2006). In spring 20, summer 30, fall 20 and winter 23 aggregates were stained with each lectin and analyzed at each sampling day. Error bars indicate the standard error.
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<td><em>Lectocodium</em></td>
<td>LCH</td>
<td><img src="image5" alt="Image" /></td>
<td><img src="image6" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td>D-Mannose</td>
<td><img src="image7" alt="Image" /></td>
<td><img src="image8" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td>1.89</td>
<td>1.81</td>
<td>2.09</td>
</tr>
<tr>
<td><em>Phytophimus relaxus</em></td>
<td>PHA-L</td>
<td><img src="image9" alt="Image" /></td>
<td><img src="image10" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td>not inhibited by stachyose, Cel [1] ,Na2HPO4, Cl [2] ,NaCl</td>
<td><img src="image11" alt="Image" /></td>
<td><img src="image12" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td>7.96</td>
<td>7.82</td>
<td>2.39</td>
</tr>
<tr>
<td><em>Protopogonus triangulatus</em></td>
<td>PTA</td>
<td><img src="image13" alt="Image" /></td>
<td><img src="image14" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td>Galactose</td>
<td><img src="image15" alt="Image" /></td>
<td><img src="image16" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td>6.71</td>
<td>7.24</td>
<td>3.86</td>
</tr>
<tr>
<td>LECTIN from</td>
<td>carbohydrate binding specificity</td>
<td>River Danube</td>
<td>River Elbe</td>
</tr>
<tr>
<td>---------------------</td>
<td>----------------------------------</td>
<td>--------------</td>
<td>------------</td>
</tr>
<tr>
<td>fall 2004</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Ailanthus dichotoma</em></td>
<td><em>AilA</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>β-D-Galactosides</td>
<td>0.01</td>
<td>1.03</td>
</tr>
<tr>
<td>summer 2005</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Catalpa ovata</em></td>
<td><em>CoxA</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>α-D-mannosyl</td>
<td>0.05</td>
<td>1.86</td>
</tr>
<tr>
<td></td>
<td>α-D-galactosyl residues</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>α-GlcNAc</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Erythrina corallodendron</em></td>
<td><em>Ecor</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>β-Gal(1→4)GlcNAc</td>
<td>0.04</td>
<td>0.98</td>
</tr>
<tr>
<td><em>Pseudomonas aeruginosa</em></td>
<td><em>PA-I</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>D-Galactose and its derivatives</td>
<td>0.04</td>
<td>0.34</td>
</tr>
</tbody>
</table>

Figure 5
<table>
<thead>
<tr>
<th>LECTIN from</th>
<th>carbohydrate binding specificity</th>
<th>fall 2004</th>
<th>summer 2005</th>
</tr>
</thead>
<tbody>
<tr>
<td>River Danube</td>
<td></td>
<td>0.22</td>
<td>0.01</td>
</tr>
<tr>
<td>Dolichos biflorus</td>
<td>terminal non-reducing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DRA</td>
<td>α-N-acetyl-D-galactosamine</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Naricinis pseudonaricinis</td>
<td>Mannose</td>
<td>0.23</td>
<td>0.09</td>
</tr>
<tr>
<td>NPA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ulex europaeus</td>
<td>α-L-Fucose</td>
<td>0.44</td>
<td>0.01</td>
</tr>
<tr>
<td>UEA-1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>River Elbe</td>
<td></td>
<td>2.03</td>
<td>0.13</td>
</tr>
<tr>
<td>Tetragnolalba unguiculata</td>
<td>α-L-Fucose</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lotus</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plantago radiata</td>
<td>α-D-Galactose</td>
<td>0.03</td>
<td>0.06</td>
</tr>
<tr>
<td>VRA</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Chapter 2

The Potential of Confocal Laser Scanning Microscopy in Combination with Statistical and Image Analysis to Investigate Volume, Structure and Composition of Riverine Aggregates

Birgit Luef, Thomas R. Neu, Irene Zweimüller, Peter Peduzzi
(submitted to Limnology and Oceanography)
Abstract
Floating riverine aggregates are composed of a complex mixture of inorganic and organic components from the respective aquatic habitat. Their architecture and integrity is supplemented by the presence of extracellular polymeric substances (EPS) of microbial origin. They are also a habitat for virus-like particles, bacteria, fungi, algae and protozoa.

In this study we present different confocal laser scanning microscopy strategies to examine aggregates collected from the Danube and Elbe Rivers. In order to collect multiple information, various approaches were necessary. Small aggregates were examined directly. When analyzing large and dense aggregates, limitations of the technique were overcome by cryo-sectioning and post-staining of the samples. The staining procedure included positive staining (specific glycoconjugates, cellular nucleic acid signals) as well as negative staining (aggregate volume) and multi-channel recording. Data sets of cellular nucleic acid signals (CNAS) and the structure of aggregates were visualized and quantified using digital image analysis. The Danube and Elbe Rivers differed in their aggregate composition and in the relative contribution of EPS and CNAS volume to the aggregate volume; these contributions also changed over time. We report different spatial patterns of CNAS inside riverine aggregates, depending on aggregate size and season. The spatial structure of CNAS inside riverine aggregates was more complex in the Elbe than in the Danube. Based on our samples, we discuss the strengths and challenges involved when scanning and quantifying riverine aggregates.

Introduction
In rivers, primary particles are frequently and perhaps characteristically transported as larger flocculated aggregates. They are structurally very stable because they are exposed to a constant shear force resulting in relatively small aggregates compared to aggregates in lakes and marine systems (Simon et al., 2002; Zimmermann-Timm, 2002). Abiotic mechanisms such as physical coagulation, collision frequency and stickiness are involved in particle aggregation (Droppo et al., 2005). These aggregates, which are generally regarded as mobile biofilms, can be very heterogeneous in their composition. Up to 97% of the biofilm matrix is actually water (Sutherland, 2001). Apart from water, biofilms may consist of dissolved, colloidal and particulate materials of varying size and composition (Droppo et al., 2005). They are composed of a complex mixture of components including inorganic (minerals), living organic (bacteria, fungi, algae, protozoa and viruses) and non-living organic (extracellular polymeric substances (EPS), allochthonous and autochthonous detritus, lignins,
tannins, etc.) material from the respective aquatic habitat and its terrestrial environment (e.g. Simon et al., 2002). Cellular material within a biofilm can vary greatly. Measurements of organic carbon contents suggest that cellular material represents 2-15% of the biofilm (Sutherland, 2001). Up to 95% of the biofilm is composed of EPS (Lawrence et al., 1991; Skillman et al., 1999; Flemming and Wingender, 2003). The actual structure of the biofilm matrix varies greatly depending on the microbial cells present, their physiological status, the nutrients available and the prevailing physical conditions (Sutherland, 2001).

Knowledge about the structure and the function of aggregates, both in environmental and engineered systems, is very important (Droppo et al., 2005). In engineered systems such as wastewater treatment plants, understanding flocculation can help to manage that process. In environmental systems, such structure-function relationships can provide information for modelling ecological processes. Numerous methods are available to help characterize aggregate properties. Microscopic as well as photographic techniques have been used to analyze aggregate structure. In recent years, confocal laser scanning microscopy (CLSM) data sets allow the visualization and quantification of three-dimensional (3-D) structures (Holloway and Cowen, 1997; Neu and Lawrence, 1999; Staudt et al., 2004; Zippel and Neu, 2005; Luef et al., submitted-a; Luef et al., submitted-b).

In this study, we analyzed aggregates from the Danube and Elbe Rivers by collecting reflection, nucleic acid, glycoconjugate and negative stain signals using CLSM. Although most of the detected nucleic acid signals derive from bacteria, we refer to them as cellular nucleic acid signals including potential virus signals (CNAS; Luef et al., submitted-a). Nucleic acid signals can potentially also be obtained from fungi, algae and protozoa, but the detection of extracellular DNA can be excluded due to its type of appearance (Böckelmann et al., 2006). Data sets of EPS, CNAS and aggregate structure were visualized and quantified by using digital image analysis. Based on our samples, we discuss the strengths and challenges in scanning and quantifying riverine aggregates using CLSM.

**Material and Methods**

*Study sites and sampling*

The Danube River was sampled at Wildungsmauer (Austria), river kilometer 1894, located in the National Park area on the southern bank of the river. Samples of the Elbe River were collected on the left downstream bank at river kilometer 318, near Magdeburg (Germany). Water samples from the Danube River were taken in spring (05/03/2005), summer (07/20/2005), fall (10/13/2005) and winter (01/08/2006). From the Elbe River, water samples
were taken in spring (03/21/2005), summer (08/08/2005), fall (11/03/2005) and winter (01/23/2006). Sampling depth was approximately 30 cm.

Riverine aggregates were sampled in 1L plexiglass bottles. The samples were always kept at +4 °C until analysis, which was completed within 24 h (Bura et al., 1998). With an inverted 10 ml glass pipette (Gibbs and Konwar, 1982), the aggregates were carefully transferred to Eppendorf tubes, where staining was performed.

**Staining procedure**

To stain the major parts of the matrix material of the aggregates, lectins from *Aleuria aurantia* (AAL; Vector Laboratories, Burlingame, California, USA) labeled with the fluorochrome Cy5 (Amersham, Buckinghamshire, UK) or *Phaseolus vulgaris* (PHA-E; Sigma Aldrich, St. Louis, Missouri, USA), labeled with fluorochrome Alexa Fluor 633 (A-633; Invitrogen, Eugene, Oregon, USA), were employed in parallel to stain the lectin-specific EPS (Neu, 2000; Neu et al., 2001; Staudt et al., 2003). The lectins were self-labeled according to the data sheet of the supplier.

The glycoconjugates of EPS were stained with one of the lectins as described previously (Neu, 2000). Briefly, for lectin staining, the lectins were diluted with deionized water to a final concentration of 0.1 g mL⁻¹ protein. 100 µl of this solution were added to each sample and incubated for 20 min in the dark. The aggregates were then carefully washed 3 times with tap water to remove unbound lectins and were never allowed to dry in the air.

After staining the lectin-specific EPS compounds, SYBR Green I (concentration of 1µl mL⁻¹ deionized water; Invitrogen) was directly applied to the aggregates and incubated for 5 min to detect aggregate-associated CNAS on/in the fully hydrated aggregates,. SYBR Green I is a nucleic-acid-specific stain widely used to detect prokaryotes and virus particles in aquatic environments (Noble and Fuhrman, 1998).

The dimensions and volumes of the aggregates were determined by a negative staining procedure. Lawrence et al. (1994) demonstrated the use of fluorescein and size-fractionated fluor-conjugated dextrans in conjunction with scanning confocal laser microscopy to directly monitor and determine diffusion coefficients within biofilms. We took advantage of this method to determine aggregate volumes. Different probes and fluorochrome-staining-solutions such as dextrans (Invitrogen), rhodamines (Invitrogen), fluorescein (Sigma Aldrich, St. Louis, Missouri, USA), Cy5 (Amersham) and Alexa Fluor 568 (A-568, Invitrogen) were tested. These stains and probes are characterized by their chemical properties and molecular weights and were used at different concentrations. Probes and fluorochrome-staining-
solutions such as dextrans, rhodamines, fluorescein and Cy5 were not appropriate for this analysis, probably due to their molecular weight or their binding properties (data not shown). Negative staining with A-568 allowed calculating the aggregate volumes. Hence, to analyze our samples, we stained the water phase – the volume of the scanned box which was not occupied by the aggregate – with the fluorochrome A-568 ($C_{37}H_{33}N_{3}O_{13}S_{2}$, MW = 791.80). The positive stained samples were carefully transferred into cover well imaging chambers (0.5 mm, Invitrogen), covered with 150 µl Alexa Fluor 568 and immediately examined by CLSM.

**Confocal Laser Scanning Microscopy**

Aggregates were analyzed by CLSM using a Leica TCS SP1, controlled by the LCS Version 2.61 Build 1537 174192 (Leica, Heidelberg, Germany), equipped with an upright microscope. Images were collected with a 63x 0.9 NA water lens.

The aggregate structure was analyzed by CLSM using visible lasers (488 nm, 568 nm and 633 nm). Emission signals were detected from 480-500 nm (inorganic, mineral compounds; reflection signals), 500-550 nm (DNA signals, SYBR Green I), 570-625 nm (negative stain signals, A-568) and from 650-750 nm (lectin signals, fluorochrome Cy5 or A-633).

Optical sections of aggregates were taken every 1 µm.

**Cryo-sections**

Conventional analyses of larger riverine aggregates (traditional staining procedure and scanning with a view from the top) were limited by laser penetration and diffusion of staining solutions. To obtain information on the distribution of lectin-specific glycoconjugates and CNAS inside riverine aggregates, cryo-sections were performed (Huang et al., 1996; Zippel and Neu, 2005). Aggregates from the Danube and Elbe were embedded in liquid cryostat medium (Neg-50 by Richard-Allan Scientific), frozen at -26 °C and physically sectioned (50 µm) with a cryo-microtome (Leica CM3050S). Thereafter, sections were stained with lectins and SYBR Green I (see above), embedded in water, and covered with a coverslip before analysis by CLSM (see above).

**Quantification & visualization**

Quantification of LSM data sets of the whole aggregate (optically sectioned material) and cryo-sections was done with the freely available software Image J (http://rsb.info.nih.gov/ij/), developed in Java (Staudt et al., 2004). To analyze cryo-sections with the software Image J, special plug-ins were developed. After setting thresholds to avoid counting background
pixels, each cryo-section was divided into three sectors. Within each sector, one subsample extending across the whole dimension of the aggregate’s cryo-section was chosen. The dimension of the aggregate was given by the lectin-specific glycoconjugate. The software cropped each subsample, rotated it backwards (turned around the x-axis), divided each into 1 µm slices, and counted the pixels of the CNAS.

The IDL-based program Confocal Analysis (ConAn) version 1.31 was also applied. The software ConAn was developed by BioCom for the Helmholtz Centre for Environmental Research – UFZ in Magdeburg. This software analyzes complex 3-D data sets, including visualization, quantification and calculation of structural parameters. This program can handle multi-channel data and co-localization of data; different structural parameters can be calculated.

For each channel and data set, the threshold was set manually. Due to the very heterogeneous composition of the aggregates, automatic batch processing could not be applied.

To visualize 3-D data sets, Imaris 4.2 (Bitplane AG, Zurich, Switzerland) and Amira 3.0 (TGS, San Diego, California) were used. For each channel and image, thresholds were set manually. Adobe Photoshop CS2 was used to insert calibration bars into the images.

Calculations and statistics

For statistical analysis, the software program SPSS 12.0 for Windows (SPSS, Chicago, Illinois, USA) was used. The criteria of normal distribution (K-S-test) and homogeneity of variances (Levene-test) were not met, so seasonal differences in the data were determined with a non-parametric test (Friedman test). The Tamhane post-hoc test (which does not require homogeneity of variances in the data) was used to determine significant differences between seasons. Differences between the two rivers were tested using the Mann-Whitney-U-test.

To determine the distribution of CNAS within riverine aggregates, cryo-sections were analyzed. Only those subsamples that included a minimum of 10 slices containing CNAS were included in the analysis; this is because fluorescence signals of the same bacterium were found in up to 10 slices. Two approaches were used: the first to detect abundance differences between the subsamples of the three sectors, the second to characterize the internal structure of the cryo-sections using a finer spatial resolution.

1) The mean abundances of CNAS within each subsample were calculated. Then, differences between the two outer subsamples to the middle subsample were computed to detect potential spatial accumulation of cells. The averages of these two differences were tested against zero.
using a Wilcoxon test. Mean differences between abundances will only be significantly different from zero if CNAS are more abundant either on the two outer subsamples or in the middle subsample of the cryo-section.

2) To test whether CNAS occurred in accumulations anywhere within the cryo-sections of the aggregates and to test for regularity in distributions of CNAS within the cryo-sections, we calculated the spatial autocorrelation (Legendre and Legendre, 1998), which is a mathematical tool for finding repeating patterns in samples taken in regular spatial intervals. Autocorrelations are the correlations between values of the same sample series separated by so-called lags. The lag numbers indicate the distance between the consecutive values used to calculate the autocorrelation, e.g. autocorrelation with lag 1 is the correlation coefficient between the 1st and the 2nd, the 2nd and the 3rd up to the n\textsuperscript{th}-1 and the n\textsuperscript{th} value. Consequently, autocorrelations with low lag numbers describe the similarities between neighboring values, whereas high autocorrelation for higher lag numbers indicate a spatial regularity on a larger distance scale. Since the total number of slices per subsample was variable, autocorrelations for lags 1 to one fourth of the total number of slices were calculated. If the autocorrelation values were higher than twice the standard error for positive autocorrelations, they were considered significant. The highest autocorrelations always occurred at lag 1 and then typically decreased monotonously. The first local maximum was defined as the number of lags with significant positive autocorrelations, starting from lag 1 until the significance level was reached or the autocorrelations started to increase again. This first maximum provides information on the width of the CNAS layers. The width of the layers in µm can be calculated from the number of lags of the first local maximum + 1. Local secondary maxima were only counted if 1) positive autocorrelations were higher than twice the standard error and 2) the difference between local maximum and presiding minimum was higher than 0.05 autocorrelation. These secondary maxima indicate a regular spatial distribution of CNAS within the cryo-section, pointing to the repeating occurrence of CNAS-layers (whose width can be estimated from the first maximum). For example, if a secondary maximum occurs at lag 20, most CNAS-layers will be placed approx. 20 µm apart. To characterize the position of secondary maxima, we used the lag numbers at which the respective secondary maxima occurred. For further calculations, we defined the following variables: layer width (calculated from the first local maximum as described above), spatial structure (the number of secondary local maxima), diameter of cryo-section (the total number of slices of each subsample), and percentage of CNAS (the percentage of slices that harbored CNAS within each subsample).
The structural parameters derived from the autocorrelation analysis (layer width and spatial structure) may not be independent from aggregate size and the overall occurrence of CNAS within it. Hence, two linear regressions were carried out to define this relationship, with the diameter of cryo-section and percentage of CNAS as independent variables and layer width and spatial structure as dependent variables. The residuals from these two regressions gave estimates for layer width and spatial structure without the effect of aggregate size and percentage of CNAS. As mentioned before, each cryo-section was divided into three sectors and, within each sector, one random subsample was chosen. For these 3 groups of subsamples the regressions described above were calculated separately to 1) determine whether the position within the aggregate had a strong effect on the regressions and 2) to avoid having strongly dependent samples within one regression analysis. The residuals of these regressions were used as dependent variables in a second set of regressions, where season and river (dummy-coded) were defined as the independent variables. The objective was to determine whether seasonal or between-river differences in the spatial structure could be detected when the effect of aggregate size and percentage of CNAS was factored out.

**Results**

*Abiotic and biotic parameters characterizing the two rivers Danube and Elbe*

The Danube River and Elbe River were characterized by an annual mean discharge of 1818 m³s⁻¹ and 469 m³s⁻¹, respectively, during the sampling period. In the Elbe, a flood occurred in late March/early April. In the Danube, summer sampling occurred during a flood event. The measured chemical characteristics, particle abundance, seston parameters and chlorophyll-<i>a</i> values for both rivers during the four seasons are summarized in Table 1. On average, nutrients, seston parameters, particle abundance and chlorophyll-<i>a</i> values were higher in the Elbe than in the Danube.

*Scanning aggregates under in situ conditions*

Aggregates were examined after a conventional staining procedure and scanned by simple view from the top. The aggregates incorporated a high amount of non-cellular matter such as sand, clay and detritus. This limited diffusion of the staining solution, laser penetration and detection of emission signals in our samples. This approach enabled us to properly investigate only the outer 20 µm of the aggregates (Fig. 1).
Distribution of aggregates’ components based on the outer 20 µm

1) Specific glycoconjugate composition of aggregates

Firstly, the aggregate volume was calculated by subtracting the negative stain volume from the scanned box volume. In some cases the fluorochrome A-568 penetrated into the aggregate matrix and revealed the existence of channels and pores within aggregates. Therefore, colocalization of the specific glycoconjugate and the negative stain was used to calculate the aggregate volume. Colocalization is a tool for quantifying the degree of association or co-distribution of labeled structures between any two channels in an image (Pawley, 2006). In the first step of the calculation we subtracted the volume of colocalized EPS and negative stain from the negative stain; in the second step we subtracted this term from the scanned box volume. During the four seasons in the Elbe River, on average 59.95 % (S.E. 1.68 %) and 36.49 % (S.E. 2.69) in the Danube River of the aggregate volume were labeled with lectins (Fig. 2a). When comparing the relative contribution of the EPS volume to the aggregate volume from both rivers during the four seasons, significant differences occurred in spring, summer and fall (Mann-Whitney-U-test, p < 0.001, 0.034, < 0.001, n = 53, 49 and 57 for spring, summer and fall, respectively). No significant differences were found in winter (Mann-Whitney-U-test, p = 0.318, n = 51).

Comparing the relative contribution of EPS volume to aggregate volume of the Danube (Friedman test, n = 14, p < 0.001) and the Elbe (Friedman test, n = 14, p = 0.003) on a seasonal basis, significant differences occurred in both rivers. In the Danube, spring values were significantly lower than in summer (Tamhane, p < 0.001), fall (Tamhane, p < 0.001) and winter (Tamhane, p < 0.001). Furthermore, the relative contribution of the EPS volume in summer was also significantly higher than in fall (Tamhane, p < 0.001). During fall in the Elbe, this relative contribution was significantly higher compared to spring (Tamhane, p = 0.008), summer (Tamhane, p < 0.001) and winter (Tamhane, p < 0.001).

2) CNAS associated with aggregates

On average, the relative contribution of CNAS volume to aggregate volume was higher in the Elbe (mean 1.53 %, S.E. 0.23) versus the Danube (mean 1.00 %, S.E. 0.30) during the four seasons. When comparing these values from both rivers during the four seasons, significant differences occurred in spring, fall and winter (Mann-Whitney-U-test, p < 0.001, 0.007, 0.006, n = 52, 57 and 51 for spring, fall and winter, respectively), but no significant differences occurred in summer (Mann-Whitney-U-test, p = 0.20, n = 49) (Fig. 2b).
When testing for seasonality in this relative contribution within the rivers, both the Danube (Friedman test, $n = 13$, $p < 0.001$) and the Elbe (Friedman test, $n = 26$, $p < 0.001$) exhibited significant differences. During spring in the Danube, the relative contribution of the CNAS volume was significantly than in fall (Tamhane, $p < 0.001$). In the Elbe, values were significantly lower in spring versus summer (Tamhane, $p = 0.02$), fall (Tamhane, $p = 0.02$) and winter (Tamhane, $p < 0.001$). Furthermore, the relative contribution was also significantly lower in summer than in winter (Tamhane, $p = 0.001$).

**Cryo-sections**

Cryo-sections in combination with post-staining provide information on the presence and distribution of CNAS and glycoconjugates inside the aggregates (Fig. 3).

Forty-six cryo-sections were analyzed to obtain quantitative information on the CNAS distribution within riverine aggregates. Firstly, we tested whether the subsamples (see methods) differed in their CNAS distribution. No differences were found either in the Danube (Wilcoxon test, $n = 66$, $p = 0.529$) or in the Elbe (Wilcoxon test, $n = 56$, $p = 0.429$) using data from all seasons.

Secondly, we tested whether CNAS exhibited a homogeneous distribution or whether they occur in accumulations within the aggregates. Autocorrelations describe the spatial distribution of CNAS within riverine aggregates. Two examples are given in Figure 4. Figure 4a-c depicts a thick layer width of CNAS (45 µm) and no further significant spatial structure. In comparison, Figure 4d-f depicts a relatively thin layer width (12 µm) and a clear spatial structure. In the Danube, this width averaged 10.38 µm, in the Elbe 9.95 µm (Fig. 5a). On average, the spatial distribution of CNAS was more complex in the Elbe River (Fig. 5b). In the Danube, 42% of the examined subsamples contained at least one secondary maximum; the respective value for the Elbe was 52%. For the Elbe the secondary maxima were positioned over a wider range of lags (highest values: 87 compared to 75 for the Danube), with most values occurring either between 10 and 15 lags or 20 and 25 lags. In the Danube most values occurred either between 10 and 15 lags or 25 and 30 lags.

Furthermore, two sets of linear regressions were carried out with cryo-section diameter and percentage of CNAS as independent variables and layer width and spatial structure as dependent variables (Tab. 2). The three separate regressions for the subsamples gave similar, but not identical results: slopes for each parameter had the same direction and were within the same order of magnitude within one set of regressions. Ten out of the 12 slope values showed
a p-value of < 0.05. Generally, layer width as well as spatial structure could be significantly predicted by the cryo-section diameter and the CNAS percentage: Increasing diameters of the cryo-sections led to thicker CNAS layers and more spatial structure. Layer width also increased with increasing CNAS percentage, but spatial structure was reduced as this percentage increased. Thus, differences in layer width and spatial structure also reflect differences in aggregate size and colonization. To make these parameters comparable between aggregates of different diameters, the residuals of these regressions were used for further analysis, specifically as dependent variables in a second set of regressions in which season and river were defined as the independent variables (for details see Tab. 3). In summer the layer widths of CNAS were significantly thinner than predicted by diameter and percentage of CNAS. This effect did not depend on the river, as the identity of the river was not selected as an independent variable. When the differences in aggregate size were factored out, the spatial structure was more complex in the Elbe than in the Danube River, and spatial complexity was also higher in summer and spring compared to the other seasons, as indicated by the slopes of the regressions.

Discussion

We used visible laser light of various wavelengths in combination with fluorescently labeled probes to describe EPS and CNAS abundance and the structure of floating riverine aggregates by CLSM. Due to their size and fragility, aggregates were quite difficult to examine under in situ conditions. Nevertheless, CLSM allows analyzing properties of fully hydrated aggregates without fixation and dehydration.

Handling, staining and analyzing aggregates

Within 30 minutes after sampling, aggregates settle in the sampling bottles and co-aggregation of smaller aggregates into larger and loosely associated aggregates may occur (Droppo et al., 2005). Droppo et al. (1996) developed a nondestructive technique to stabilize aggregates in low-melting agarose. However, lectin-binding-analyses after aggregate stabilization in agarose did not work due to interference of the lectin with the agarose (B.L., personal observation. Bura et al. (1998) demonstrated that the loss of EPS constituents in activated sludge flocs occurred after 24 h at 4 °C. DNA and acidic polysaccharides were the most labile...
components. The analysis of the EPS composition therefore requires fresh samples. All of our samples were analyzed within 24 h.

Although aggregates are exposed to variable physical stress in their natural environments, care must be taken to maintain the structural integrity of riverine aggregates. While mounting and staining probably do not alter aggregates significantly, fixation, freezing and dehydration may damage their native structure (Droppo et al., 2005). So far, transmission electron microscopy was the method of choice to investigate the microstructures of aquatic aggregates (e.g. Leppard et al., 1996). This approach offers high resolution but usually requires fixation and/or dehydration in order to examine the 3-D structure. Recently, CLSM has become a key instrument for investigating fully hydrated biofilms and aquatic aggregates (e.g. Lawrence et al., 1991; Neu, 2000; Battin et al., 2003; Luef et al., submitted-a; Luef et al., submitted-b). For in situ analysis of hydrated aggregates, a range of fluorescence stains – specific for polysaccharides, nucleic acids, proteins and lipids – are available. Lectins are a useful probe to examine the 3-D distribution of glycoconjugates in fully hydrated biofilms (Neu and Lawrence, 1999). Luef et al. (submitted-b) showed that binding of lectins to river snow proves the presence of specific target monosaccharides in the aggregates’ EPS matrix. Accordingly, lectin binding analysis may be useful to follow the production of lectin-specific glycoconjugates over time. Knowledge about the internal distribution of polymeric substances (Fig. 2a) and CNAS (Fig. 2b) will clearly help understand the relationship of structure, function and spatial dynamics in aquatic aggregates.

Quantification of CLSM data sets

After applying CLSM, the data can be visualized and quantified. Such quantification, however, remains difficult because the composition of environmental samples may be highly complex. Ample software is available for quantifying CLSM data sets (Heydorn et al., 2000; Yang et al., 2000; Daims et al., 2006), although such complex images remain difficult to interpret and their meaning is often inconclusive (Beyenal et al., 2004). The capabilities of such software have two aspects: on the one hand, image quality can be improved dramatically. On the other hand, they can also generate artifacts. Image quality is critical and depends on the quality of the input data.

In this study we applied the algorithm colocalization, which is a very powerful tool for determining the degree of associated labeled structures. Obtaining reliable data requires considering that: 1) the signal intensity between the two channels has to be relatively balanced, 2) the used fluorochromes should have a wide separation between their emission
spectra, 3) background noise, blur, autofluorescence, non-specific labeling, reflections and bleed-through have a major impact on colocalization quantification, 4) setting thresholds to eliminate noise and background in the two channels is a critical step and 5) optical misalignment of the instrument also impacts the result (Pawley, 2006).

Often a deconvolution algorithm is applied to 3-D sets. It eliminates blur and noise and increases contrast and axial resolution to restore image clarity (Pawley, 2006). We did not apply deconvolution to our 3-D data sets, although small objects such as bacteria become more distorted than bigger objects. Deconvolution is a mathematical transformation. It can encompass many different methods such as blind deconvolution, nearest neighbor, maximum likelihood or Wiener filtering. Note, however, that such procedures are critically dependent on the assumptions of linearity and shift invariance. In many biological specimens, for example, fluorescence light is not linear due to strong absorption effects. Furthermore, the point spread function often changes with depth within a biological sample. Deconvolution can be easily applied to perfect shapes such as spheres, but the shapes of e.g. bacteria are not known. Reasonable and reliable solutions using deconvolution require non-linear methods, which are more complex, time consuming to compute and usually require multiple computation rounds, whereby uncertainties remain.

**Visualization, calculation and quantification**

Aggregate size is a widely used parameter for characterizing aggregates. Generally, their sizes are observed in 2 dimensions and there is no simple way to estimate exact size and shape. In the literature the equivalent spherical diameter (ESD) is often used to estimate aggregate size (Peduzzi and Weinbauer, 1993; Berger et al., 1996; Long and Azam, 1996; Luef et al., 2007). However, aggregates are 3-D, irregularly shaped and have pores (Droppo et al., 2005). Many methods such as coulter counter, photographic techniques or laser-based sizing instruments have been developed for size measurements (e.g. (Kranck and Milligan, 1980; Hofmann, 2004). Staudt et al. (2004) showed that digital image analysis of confocal stacks allows the spatial and temporal binding of different lectins to be quantitatively evaluated.

Our volume determinations may have limitations due to CLSM drawbacks such as scattering properties of aggregates, depth of laser penetration and diffusion properties of staining solutions (Fig. 1 and 3a). Using only one lectin to label the specific glycoconjugate of the aggregate matrix may underestimate actual volume. Lectins might also bind to non-EPS targets or bind non-specifically to the EPS matrix (Luef et al., submitted-b). Nevertheless, the
use of CLSM data sets (including cryo-sectioning and the mathematical model of colocalization) yields superior estimates of aggregate volumes.

**Relationship between CNAS and EPS within aggregates**

Flemming and Wingender's (2003) review demonstrated that the EPS matrix enables microorganisms to live continuously at high cell densities, to form stable mixed populations, leading to synergistic microconsortia. The EPS matrix constitutes a medium for communication processes between cells because it holds the bacteria close to each other. Such close contact of aggregated cells and the accumulation of DNA in the EPS matrix may facilitate horizontal gene transfer. Furthermore, rapid adaptation of bacteria to changing environmental conditions might not be necessary in a biofilm matrix, which provides a buffer against changing organic nutrients (Sutherland, 2001). Although microbial cells are generally unable to utilize EPS that they have synthesized, heterologous species within the matrix can degrade and utilize them, thus also altering biofilm composition and structure in a dynamic way (Sutherland, 2001). A function frequently attributed to EPS is their general protective effect on biofilm organisms against adverse abiotic and biotic influences such as biocides, including disinfectants and antibiotics from the environment.

**Ecological aspects of riverine aggregates**

Microbial aggregates in marine systems (Alldredge and Silver, 1988), in freshwater lakes (Grossart and Simon, 1993), and lotic habitats (Böckelmann et al., 2000; Böckelmann et al., 2002; Neu, 2000) represent hot spots of high nutrient concentrations and microbial activity. In rivers, particulate organic matter is an important energy source for heterotrophic biota. The composition of aggregates varies depending on their origin (soil, rock, riparian vegetation, biofilms, macrophytes, autochthonous algae, etc.) and therefore influences the associated microorganisms (see reviews of Simon et al., 2002 and Zimmermann-Timm, 2002). For example, hydrology apparently influences particle quality, which in turn also affects the abundance and activity of the associated bacteria and viruses (Aspetsberger et al., 2002; Luef et al., 2007; Peduzzi and Luef, 2008). Those aggregates dominated by mineral particles are less densely colonized by bacteria than aggregates consisting of mostly organic compounds (Berger et al., 1996; Zimmermann, 1997; Luef et al., 2007). The Danube and Elbe Rivers appear to harbor different particle qualities (Luef et al., submitted-b). The respective aggregates differ in their glycoconjugate composition, which also changes over time. In our
study, over the annual cycle, the relative contribution of the specific glycoconjugates and associated CNAS to the aggregate volume was on average higher in the Elbe (Fig. 2a and 2b). Moreover, when averaging the four seasons, more chlorophyll-\textit{a}, a higher proportion of particulate organic matter and more ambient nutrients were found in the Elbe than in the Danube (Tab. 1). This supports the observed differences in aggregate composition and structure. Besemer et al. (2005) showed for the Danube that the compositional dynamics of the particle-associated bacterial communities were related to changes in the algal biomass and in concentrations of organic and inorganic nutrients. In the Elbe, the structure and composition of the microbial river snow community showed seasonal dynamics (Böckelmann et al., 2000). The river snow community was characterized by a great bacterial diversity in spring. In summer the typical aggregate features were large amounts of green algae, diatoms and cyanobacteria. In autumn and winter, algae were absent and bacterial abundance increased.

We found different spatial patterns and amounts of CNAS inside riverine aggregates, depending on aggregate size and season (Fig. 4 and 5; Tab. 2 and 3). Aggregation of small particles to large aggregates may benefit microorganisms. Changes in water column conditions may affect microorganisms associated with aggregates less than their free-living counterparts because the former maintain their own microenvironments. Moreover, the aggregate matrix may protect the bacteria from protozoa predation pressure. Concentration gradients of gases (Ploug and Passow, 2007), nutrients (Alldredge, 2000) and microbial activity (Ploug and Grossart, 1999) exist in aggregates. Some studies have focused on anoxic micro-niches inside marine snow aggregates. Reducing micro-zones with sulfide production were found immediately adjacent to oxic zones (Shanks and Reeder, 1993). Experimental results, however, have shown that aggregates are seldom anoxic unless they occur in oxygen minimum zones (Ploug et al., 1997). The oxygen microenvironment of aggregates decreased dramatically when they were sitting on a solid surface compared with when they were sinking (Ploug and Jorgensen, 1999). Thus, the composition and structure of aggregates, chemical gradients and the assemblage of microorganisms create microhabitats inside aggregates.

**Summary**

The Danube and Elbe Rivers differed in their aggregate composition. Over the annual cycle, the relative contribution of the specific glycoconjugates and associated CNAS to the aggregate volume changed over time. Different spatial patterns of CNAS inside riverine aggregates, depending on aggregate size and season, were found. The spatial structure of
CNAS inside riverine aggregates was more complex in the Elbe than in the Danube. This information underlines the substantial value of visualizing and quantifying CNAS and glycoconjugate distribution in aggregates for understanding the ecology of floating aquatic aggregates. Although analyzing riverine aggregates by CLSM poses a broad range of challenges, these techniques and applications yield a better insight into the relationship of the EPS matrix and microbial organisms in riverine aggregates.
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**Table 1:** Selection of abiotic and biotic parameters characterizing the Danube and Elbe Rivers during the four seasons of the sampling period. Chemical analyses of nitrogen (N-NO$_3$ = nitrate, N-NO$_2$ = nitrite, N-NH$_4$ = ammonium) and phosphorus (P-PO$_4$ = orthophosphate, P$_{\text{soluble}}$ = total soluble reactive phosphorus, P$_{\text{total}}$ = total phosphorus) were performed based on German Standard Methods for the Examination of Water, Wastewater and Sludge. Determination of total suspended solids (TSS), particulate organic matter (POM) and chlorophyll-$\alpha$ concentrations are published elsewhere (Luef et al., 2007). In the Danube River, particle abundance was measured with a Galai CIS100L Laser Analyzer (Ankersmid Ltd., Yokneam, Israel) and in the Elbe River with the optical measuring instrument PartmasterL (AUCOTeam GmbH Berlin, Berlin, Germany). The measuring range for particle abundance was from 2 to 200 µm.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Danube River</th>
<th></th>
<th></th>
<th>Elbe River</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>spring</td>
<td>summer</td>
<td>fall</td>
<td>winter</td>
<td>spring</td>
<td>summer</td>
</tr>
<tr>
<td>discharge (m$^3$ s$^{-1}$)</td>
<td>2809</td>
<td>2656</td>
<td>1236</td>
<td>935</td>
<td>1459</td>
<td>330</td>
</tr>
<tr>
<td>conductivity (µS cm$^{-1}$)</td>
<td>415</td>
<td>367</td>
<td>408</td>
<td>552</td>
<td>1262</td>
<td>1106</td>
</tr>
<tr>
<td>P-PO$_4$ (µg L$^{-1}$)</td>
<td>31</td>
<td>30</td>
<td>34</td>
<td>48</td>
<td>53</td>
<td>78</td>
</tr>
<tr>
<td>P-P$_{\text{soluble}}$ (µg L$^{-1}$)</td>
<td>36</td>
<td>35</td>
<td>35</td>
<td>49</td>
<td>61</td>
<td>83</td>
</tr>
<tr>
<td>P$_{\text{total}}$ (µg L$^{-1}$)</td>
<td>74</td>
<td>87</td>
<td>56</td>
<td>63</td>
<td>202</td>
<td>129</td>
</tr>
<tr>
<td>N-NO$_3$ (µg L$^{-1}$)</td>
<td>2487</td>
<td>1497</td>
<td>1829</td>
<td>3048</td>
<td>2526</td>
<td>3478</td>
</tr>
<tr>
<td>N-NO$_2$ (µg L$^{-1}$)</td>
<td>49.1</td>
<td>14.9</td>
<td>6.5</td>
<td>13.3</td>
<td>9.7</td>
<td>0.6</td>
</tr>
<tr>
<td>N-NH$_4$ (µg L$^{-1}$)</td>
<td>3</td>
<td>44</td>
<td>35</td>
<td>9</td>
<td>25</td>
<td>13</td>
</tr>
<tr>
<td>particles (x 10$^7$ L$^{-1}$)</td>
<td>1.07</td>
<td>2.61</td>
<td>0.36</td>
<td>0.05</td>
<td>25.21</td>
<td>11.38</td>
</tr>
<tr>
<td>relative contribution of POM to TSS (%)</td>
<td>11.02</td>
<td>6.98</td>
<td>16.24</td>
<td>30.41</td>
<td>16.15</td>
<td>36.01</td>
</tr>
<tr>
<td>chlorophyll-$\alpha$ (µg L$^{-1}$)</td>
<td>0.97</td>
<td>0.56</td>
<td>0.75</td>
<td>0.37</td>
<td>0.87</td>
<td>10.37</td>
</tr>
</tbody>
</table>
Table 2: Effect of aggregate size and colonization on layer width of CNAS (cellular nucleic acid signals including potential virus signals) and spatial structure within the three subsamples. Multiple linear regression analysis (method: include), independent variables: aggregate diameter (= total number of slices in the respective subsample) and % CNAS (% of slices in the subsample containing CNAS), dependent variable a) layer width and b) spatial structure (= number of secondary maxima found in the respective subsample; see text). 1st, 2nd & 3rd sector refers to the position of the subsample within the cyrosection. Reg. coef. = regression coefficient.

### a) layer width of CNAS

<table>
<thead>
<tr>
<th></th>
<th>1st sector</th>
<th>2nd sector</th>
<th>3rd sector</th>
</tr>
</thead>
<tbody>
<tr>
<td>r²</td>
<td>0.268</td>
<td>0.174</td>
<td>0.245</td>
</tr>
<tr>
<td>p-value</td>
<td>0.001</td>
<td>0.010</td>
<td>0.002</td>
</tr>
<tr>
<td>intercept</td>
<td>-4.229</td>
<td>-2.942</td>
<td>0.096</td>
</tr>
<tr>
<td></td>
<td>0.244</td>
<td>0.547</td>
<td>0.971</td>
</tr>
<tr>
<td>slope of diameter</td>
<td>0.033</td>
<td>0.043</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>0.010</td>
<td>0.004</td>
<td>0.006</td>
</tr>
<tr>
<td>slope of % CNAS</td>
<td>0.160</td>
<td>0.083</td>
<td>0.098</td>
</tr>
<tr>
<td></td>
<td>0.000</td>
<td>0.131</td>
<td>0.006</td>
</tr>
</tbody>
</table>

### b) spatial structure

<table>
<thead>
<tr>
<th></th>
<th>1st sector</th>
<th>2nd sector</th>
<th>3rd sector</th>
</tr>
</thead>
<tbody>
<tr>
<td>r²</td>
<td>0.155</td>
<td>0.321</td>
<td>0.402</td>
</tr>
<tr>
<td>p-value</td>
<td>0.035</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>intercept</td>
<td>1.575</td>
<td>0.768</td>
<td>0.053</td>
</tr>
<tr>
<td></td>
<td>0.016</td>
<td>0.128</td>
<td>0.900</td>
</tr>
<tr>
<td>slope of diameter</td>
<td>0.001</td>
<td>0.004</td>
<td>0.006</td>
</tr>
<tr>
<td></td>
<td>0.790</td>
<td>0.004</td>
<td>0.000</td>
</tr>
<tr>
<td>slope of % CNAS</td>
<td>-0.017</td>
<td>-0.016</td>
<td>-0.012</td>
</tr>
<tr>
<td></td>
<td>0.023</td>
<td>0.007</td>
<td>0.036</td>
</tr>
</tbody>
</table>
**Table 3:** Differences in layer width of CNAS (cellular nucleic acid signals including potential virus signals) and spatial structure (corrected for aggregate size) between seasons and the two rivers. Multiple linear regression analysis (method: backward selection), independent variables: river (sample from 1 = Elbe, 0 = Danube), spring (sample from spring = 1, other seasons = 0), summer, fall, winter: analogously to spring; dependent variable residual layer width (= residuals from regressions given in Tab. 1a) and residual spatial structure (= residuals from regressions given in Tab. 1b). Reg. coef. = regression coefficient.

<table>
<thead>
<tr>
<th></th>
<th>residual layer width</th>
<th>residual spatial structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>r²</td>
<td>0.040</td>
<td>0.053</td>
</tr>
<tr>
<td>p-value</td>
<td>0.015</td>
<td>0.023</td>
</tr>
<tr>
<td>reg. coef. p-value</td>
<td></td>
<td></td>
</tr>
<tr>
<td>intercept</td>
<td>0.778</td>
<td>-0.306</td>
</tr>
<tr>
<td>p-value</td>
<td>0.203</td>
<td>0.015</td>
</tr>
<tr>
<td>slope of river</td>
<td>0.299</td>
<td>0.299</td>
</tr>
<tr>
<td>p-value</td>
<td>0.047</td>
<td>0.047</td>
</tr>
<tr>
<td>slope of spring</td>
<td>0.458</td>
<td>0.399</td>
</tr>
<tr>
<td>p-value</td>
<td>0.052</td>
<td>0.017</td>
</tr>
<tr>
<td>slope of summer</td>
<td>-2.877</td>
<td>0.399</td>
</tr>
<tr>
<td>p-value</td>
<td>0.015</td>
<td>0.017</td>
</tr>
<tr>
<td>slope of fall</td>
<td></td>
<td></td>
</tr>
<tr>
<td>slope of winter</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure legends

Figure 1: 3-D reconstruction of a riverine aggregate. Four-channel presentation of mineral compounds, glycoconjugates, CNAS (cellular nucleic acid signals including potential virus signals) and as well as negative stain. Area with polygons indicate the aggregate volume without specific glycoconjugates and CNAS, detected after negative staining. Color allocation: reflection mode = white, nucleic acid = green, glycoconjugates = red.

Figure 2: Average relative contribution of the specific glycoconjugate volume to the aggregate volume (a) and the average relative contribution of the CNAS (cellular nucleic acid signals including potential virus signals) volume to the aggregate volume (b) from the Danube and Elbe River during the four seasons. Error bars indicate standard error of all inspected aggregates.

Figure 3: Single scan of an unsectioned aggregate. CNAS (cellular nucleic acid signals including potential virus signals) and glycoconjugates deeper inside cannot be investigated due to scattering properties (black) of the aggregates themselves and the limited depth of laser penetration (a). Single scan of a cryo-section showing distribution of CNAS and glycoconjugates inside an aggregate (b). Color allocation: nucleic acid = green, glycoconjugates = red, yellow = CNAS in or in contact with lectin-specific extracellular polymeric substances, negative stain (Alexa Fluor 568) = blue. Length of calibration bar 10 µm.

Figure 4: Single scans of different cryo-sections showing distribution of CNAS (cellular nucleic acid signals including potential virus signals) and glycoconjugates inside an aggregate (a, d). Insert of (d) shows CNAS in detail. White rectangle indicates subsample for CNAS volume calculation. The distribution of the calculated CNAS volumes within the subsamples of the cryo-sections is presented (b, e). Spatial autocorrelation presents the distribution and accumulations of CNAS within the cryo-sections of the aggregates (c, f). Autocorrelations for lags 1 to one fourth of the total number of slices were calculated. The first local maximum provides information on CNAS layer width. Secondary maxima indicate a regular spatial distribution of CNAS within the cryo-section, pointing to the repeating occurrence of CNAS-layers (whose width can be estimated from the first maximum). Black lines indicate the level of significance (twice the standard error). Color allocation: nucleic acid = green,
Figure 5: Comparison of the Danube and Elbe Rivers based on (a) the layer width which harbors CNAS (cellular nucleic acid signals including potential virus signals) and (b) the occurrence of secondary maxima. Cryo-sections of all four seasons are considered.
Figure 1
Figure 2

(a) Relative contribution of EPS volume to aggregate volume (%).

(b) Relative contribution of CNAS volume to aggregate volume (%).

Seasons: spring 05, summer 05, fall 05, winter 05, winter 06.
Figure 3
Figure 4a-c
Figure 4d-f
Figure 5

(a) Distribution of layer width of CNAS (μm) for subsamples from the Danube and Elbe.

(b) Distribution of positions of secondary maxima (lag) for subsamples from the Danube and Elbe.
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Imaging and Quantifying Virus Fluorescence Signals on Aquatic Aggregates: an Unresolved Problem?
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Abstract
The development of accurate methods to detect and enumerate viruses is an important issue in aquatic microbial ecology. In particular, viruses attached to floating aggregates is a largely ignored field both in marine and inland water ecology. Data on total abundance and the colonization of aggregates by viruses are rare, mainly due to methodological difficulties. In the present study we used confocal laser scanning microscopy (CLSM) to resolve fluorescence signals of single viruses and bacterial cells in a complex three-dimensional matrix of riverine aggregates. CLSM in combination with different fluorochromes is a very promising approach for obtaining information both on aggregate architecture and on the spatial distribution of viruses attached to fully hydrated aggregates. Aggregates from the Danube River harbored up to $5.39 \times 10^9$ viruses $\text{cm}^3$. We discuss the problems associated with different methods such as sonication or directly counting viruses on aggregates, both combined with epifluorescence microscopy and CLSM, to quantify viruses on suspended particles.

Introduction
Viruses are highly abundant in aquatic systems, affect phyto- and bacterioplankton growth, may regulate the genetic diversity of their hosts, and potentially influence the cycling of organic carbon and nutrients (see reviews of Wommack & Colwell, 2000; Weinbauer, 2004). In order to understand the potential impact of viruses on microorganisms, it is important to detect and enumerate the viruses. Typically, viral abundance in aquatic systems ranges between $< 10^4$ and $> 10^8 \text{ mL}^{-1}$. Compared to free-living forms, viruses associated with aggregates have received little attention, perhaps largely due to methodological difficulties. Nevertheless, the occurrence and importance of viruses in sediments (see review of Danovaro, et al., 2008; Danovaro, et al., 2008) and on floating aggregates (Peduzzi & Weinbauer, 1993; Simon, et al., 2002; Luef, et al., 2007; Mari, et al., 2007; Peduzzi & Luef, 2008) is documented. So far, viruses associated with aggregates were analyzed using different techniques such as sonication (Danovaro, et al., 2001) or direct observation (Luef, et al., 2007), both combined with conventional epifluorescence microscopy (EFM) and transmission electron microscopy (TEM; Peduzzi & Weinbauer, 1993). Recently, Mari et al. (2007) described an indirect approach to enumerate viruses inside transparent exopolymeric particles using magnetic isolation and flow cytometry.

In recent years, confocal laser scanning microscopy (CLSM) has been introduced into the field of microbial ecology to investigate three-dimensional (3-D) objects such as fully
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hydrated biofilms and aggregates in both freshwater and marine environments (e.g. Holloway & Cowen, 1997; Neu & Lawrence, 1999; Neu, 2000; Neu, et al., 2001). No attempt has yet been made to detect particle-associated viruses via CLSM. Viruses are typically below the detection limit of light microscopy. Therefore, visualizing viruses requires a fluorescence staining procedure such as with SYBR stains (Noble & Fuhrman, 1998; Chen, et al., 2001; Wen, et al., 2004). Significant advantages of CLSM include the elimination of out-of-focus information and the possibility for horizontal and vertical optical thin sectioning of thick, hydrated biological samples. Hence, our investigation applies CLSM in combination with SYBR staining to visualize the 3-D distribution of viruses. In addition, we quantify the CLSM data sets of virus signals in fully hydrated riverine aggregates. We then discuss different methods for quantifying viruses associated with aquatic aggregates in combination with advanced imaging techniques.

Material and Methods

Sampling of aggregates

Water samples from the Danube River (Wildungsmauer, Austria, stream kilometer 1894) were taken in early May and late July 2005 at a sampling depth of approximately 30 cm. In July, samples were taken after a flood event. Lotic aggregates were sampled in 1L plexiglass bottles. The samples were always kept at +4 °C until analysis, which was completed within 24 h (Bura, et al., 1998).

Extraction of viruses by sonication

To confirm that viruses can be properly detected also by CLSM, we dislodged viruses from aggregates by sonicating. Therefore, we adopted the method, used for sediments by Weinbauer et al. (1998) and Danovaro et al. (2001), to enumerate viruses on floating aggregates. Water samples were filtered onto 3µm Isopore Membrane filters (TSTP, 25 mm diameter, Millipore) to obtain the particle – associated microbial fraction. Filters were stored in 4.5ml 0.02µm - filtered water and fixed with formaldehyde (2 % final concentration). Tetra sodium pyrophosphate (final conc. 5 mMolar) was added to the samples, which were incubated for one hour on a shaker. The samples were sonicated three times for one minute on ice, pulsing at 40 Watt using a B. Braun Diessel Biotech Sonifier (4 mm needle diameter; Labsonic U, Melsungen, Germany). The sonication was interrupted for 30 s every minute. Afterwards samples were filtered onto Whatman AnoDisc filters (pore size 0.02µm, 25 mm diameter, Whatman, Maidstone, England) and stained with SYBR Green I (Invitrogen,
Eugene, Oregon, USA) according to Noble & Fuhrman (1998). Filters were mounted on glass slides with an antifade mounting solution (Citifluor AF1, Citifluor, London, UK). Viruses were detected under the CLSM (see below).

**Staining & CLSM**

To label matrix material of the riverine aggregates, the lectin from *Aleuria aurantia* (AAL, Vector Laboratories, Burlingame, California, USA) was employed to stain the lectin-specific glycoconjugates of the extracellular polymeric substances (EPS) (Neu, 2000; Neu, *et al.*, 2001; Staudt, *et al.*, 2003). The lectins were self-labeled with the fluorochrome Cy5 according to the data sheet of the supplier (Amersham, Buckinghamshire, UK). Lectin staining of the glycoconjugates of EPS (100 µg mL\(^{-1}\)) was done as described previously (Neu, 2000). For staining, the lectin was diluted with deionized water to a final concentration of 0.1 mg mL\(^{-1}\) protein. 100 µl of this solution were added to each sample and were incubated for 20 min in the dark. The aggregates were then carefully washed 3 times with tap water to remove unbound lectins. The aggregates were never allowed to dry in the air. To detect aggregate-associated bacteria and viruses on the fully hydrated aggregates, the samples were stained with the nucleic-acid-specific stain SYBR Green I (Noble & Fuhrman, 1998). After staining the lectin-specific EPS compounds, SYBR Green I (1µl mL\(^{-1}\) deionised water) was directly applied to the aggregates and incubated for 5 min. The stained samples were carefully transferred into cover well imaging chambers (0.5 mm, Invitrogen), covered with tap water and immediately examined by CLSM.

CLSM was performed using a Leica TCS SP1, controlled by the LCS Version 2.61 Build 1537 174192 (Leica, Heidelberg, Germany), equipped with an upright microscope. For detecting viruses, images were taken with a 100x 1.4 NA oil lens. Aggregate structure was analysed by CLSM using visible lasers (488 nm and 633 nm). Emission signals were detected from 500-550 nm and from 650-750 nm. Optical sections of aggregates were taken every 0.2 µm.

**Cryo-embedding, Cryo-sections & CLSM**

To quantify viruses and bacteria on riverine aggregates, also cryo-sections were performed. Aggregates from the Danube were embedded in liquid cryostat medium (Neg-50 by Richard-Allan Scientific), frozen at -26 °C and physically sectioned (10 µm) with a cryomicrotome (Leica CM3050S) (Huang, *et al.*, 1996). Thereafter, sections were stained with lectins and a nucleic acid stain (see above), were embedded in water, and covered with a coverslip before
analysis. The sections of the aggregates were examined by CLSM using a TCS SP2 controlled by the LCS Version 2.5 Build 1227 192162 (Leica). Images were collected using an inverted DM IRB microscope and a 100x 1.4 NA oil lens. Aggregate structure was analysed by CLSM using visible lasers (488 nm and 633 nm). Emission signals were detected from 480-500 nm and from 650-750 nm.

Quantification & Visualization
To quantify virus signals, the freely available software Image J (http://rsb.info.nih.gov/ij/), developed in Java (Staudt, et al., 2004) or, alternatively, the IDL based program Confocal Analysis (ConAn) version 1.31, was applied. The software ConAn was developed by BioCom for the Helmholtz Centre for Environmental Research – UFZ in Magdeburg. To quantify lectin signals, the software Image J was used. For each aggregate, the threshold was set manually. Due to the very heterogeneous composition of the aggregates, automatic batch processing could not be applied.

To visualize 3-D data sets, Imaris 4.2 (Bitplane AG, Zurich, Switzerland) was used. Thresholds were set manually. Adobe Photoshop CS2 was used to insert calibration bars into the images.

Results
Confocal laser scanning microscopy (CLSM) & visualization
In a first step, we had to confirm that virus signals can be also detected properly by CLSM. Therefore, samples were sonicated, filtered, stained and analyzed by CLSM (Fig. 1). Viruses and bacteria appeared brightly and could be easily distinguished based on size and light intensity. Other than in conventional EFM, almost no disturbing background fluorescence was present when using CLSM. To obtain information about the spatial distribution of viruses attached to aggregates, the fully hydrated aggregates were analyzed directly by CLSM after staining. This is the first time that viral, bacterial and glycoconjugate distribution has been visualized together by means of CLSM in fully hydrated aggregates. The serial optical sections, as shown in Figure 2, provide insight into the arrangement of viruses, bacteria and the matrix of heterogeneous aggregates. In addition, Figure 3 shows the presence of viruses and lectin-specific glycoconjugates, their location and also their co-localization in a 3-D reconstruction.
**CLSM & quantification**

The software Image J and ConAn enabled quantification of the lectin-specific glycoconjugates and of the bacteria, but not of the viruses. Although the diverse programs could not identify virus signals correctly, the human eye could easily distinguish between a virus and an occasional background pixel. Nonetheless, counting viruses manually in untreated aggregates was not manageable. The main obstacle was to identify whether the DNA signals were viruses or sections of bacteria: therefore, each section of an image stack had to be compared to determine whether the fluorescence signals were virus-derived or merely a section of a bacterium. Performing this comparison for each fluorescence signal is too laborious, especially for heavily colonized aggregates.

Cryo-sections, however, allowed detecting the distribution of viruses, bacteria and polymeric constituents inside the aggregate with more accurate resolution in a reasonable time (Fig.4). Potential limitations of the CLSM technique due to scattering, laser penetration and diffusion of staining solutions can be overcome by analysis of cryo-sectioned post-stained samples. Abundance data were therefore gained from cryo-sections of aggregates which were counted manually. Abundances of bacteria and viruses associated with Danube aggregates are summarized in Table 1. In spring, for example, aggregates harbored on average of $1.727 \times 10^8$ bacteria and $1.877 \times 10^8$ viruses cm$^{-3}$ lectin-specific glycoconjugate. In summer, after a flood event, the corresponding average values were $1.55 \times 10^8$ bacteria and $2.48 \times 10^8$ viruses cm$^{-3}$ lectin-specific glycoconjugate.

**Discussion**

**CLSM, visualization & quantification**

In recent years, CLSM has become an indispensable tool for studying 3-D biofilm and aggregate architectures, their chemical compositions and associated microbial communities (e.g. Böckelmann, *et al.*, 2002; Staudt, *et al.*, 2003; Neu, *et al.*, 2004). To our knowledge no one has yet attempted to detect viruses attached to aquatic aggregates by CLSM. Generally, interactions between natural virus assemblages and suspended particulate matter are poorly documented. Particularly in riverine systems, where suspended matter is an important factor, very little information is available on the interaction of viruses with aggregates. We therefore used CLSM to resolve single virus signals and bacteria in a complex 3-D matrix of riverine aggregates (Fig. 2 and 3). In combination with different fluorochromes, this allowed us to obtain information on both aggregate architecture and the spatial distribution of viruses in fully hydrated aggregates.
Since viruses attached to riverine aggregates were detectable, we attempted to quantify the virus signals. Ample software is available for quantifying CLSM data. This includes freely available as well as commercial software. None of the programs, however, is suitable for multi-purpose applications.

One crucial step in digital image analysis is setting thresholds (Xavier, et al., 2001; Beyenal, et al., 2004). Thresholding is a segmentation method that essentially reduces 256 gray scale levels images to binary images in order to separate the image into biomass and interstitial space. To extract statistically meaningful parameters from image series, the thresholding has to be reproducible. There are no general rules for setting thresholds. The operator uses his or her best judgment, setting the gray-scale level such that the binary image appears to capture the essence of the EPS structure, viral and bacterial signals. Setting the thresholds manually is quite time consuming, and variability between operators in choosing the threshold adversely affects the measurements obtained from the binary image. Most computer programs are equipped with automatic image thresholding procedures. Such procedures must be tested carefully prior to use. Changes in thresholding can alter the numerical values of diverse parameters (Beyenal, et al., 2004). We tried different automated methods of thresholding. As the aggregate structures were so heterogeneous, the computer programs did not have a sufficiently precise automatic procedure to yield reproducible results compared to the human operator.

Setting the thresholds manually, the computer program ConAn and J-Image allowed us to estimate bacterial and EPS volumes, but it was not possible to accurately quantify viruses.

Two important points have to be considered for digital image analysis and especially for virus quantification: firstly, virus signal intensity versus background signal, and secondly virus signal size versus pixel size. The above computer programs failed to distinguish between virus and background pixels, probably because the algorithms were insufficiently sensitive. Viruses and bacteria attached to aggregates were therefore counted manually. Nevertheless, CLSM is recommended as the method of choice to resolve single viruses in a complex 3-D matrix of fully hydrated riverine aggregates. Although more sensitive and precise algorithms for thresholding may become available, thresholding remains difficult because riverine aggregates have a very complex composition.
Comparison of different methods to quantify viruses and bacteria attached to riverine aggregates

Direct counts provide a wealth of basic information on viruses in aquatic ecosystems. This calls for accurate methods to detect and enumerate viruses on particles as well. Generally, two major approaches have been used for such enumerations: one is based on TEM, the other on DNA/RNA staining techniques using EFM.

Using TEM for example, riverine aggregates can be embedded in Nanoplast in combination with uranylacetate counter-staining (Leppard, et al., 1996). TEM offers high resolution and therefore clearly identifies accumulations of viruses. But TEM requires fixation and/or dehydration in order to examine the 3-D aggregate structure. Both processes can produce severe artefacts, especially in highly hydrated samples. Moreover, TEM is very time consuming and expensive.

Sonication is widely used to dislodge viruses from sediments, aggregates, etc., combined with EFM (see review of Danovaro, et al., 2008). Using CLSM we also accurately detected dislodged viruses (Fig. 1). However, sonication appears to be a useful method for reasonably quantifying viruses on floating aggregates, but does not supply any information on the spatial distribution of viruses on the aggregates.

Luef, et al. (2007) directly observed particle-attached viruses and bacteria in combination with conventional EFM. This technique had limitations in distinguishing between stained viruses and background fluorescence from deeper layers of the aggregate. Occasional high densities of attached bacteria also hampered the precise detection of single virus signals. Examining a sample by EFM required frequently adjusting the plane of focus. Furthermore, bacteria and viruses underneath the aggregates or deeper inside were undetectable.

The major disadvantage of fluorescence microscope techniques is image degradation by out-of-focus information originating from focal planes located above or below the objects of interest. CLSM systems provide the opportunity to extend light microscopy studies beyond the limitations of traditional EFM (Lawrence, et al., 2002).

For CLSM-based quantification, not the entire aggregates were analyzed. Riverine aggregates incorporate a high amount of non-cellular matter such as sand, clay and detritus which limit diffusion of the staining solution, laser penetration and detection of emission signals in thick samples (Luef, et al., submitted). Thus, large aggregates had to be embedded and physically sectioned into slices using cryo-sectioning. Cryo-sections allow much better detection of the distribution of viruses, bacteria and polymeric constituents inside the aggregates. From each
slice, bacterial and viral abundances were counted manually due to the above mentioned difficulties when using digital image analysis.

CLSM allowed clear recognition of virus accumulations (Fig. 5), although sometimes the quantification of single virus signals and clear identification within such accumulations was still hampered. It was also occasionally difficult to distinguish single virus-particles in aggregates containing high densities of stained cells and/or a matrix that was also stainable with nucleic acid dyes. Nevertheless, CLSM is a very promising approach for obtaining abundances of viruses attached to or within aggregates.

The resolution of any linear imaging system is given by its point spread function, which quantifies the blur of an object point in the image. The sharper the point spread function, the better the resolution. In 1873, Ernst Abbe discovered that lens-based optical microscopes cannot resolve objects that are closer together than half of the wavelength of light. Recently, however, Schmidt et al. (2008) introduced a fluorescence microscope that creates nearly spherical focal spots of 40 to 45 nm (λ/16) in diameter. Combinations of stimulated emission depletion microscopy with 4Pi will probably push the z resolution to < 10 nm (Hell, 2007). Perhaps methods such as stimulated emission depletion, which sharpen the point spread function, will yield even better resolution/images of viruses attached to aggregates.

Interactions of viruses and particulate material

The literature on the interaction between suspended matter and the natural assemblage of viruses infecting microplankton organisms, such as bacteria and phytoplankton, is surprisingly scarce. Particularly in freshwater systems, where suspended matter is often a prominent factor, very little information is available on the interaction of viruses with aggregate-associated host bacteria. But even for marine systems, we know little about virus–particle interactions.

Few studies on the abundance of viruses attached to or within organic aggregates are available (Peduzzi & Weinbauer, 1993; Simon, et al., 2002; Luef, et al., 2007; Peduzzi & Luef, 2008). Marine snow particles from the Northern Adriatic Sea harbored 5.6 x 10^{10} viral particles cm^{-3} aggregate based on ultrathin-sections and subsequent TEM investigations (Peduzzi & Weinbauer, 1993). In the present study, up to 5.39 x 10^9 viruses cm^{-3} lectin-specific glycoconjugate were found in the Danube when analyzed by CLSM (Tab. 1). A comprehensive overview of studies on viruses attached to different substrata in inland waters is given by Peduzzi & Luef (in press). For example, Luef et al. (2007) and Peduzzi & Luef
(2008) showed that $0.01 - 0.89 \times 10^7$ viruses mL$^{-1}$ water were attached to particles in the Danube and its floodplain system. In the Talladega Wetland, Alabama, viruses attached to surfaces ranged from $1.3 \times 10^6$ virus particles cm$^{-2}$ on macrophytes to $1.1 \times 10^7$ virus particles cm$^{-2}$ on wood (Farnell-Jackson & Ward, 2003). In the Mahoning River, Ohio, viral abundances ranged from $1.65$ to $6.68 \times 10^8$ g ash-free dry mass (Lemke, et al., 1997), leaves harbored $4.81 - 21.8 \times 10^8$ viruses g$^{-1}$ and sediment samples $4.71 - 8.91 \times 10^6$ viruses g$^{-1}$ (Baker & Leff, 2004). At Lake Hallwil, Switzerland, $0.2 - 0.9 \times 10^8$ viruses cm$^{-2}$ biofilm, $3.5 - 10.6 \times 10^7$ viruses mg$^{-1}$ C$_{org}$ plant litter and $1.9 - 5.3 \times 10^9$ viruses cm$^{-3}$ sediment were found (Filippini, et al., 2006). Furthermore, quite recently Danovaro et al. (2008) gave a broad overview of viruses in both freshwater and marine sediments. In inland waters, viral abundances range from $>0.01 - 203.3 \times 10^8$ viruses g$^{-1}$ dry sediment. A literature comparison of viral abundances associated with aggregates, biofilms, sediments etc. is very difficult due to the different methods used and the variable units presented. Nonetheless, such associated viruses apparently reveal some dependency on the type of the particulate matter, such as particle size and quality (Lemke, et al., 1997; Farnell-Jackson & Ward, 2003; Luef, et al., 2007).

Flood & Ashbolt (2000) observed that wetland biofilms could entrap viral-sized particles and concentrate them over 100-fold compared with abundances in the surrounding water column. In a study on viral decay in the Gulf of Mexico, free-living viruses may bind irreversibly to loosely associated aggregates, thereby losing their infectivity (Suttle & Chen, 1992). On the other hand, viral association with colloidal and particulate materials can prolong their survival (Kapuscinski & Michell, 1980), and phage production and transduction frequencies can increase in the presence of particulate matter (Kokjohn, et al., 1991; Ripp & Miller, 1995).

Virus infection of bacteria and virus-induced bacterial mortality on aggregates are probably similar to that in free-living bacterial communities (Proctor & Fuhrman, 1991; Simon, et al., 2002).

Viral infection of bacterial cells attached to aggregates may be impeded by various structures, including the bacterial extracellular polymer. Specific phages can degrade susceptible biofilms and continue to infect biofilm bacteria during the degradation of extracellular polymeric substances (Hughes, et al., 1998). Many phages, but not all, may use polysaccharases or polysaccharide lyases (Hughes, et al., 1998; Sutherland, et al., 2004). Viruses can indirectly produce EPS by lysing bacteria and phytoplankton biomass and may play an important role in flocculation processes (Peduzzi & Weinbauer, 1993).
Based on the above outlined information it becomes evident that visualizing and quantifying virus distribution on particles is important in microbial ecology of floating aggregates in aquatic systems. This new technique should contribute among others to elucidate the significance of viruses on suspended matter.

Conclusions
CLSM in combination with different fluorochromes represents an in situ approach that yields information both on the architecture of aggregates and on the spatial distribution of bacteria, viruses and polymeric constituents. For the first time viral, bacterial and glycoconjugate distribution could be visualized by means of CLSM in fully hydrated aggregates. Although some difficulties occurred when quantifying viruses attached to aggregates, CLSM is proposed as the method of choice for investigating multiple constituents in fully hydrated suspended matter.
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Table 1: Quantification of viruses and bacteria on riverine aggregates on cryo-sections. VBR: virus to bacterium ratio. n: number of analyzed cryo-sections.

<table>
<thead>
<tr>
<th>Season</th>
<th>Type (x 10^8 cm^-3 specific glycoconjugate)</th>
<th>n</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>spring</td>
<td>bacteria</td>
<td>34</td>
<td>0.35</td>
<td>96.02</td>
<td>17.27</td>
<td>3.39</td>
</tr>
<tr>
<td></td>
<td>viruses</td>
<td>34</td>
<td>1.75</td>
<td>53.86</td>
<td>18.77</td>
<td>2.42</td>
</tr>
<tr>
<td></td>
<td>VBR</td>
<td>34</td>
<td>0.39</td>
<td>5.00</td>
<td>1.65</td>
<td>0.18</td>
</tr>
<tr>
<td>summer</td>
<td>bacteria</td>
<td>33</td>
<td>0.20</td>
<td>7.45</td>
<td>1.55</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>viruses</td>
<td>33</td>
<td>0.31</td>
<td>11.47</td>
<td>2.48</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>VBR</td>
<td>33</td>
<td>0.24</td>
<td>8.00</td>
<td>2.25</td>
<td>0.32</td>
</tr>
</tbody>
</table>
**Figure legends**

**Figure 1**: CLSM maximum intensity projection showing particle-derived viruses and bacteria on a filter after sonication. White arrows point to viruses, yellow ones to bacteria. Calibration bar: 5 µm.

**Figure 2**: CLSM image series of a riverine aggregate in axial direction. Dual channel presentation of specific glycoconjugates, bacteria and viruses. Images were collected at a step size of 0.2 µm. Arrow points to viruses. Color allocation: nucleic acid = green, glycoconjugates = red. Calibration bar: 30 µm.

**Figure 3**: 3-D volume reconstructions from a riverine aggregate. (a) and (b) represent different views of the aggregate. Arrows point to viruses. Color allocation: nucleic acid = green, glycoconjugates = red. Calibration grid: 5 µm.

**Figure 4**: Single scan of a cryo-section showing distribution of viruses, bacteria and glycoconjugates inside an aggregate (a). View of one channel to present bacteria and viruses (b). White arrows point to viruses. Color allocation: nucleic acid = green, glycoconjugates = red. Calibration bar: 10 µm.

**Figure 5**: 3-D volume reconstruction from a riverine aggregate. For deconvolution the method classic maximum likelihood estimation was applied. The program HUYGENS 3.0.0, SVI (Scientific Volume Imaging b.v., Netherland) was used. Arrows point to viruses. Color allocation: nucleic acid = green, glycoconjugates = red. Calibration grid: 5 µm.
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Online Program “VIPCAL” for Calculating Lytic Viral Production and Lysogenic Cells Based on a Viral Reduction Approach
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Abstract
Assessing viral production (VP) requires robust methodological settings combined with precise mathematical calculations. This contribution improves and standardizes mathematical calculations of VP and the assessment of the proportion of lysogenic cells in a sample. We present an online tool “Viral Production Calculator” (VIPCAL, http://www.univie.ac.at/nuhag-php/vipcal) that calculates lytic production and the percentage of lysogenic cells based on data obtained from a viral reduction approach (VRA). The main advantage of our method lies in its universal applicability, even to different piecewise-linear curves. We demonstrate the application of our tool for calculating lytic VP and the proportion of lysogenic bacteria in an environmental sample. The program can also be used to calculate different parameters for estimating virus-induced mortality, including the percentage of lytically infected cells, lysis rate of bacteria, percentage of bacterial production lysed, proportion of bacterial loss per day, viral turnover time as well as dissolved organic carbon and nitrogen release. VIPCAL helps avoid differences in the calculation of VP and diverse viral parameters between studies and laboratories, which facilities interpretation of results. This tool represents a methodological step forward that can help improve our understanding of the role of viral activity in aquatic systems.

Introduction
Aquatic viruses infect all members of the microbial food web and are significant biological agents in microbial processes (Fuhrman, 1999). Estimates of bacterial mortality due to phage production suggest that viruses can be responsible for up to 100 % of bacterial mortality (Proctor and Fuhrman, 1990; Proctor et al., 1993; Hennes and Simon, 1995; Noble and Fuhrman, 2000). Moreover, viruses may significantly impact natural bacterial abundance, productivity and community composition (Fuhrman and Schwalbach, 2003; Schwalbach et al., 2004; Weinbauer, 2004; Hewson and Fuhrman, 2006; Bouvier and del Giorgio, 2007). Therefore, information on viral survival mechanisms and viral life strategies is of considerable interest. Viruses display different types of life cycles, the most common being lytic and lysogenic infections. In most aquatic environments, the lytic cycle is the dominant method of viral replication and ultimately destroys the infected cells. In the lysogenic cycle, the phage infects a host cell and the phage’s genome typically remains in the host in a dormant stage known as a prophage. The prophage replicates along with the host until environmental stimuli such as UV radiation, temperature etc. cause proliferation of new phages via the lytic cycle (see review of Weinbauer, 2004). Lysogeny may be an important
survival mechanism for viruses where host densities or resources are low (Wilson and Mann, 1997) or when the destruction rate of free phages is too high to allow for lytic replication (Lenski, 1988). Temperate viruses may affect host assemblage composition, either by lysis or by other mechanisms, e.g., by resistance to lytic virus infection (Hewson and Fuhrman, 2007a). Lysogeny also occurs in natural populations of the Cyanobacteria such as *Synechococcus* spp. (Ortmann et al., 2002), and this interaction exhibits a seasonal pattern (McDaniel et al., 2002).

Estimating the significance of the lysogenic pathway in natural viral populations requires determining the percentage of cells that are lysogens. Different approaches have been used to assess the frequency of lysogenic cells: (Jiang and Paul, 1994) searched for lysogenic strains within cultures of marine bacteria using mitomycin C. Water samples were directly exposed to an inducing agent (sunlight, mitomycin C) to estimate the lysogenic frequency within bacteria (Jiang and Paul, 1996; Cochran and Paul, 1998; Williamson et al., 2002). In these studies, lysogenic induction from natural bacterioplankton was investigated based on significant changes in viral (increase) and bacterial (decreases) abundances.

A very comprehensive overview of assumptions, advantages and disadvantages of different viral production (VP) techniques is given in Winget et al. (2005). The viral reduction approach (VRA) provides rapid and reproducible estimates of VP, which can be measured directly (Weinbauer and Suttle, 1996; McDaniel et al., 2002; Weinbauer et al., 2002; Wilhelm et al., 2002; Hewson and Fuhrman, 2003; Mei and Danovaro, 2004; Winter et al., 2004; Helton et al., 2005; Winget et al., 2005; Hewson and Fuhrman, 2007b; Williamson et al., 2008). VRA allows direct observation of VP from natural microbial communities if certain assumptions are made (see Winget et al., 2005). In this approach, the viral abundance of a water sample is reduced with virus-free water in order to minimize or even to stop new infections. This technique allows monitoring even small changes in the lytically produced viral abundance based on changes in viral direct counts (VDC) over time. Additionally, when estimating the amount of lysogens within bacteria, water samples have to be treated with an inducing agent. To induce the lytic cycle in lysogenized bacteria, mitomycin C and UV C radiation are the most powerful agents (Jiang and Paul, 1994; Wilcox and Fuhrman, 1994; Jiang and Paul, 1996; Weinbauer and Suttle, 1996; Tapper and Hicks, 1998). If the inducing agent stimulates virus release, the abundance of viruses increases in the water samples.

In order to obtain a standardized, improved calculation, we programmed an online tool for estimating lytically and lysogenically produced viruses during a VRA. We demonstrate the application of our program for assessing lytic VP and the proportion of lysogenic cells in
environmental samples. Furthermore, other viral parameters can be calculated, including the percentage of lytically infected cells, lysis rate of bacteria, percentage of bacterial production lysed, proportion of bacterial loss per day, viral turnover time as well as dissolved organic carbon and nitrogen release.

**Materials and Methods**

*Study site*

The samples for the experiments were collected from the Danube River (Vienna, Austria) and an isolated subsystem called Lobau. The study site and the sampling stations are published elsewhere (Peduzzi and Luef, 2008).

*Virus production (VP) – experimental design of the virus reduction approach (VRA)*

To measure VP, a VRA was used and performed as follows: A prokaryotic concentrate was produced. Due to very high particle loads, sample water was pre-filtered through 3.0 µm pore size filters (SSWP, 47 mm diameter, Millipore). 200 mL of this filtered water was concentrated to approx. 1 mL using Vivaspin vials (20 mL concentrator, Membrane: 0.2 µm PES, VivaScience AG, Sartorius Group, Hannover, Germany) by repeated centrifugation for 1 min at 2900 rpm using a Beckmann table centrifuge. The filter was never allowed to fully dry. Then the concentrate was diluted with virus-free water (from the same water sample) up to 3 mL. To obtain virus-free water, 3.0 µm pre-filtered sample water was first filtered through 0.22 µm Sterivex (Sterivex GV 0.22 µm, Millipore). This filtrate was further passed through filter cartridges (Vivaflow 50, 30,000 Dalton cut off, Hannover, Germany) using a peristaltic pump. An aliquot of the prokaryotic concentrate was added to 50 mL virus-free ultrafiltrate. Two types of incubations, which were done in duplicates, were performed simultaneously per sample: To the first incubation, mitomycin C (Roth, Karlsruhe, Germany) was added at a final concentration of 1.0 µg mL⁻¹. The second one was incubated without the antibiotic. Subsamples were taken every 4 to 6 h for a total period of up to 24 h to enumerate viruses at regular intervals. At the start of the experiment, bacterial abundance was also determined. The experiments were performed at *in situ* temperature in the dark.

*Abundance of viruses and bacteria*

For assessing viral and bacterial abundances of the prefiltered samples, water samples were fixed with formaldehyde (2 % final concentration). Samples were filtered onto AnoDisc filters (pore size 0.02µm, 25 mm diameter, Whatman, Maidstone, England). The filters were stored
at -20 °C in a freezer until further processing. Viruses and bacteria were stained with SYBR Gold (Molecular Probes, Eugene, Oregon, USA). Slides were prepared by using a modified method of Noble and Fuhrman (1998). The original SYBR Gold stock solution (10,000x) was diluted to a working solution (3.3x) before use. The filters were stained sample side up for 20 min in a plastic petri dish in the dark. After staining, the filters were placed on a Kimwipe until they were dry. Each filter was then mounted on a glass slide with an antifade mounting solution (Citifluor AF1, Citifluor, London, UK) and was inspected immediately. Microorganisms were enumerated under an epifluorescence microscope (Nikon E 800, Nikon, Tokyo, Japan) at 1250-fold magnification. On each filter, twenty to thirty fields were counted to determine the total number of viruses and bacteria.

**Bacterial secondary production (BSP)**

BSP of the free-living fraction was determined by prefiltering samples through a 3.0 µm filter (Millipore TSTP, 47 mm diameter). BSP was assessed using the [³H]-thymidine incorporation technique (Fuhrman and Azam, 1982) and applying a conversion factor proposed by Bell (1993). Triplicate samples (5 mL) were incubated for 0.5 to 1 h at in situ temperature in the laboratory. Two sub-samples were treated with formalin and served as a blank.

**Determination of the burst size**

Aliquots of unfiltered water (10 mL) were fixed with glutaraldehyde (2% final concentration) and were immediately centrifuged onto Formvar-coated copper grids (400 mesh) in a swing-out rotor (SW41Ti, Beckman) at 6000 x g and 4 °C for 1 h. Grids were stained with 1% uranyl acetate for about 1 min and rinsed 3 times with deionized distilled water. Transmission electron microscopy (Zeiss EM 902), operated at 80 kV, was used to estimate the sample-specific burst size as the average number of viral particles in all visibly infected bacteria (Weinbauer et al., 1993). A bacterium was infected when phages inside the cells could be clearly recognized based on their shape and size.

**Results and Discussion**

**Computations of VP**

Lytic viral production estimated by the virus reduction approach was initially published by Wilhelm et al. (2002). Viral production rates were determined from first-order regressions of viral abundance vs. time, thus implying a continuous increase in viral abundance.
Weinbauer et al. (2002) published a model for estimating lytic and lysogenic VP as follows: Lytic VP is the difference between viral abundance in the stationary phase of the incubations without added mitomycin C and viral abundance at the start of the experiment. Lysogenic VP is the difference between viral abundance in the incubations with and without mitomycin C-treatment.

For lytic VP, Winter et al. (2004) developed the model further and discussed the potential occurrence of 2 peaks in viral abundance during the incubations. Lytic VP was calculated as the slope between the minimum ($V_{\text{min}}$) and the maximum viral abundance ($V_{\text{max}}$). For experiments in which 2 peaks of viral abundance occurred, VP was calculated according to the following formula:

$$VP = \frac{(V_{\text{max}1} - V_{\text{min}1}) + (V_{\text{max}2} - V_{\text{min}2})}{(t_{\text{max}2} - t_{\text{min}1})},$$

where $t = \text{time (incubated hours)}$. Lysogenic VP was not considered in this study.

Figure 1 displays different outcomes of VRAs throughout our experimental incubations. Comparing VDC (with and without mitomycin C) at the commencement of an experiment sometimes revealed a difference in these two treatments (Fig. 1b, c). Continuous growth in viral abundance, as observed by Wilhelm et al. (2002), was rarely found (Fig. 1a). In some of our incubations, viral abundance decreased or remained constant before it increased (Fig. 1b, c). Instead of a continuous increase, two or sometimes even three increases in viral abundance, followed by decreases, were observed (Fig. 1c). This was also reported by Winter et al. (2004) and Winget et al. (2005). Explanations for this viral response in experimental incubations include the release of viruses with different latent periods as well as new infection and cell death from viruses released in early lysis events.

Hence, our approach for the computation of the lytic VP rates in a VRA is as follows:

Let $V_{\text{DC}_{\text{min}1}}, V_{\text{DC}_{\text{max}1}}, \ldots, V_{\text{DC}_{\text{min}n}}, V_{\text{DC}_{\text{max}n}}$ be the starting and end points and $t_{\text{min}1}, t_{\text{max}1}, \ldots, t_{\text{min}n}, t_{\text{max}n}$ the time-intervals between min and max values. Then

$$VP = \frac{(V_{\text{DC}_{\text{max}1}} - V_{\text{DC}_{\text{min}1}}) / (t_{\text{max}1} - t_{\text{min}1}) + \ldots + (V_{\text{DC}_{\text{max}n}} - V_{\text{DC}_{\text{min}n}}) / (t_{\text{max}n} - t_{\text{min}n})}{n}$$

is the mean lytic VP for the experiment.

Regarding the viral abundances without mitomycin C, lytic VP in the experiment is determined for each time period with a net increase. Calculating the arithmetic mean of these VP rates gives the mean lytic VP per hour.

Using the above-mentioned models by Weinbauer et al. (2002) and Winter et al. (2004), problems in the computation of lysogenic VP can arise due to (i) different viral abundances at the onset of the experiment, (ii) the occurrence of 2 or more peaks in viral abundance and (iii)
different slopes of the two curves (with and without mitomycin C), sometimes causing several points of intersection.

Therefore, in our study, the lysogenic VP is represented by a difference curve, which is developed by calculating

\[ VDC_{\text{mitomycin C}} - VDC_{\text{without mitomycin C}} \]

for the whole experiment.

Hence, the lysogenic VP rate for each net increase is computed from the difference curve as follows:

Let \( VDC_{\text{min i}}, VDC_{\text{max i}}, \ldots, VDC_{\text{min n}}, VDC_{\text{max n}} \) be the starting and end points and \( t_{\text{min i}}, t_{\text{max i}}, \ldots, t_{\text{min n}}, t_{\text{max n}} \) the time-intervals between \( \text{min and max values of the difference curve} \). Then

\[ VP = \left( \frac{VDC_{\text{max i}} - VDC_{\text{min i}}}{t_{\text{max i}} - t_{\text{min i}}} \right) + \ldots + \left( \frac{VDC_{\text{max n}} - VDC_{\text{min n}}}{t_{\text{max n}} - t_{\text{min n}}} \right) \]

is the whole lysogenic VP within the experiment.

If the VDCs are higher in the treatment without mitomycin C than in the treatment with mitomycin C (which may occasionally occur), then the difference curve reaches values less than or equal to zero. In this case, the lysogenic VP of the experiment is usually simply computed from the time-periods in which the difference curve has values greater than or equal to zero (Fig. 2c). Combining the approaches of Weinbauer et al. (2002) and Winter et al. (2004) sometimes yields negative values because the differences in slopes are not taken into account. Therefore, the computation of a difference curve ensures consistent calculation of positive values of lysogenically produced viruses.

Finally, the lysogenic viral production is translated into the percentage of lysogenic cells. The slope of the difference curve is equal to the lysogenic production rate, if there is a continuous increase of the lysogenically produced viruses during an experiment. When 2 peaks in viral abundance occur during the incubations, we add up the lysogenic viral production in the time-periods with a net increase. This yields the following formula for the proportion of lysogenic cells:

\[ \% \text{ of lysogenic cells} = 100 \times \left[ \frac{VP_{\text{lysogenic i}}}{BS \times B_0} \right] + \ldots + 100 \times \left[ \frac{VP_{\text{lysogenic n}}}{BS \times B_0} \right]. \]

**Demonstration of the program VIPCAL**

We developed the program VIPCAL, which computes the lytic VP and the percentage of lysogenic cells based on data from a VRA. Parameters describing virus-induced mortality can also be calculated (Tab. 1).

The program, which is written in PHP-scripts, is an online tool available at http://www.univie.ac.at/nuhag-php/vipcal. The main advantage of our method lies in its universal applicability to all possible outcomes of a VRA-experiment.
Here, we demonstrate the application of the program for calculating lytic VP and the proportion of lysogenic cells in an environmental sample (Fig. 2). After starting the program, you can choose between two modes, a demo that introduces the program based on an example, and another for the input of new data. When choosing “new data”, the input field appears (Fig. 2a) and the sampling times have to be entered first. After entering each data point, press the enter button. Then enter the viral abundances – incubated with and without mitomycin C – for each sampling point of the experiment. Note, that for correct calculation using VIPCAL, the VDC values must be expressed in $10^6$ mL$^{-1}$. Replicates of viral abundance determinations can be entered. Separate each value by a semicolon. For further calculations, the program uses the mean viral abundance of each sampling point. Entering only the VDC without mitomycin C yields only lytic VP. Enter the following parameters to compute the percentage of lytically infected cells, lysis rate of bacteria, percentage of bacterial production lysed (also often called virus-mediated mortality), proportion of bacterial loss per day, viral turnover time and dissolved organic carbon and nitrogen release: bacterial abundance at the beginning of the VRA (in $10^6$ mL$^{-1}$; replicates of bacterial abundance counts can be entered); viral and bacterial abundance (in $10^6$ mL$^{-1}$), bacterial secondary production (in $10^6$ cells mL$^{-1}$ h$^{-1}$), the burst size in the original sample, as well as the carbon and nitrogen contents of a bacterial cell (e.g. Lee and Fuhrman, 1987; Simon and Azam, 1989; Fukuda et al., 1998; Gundersen et al., 2002). You can enter a variety of burst sizes. Separate each burst size by a semicolon. After entering all the data, press the pushbutton “compute”, and VIPCAL calculates the lytic and lysogenic VP of the respective experiment. When the results appear on the applet window, the mean lytic VP is calculated (Fig. 2b). If you press the “plot-button”, a graphic representation of the two experimental curves (with and without mitomycin C) is provided, along with the computed difference curve, which corresponds to the lysogenically produced viral abundances (Fig. 2c). Based on the VRA the percentage of lysogenic cells is computed. Calculating the proportion of lysogenic cells provides information on whether the investigated environment favours the lysogenic life cycle or not. Note, however, that manipulations during the VRA may alter the proportions within the bacterial community. The calculation of the percentage of lysogenic cells is based on the assumption that the burst size is the same in lytically and lysogenically infected cells. Furthermore, not all lysogens can be induced with mitomycin C; therefore, this method most likely estimates the minimum percentage of bacteria in a community that are lysogens (Ortmann et al., 2002).

The necessary manipulation steps in a VRA often reduce the initial bacterial abundance in the incubation. Therefore, VP estimates for the original environment should be corrected for the
loss of bacteria between the original water and the incubation (Wilhelm et al., 2002; Winget et al., 2005). In VIPCAL, lytic VP rates can be corrected by the loss-ratio of the bacterial abundance in the incubations at the beginning of the experiment. With this correction, the lytic VP has additional relevance for an investigated environment. If you enter the parameters “bacterial abundance at the beginning of the VRA” and “viral and bacterial abundance”, their “secondary production” and the “burst size” in the original sample, as well as “carbon and nitrogen contents of bacterial cell”, then VIPCAL also calculates the percentage of lytically infected cells, lysis rate of bacteria, percentage of bacterial production lysed, proportion of bacterial loss per day, viral turnover time, and dissolved organic carbon and nitrogen release. When mousing over the calculated parameter, a pop-up window appears containing the respective equation.

If you enter more than one burst size, all the parameters are firstly calculated based on the first entered burst size. Pressing the “next burst size-button” calculates the values based on the second entered burst size and so on.

All entered parameters are saved in the input field (depending on the IP address of the computer). If you want to change a parameter, simply move back to the input field, change the specific value, and re-press “compute”. All results are saved as csv (comma separated values) and can easily be exported into an Excel file.

Although VIPCAL was developed to investigate lytic VP and lysogeny in heterotrophic bacteria, this program can, at least in principle, also be used to calculate viral parameters for infection of Cyanobacteria such as *Synechococcus* spp.

**Conclusions**

VIPCAL quantifies lytic and lysogenic VPs in a VRA and estimates the percentage of lysogenic cells. It can also calculate various viral parameters such as the percentage of lytically infected cells, lysis rate of bacteria, percentage of bacterial production lysed, proportion of bacterial loss per day, viral turnover times and dissolved organic carbon and nitrogen release. This helps characterize an environment based on the impact of lytic and lysogenic life cycles.

Using VIPCAL helps avoid differences between various studies or laboratories in calculating viral parameters, which facilitates the interpretation of results. Continuing methodological improvements such as the quantification of lytic and lysogenic viral pathways reveals more about the impact of viral infection on prokaryotes in aquatic ecosystems.
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Table 1: *Computations used in the online tool Viral Production Calculator (VIPCAL).* Calculations of virus-related parameters based on a virus reduction approach (VRA) that can be performed with the program VIPCAL.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Formula</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Calculated parameters from the VRA</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| **Lytic** | mean VP<sub>lytic</sub> | \[
\left( \frac{VDC_{max1} \cdot VDC_{min1}}{VDC_{max1} \cdot VDC_{min1}} \right) + \ldots + \left( \frac{VDC_{maxn} \cdot VDC_{minn}}{VDC_{maxn} \cdot VDC_{minn}} \right) / n
\] | this study |
| % of lytically infected cells | \[100 \times \left( \frac{VP_{lytic1}}{BS \times B_0} \right) + \ldots + 100 \times \left( \frac{VP_{lyticn}}{BS \times B_0} \right)\] | Jiang and Paul, 1994 |
| **Lysogenic** | % of lysogenic cells * | \[100 \times \left( \frac{VP_{lysogenic1}}{BS \times B_0} \right) + \ldots + 100 \times \left( \frac{VP_{lysogenicn}}{BS \times B_0} \right)\] | Jiang and Paul, 1994 |
| **Other ecologically relevant parameters** |         |           |
| **Lytic** | lytic VP<sub>os</sub> (mL<sup>-1</sup> h<sup>-1</sup>) | VP<sub>lytic</sub> x (B<sub>os/B_0</sub>) | Wilhelm et al., 2002 |
| lysis rate of bacteria (cells mL<sup>-1</sup> h<sup>-1</sup>) | lytic VP<sub>os</sub> / BS | Hewson and Fuhrman, 2007b |
| % of bacterial production lysed ** | lysis rate of bacteria / BSP<sub>os</sub> | Hewson and Fuhrman, 2007b |
| % of bacterial loss per day | lysis rate of bacteria x 100 / B<sub>os</sub>x 24 | Hewson and Fuhrman, 2007b |
| viral turnover time (h<sup>-1</sup>) | lytic VP<sub>os</sub> / V<sub>V</sub> | Wilhelm et al., 2002 |
| DOC release (g C mL<sup>-1</sup> h<sup>-1</sup>) *** | lysis rate of bacteria x elemental carbon content of a bacterium |           |
| DON release (g N mL<sup>-1</sup> h<sup>-1</sup>) *** | lysis rate of bacteria x elemental nitrogen content of a bacterium |           |
VP\text{lytic}: lytic viral production from the experiment

VDC_{max}, VDC_{min}: maximal (max) and minimal (min) viral direct counts in a time-period with a net-increase; index n denotes the number of peaks

\( t_{max}, t_{min} \): time-period with a net-increase in viral direct counts; index n denotes the number of peaks

VP_{lytic 1}, \ldots, VP_{lytic n}: lytic viral production from the experiment; index n denotes the number of peaks

BS: burst size; it is assumed that the rate of viruses produced per cell is not affected by dilution

\( B_0 \): bacterial abundance at the beginning of the experiment

* based on the assumption that the burst size is the same in lytic and lysogenic infected cells

VP_{lysogenic 1}, \ldots, VP_{lysogenic n}: lysogenic viral production from the experiment; index n denotes the number of peaks

lytic VP_{os}: lytic viral production in the original sample

\( B_{os} \): bacterial abundance in the original sample

** also termed virus mediated mortality (VMM)

BSP_{os}: bacterial secondary production in the original sample

V_{os}: viral abundance in the original sample

DOC: dissolved organic carbon

DON: dissolved organic nitrogen

*** release includes virus particles
Figure legends

**Figure 1**: Changes of viral abundances over time in three independent virus reduction experiments. The outcome of the virus reduction approaches (VRAs) exhibits different shapes of curves. Samples were taken from the Danube River on 05/23/2006 (A) and from an isolated subsystem known as Lobau on 05/29/2006 (B) and on 10/17/2005 (C).

**Figure 2**: Screen shot of the online tool Viral Production Calculator (VIPCAL). Input (A) and output (B) windows - data and graphic representation of curves (C) - of the applet VIPCAL. VIPCAL calculates and plots the development of viral abundances (with and without mitomycin C) during the time of incubation (in hours) of a viral reduction approach. Calculated lytic and lysogenic viral production and various other viral parameters for an environmental sample are presented.

The graph (C) shows the averages of the duplicate incubations. The error bars represent the range of the duplicate incubations. If the error bars are absent, they are smaller than the width of the symbol.
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VIPCAL
Viral Production Calculator

**data from the viral reduction approach (VRA)**
- **time**
  - [h of incubation]
  - Options: 1h, 3h, 4h, 6h, 8h, 10h, 12h

- **viral abundance**
  - **with** mitomycin C
    - $[1 \times 10^6$ viruses mL$^{-1}$]
  - **without** mitomycin C
    - $[1 \times 10^6$ viruses mL$^{-1}$]
  - (use "+" for multiple input)

- **bacterial abundance at the beginning of the experiment**
  - $[1 \times 10^6$ cells mL$^{-1}$]
  - (use "," for multiple input)

**data from the original sample**
- **viral abundance**
  - $[1 \times 10^6$ viruses mL$^{-1}$]
- **bacterial abundance**
  - $[1 \times 10^6$ cells mL$^{-1}$]
- **bacterial secondary production**
  - $[1 \times 10^6$ cells mL$^{-1}$.h$^{-1}$]
- **burst size**
  - (use "," for multiple input)
  - [fg C cell$^{-1}$]
- **elemental C content of a bacterium**
  - [fg C cell$^{-1}$]
- **elemental N content of a bacterium**
  - [fg N cell$^{-1}$]

![Image](image_url)
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Figure 2b

mean lytic viral production

\[ \frac{VDC_{max} - VDC_{min}}{t_{max} - t_{min}} \times \frac{VDC_{max} - VDC_{min}}{t_{max} - t_{min}} \]

VDC_{max}, VDC_{min} = maximal viral direct counts in a time period with a net increase
VDC_{max}, VDC_{min} = minimal viral direct counts in a time period with a net increase
t_{max} - t_{min} = time period with a net increase in viral direct counts
index n denotes the number of pulses

calculated parameters from the VRA
mean lytic viral production: 8.3528e-3
% of lytically infected cells: 3.0642
% of lysogenic cells: 3.0892

other ecologically relevant parameters
lytic viral production in the original sample: 8.7730e-3
lysis rate of bacteria: 7.3732e-4
% of bacterial production lysed: 0.1383
% of bacterial loss per day: 2.8900
viral turnover time [h⁻¹]: 4.0157e-4
DOC release [g C mL⁻¹]: 7.4669e-12
DON release [g N mL⁻¹]: 1.4933e-12

calculated parameters from the VRA
mean lytic viral production: 8.3528e-3
% of lytically infected cells: 3.0642
% of lysogenic cells: 3.0892

other ecologically relevant parameters
lytic viral production in the original sample: 8.7730e-3
lysis rate of bacteria: 7.3732e-4
% of bacterial production lysed: 0.1383
% of bacterial loss per day: 2.8900
viral turnover time [h⁻¹]: 4.0157e-4
DOC release [g C mL⁻¹]: 7.4669e-12
DON release [g N mL⁻¹]: 1.4933e-12

programmed by dza
Figure 2c
Summary

Depending on the origin, riverine aggregates (suspended material) harbor a complex mixture of inorganic and organic components. The living organic components are characterized by nucleic acid-containing constituents such as algae, protozoa, fungi, bacteria and virus-like particles. The architecture and integrity of these aggregates are supplemented by the presence of extracellular polymeric substances (EPS) produced mainly by bacteria and algae.

A variety of Confocal Laser Scanning Microscopy (CLSM) strategies to examine aggregates, collected from the Danube and Elbe rivers, are presented. In order to collect multiple information, a variety of approaches is necessary. Firstly, advantage was taken of the autofluorescence of phototrophic organisms (algae, cyanobacteria) and of reflection imaging (mineral compounds, inorganic matrix, cellular reflection). Secondly, nucleic acid stains for visualization of viruses, bacteria, nuclei of eucaryotes as well as lectin-binding analysis for examination of the polymeric matrix (EPS-specific glycoconjugates) allowed us to obtain information on the aggregate architecture and on the spatial distribution of bacteria and viruses. The staining procedure included positive staining (polymeric matrix, cells, viruses) as well as negative-staining (volume of aggregates) and multi-channel recording. Furthermore, cryo-sectioning in combination with post-staining yields representative data on the internal distribution of constituents (viruses, bacteria, nuclei of eucaryotes, EPS glycoconjugates) across the whole aggregate. The CLSM data sets were then processed by using digital image analysis in order to extract quantitative information. For this purpose advanced software was used, which allows calculation of 3-dimensional (3-D) objects of various signal intensity and size classes. The two rivers, Danube and Elbe, appeared to harbor different aggregate qualities. Testing a panel of different lectins, only few lectins showed strong and clear binding to the specific glycoconjugates of the aggregates. The Danube and Elbe aggregates differed in their glycoconjugate composition when compared at the same season. Furthermore, the binding patterns of most lectins to the glycoconjugates of the riverine aggregates changed over time. Over an annual cycle, the relative contribution of the specific glycoconjugates and associated cellular nucleic acid signals (signals derive from bacteria, viruses, nuclei of eucaryotes) to the aggregate volume changed over time. Different spatial patterns of cellular nucleic acid signals inside of riverine aggregates were found, depending on the size of the aggregate and season. The spatial structure of cellular nucleic acid signals inside riverine aggregates was more complex in the Elbe than in the Danube.
Furthermore, CLSM was used in combination with different fluorochromes to obtain information on aggregate architecture and on the spatial distribution of viruses within fully hydrated aggregates. For example, aggregates from the Danube River harbored up to $5.39 \times 10^9$ viruses cm$^3$.

Knowledge about the internal distribution of polymeric substances and cellular nucleic acid signals may be essential for understanding the relationship of structure, function and spatial dynamics of aquatic aggregates. 3-D visualization and 3-D quantification of the aggregate structures may provide a basis for modelling the aggregates’ development.

An online program “Viral Production Calculator” (VIPCAL) that calculates lytic viral production and the percentage of lysogenic cells, based on data from a viral reduction approach (VRA), is presented. The main advantage of our method lies in its universal applicability also to different piecewise-linear curves. Therefore, the model is universally applicable to all possible data generated by a VRA. We demonstrate the application of our tool for the calculation of lytic viral production and the proportion of lysogenic bacteria in an environmental sample. Furthermore, the program can be used to calculate different parameters for estimating virus induced mortality. Differences in the calculation of viral production and diverse viral parameters between studies and laboratories can be avoided by using VIPCAL, which facilities interpretation of the results.
Zusammenfassung


Zusammenfassung

der Aggregate, welche von der Größe der Schwebstoffflocken und von der Saison abhängig waren. Weiters zeigte die räumliche Struktur der zellulären nukleinsäurehältigen Signale in der Elbe eine komplexere Anordnung als in der Donau.

Ferner wurde CLSM in Kombination mit verschiedenen Fluorochromen dazu verwendet, um die räumliche Anordnung von Viren signalen in der Struktur der Schwebstoff-Aggregate sichtbar zu machen. Aggregate der Donau beinhalteten bis zu $5.39 \times 10^9$ Viren cm$^3$.

Kenntnis über die räumliche Anordnung der polymeren Substanzen und zellulären nukleinsäurehältigen Signalen in Aggregaten ist von enormer Wichtigkeit, um die Beziehung von Struktur, Funktion und räumlicher Dynamik besser verstehen zu können. 3-D Visualisierung und 3-D Quantifizierung der Aggregatstrukturen könnten eine Grundlage für die Modellierung der Entwicklung aquatischer Aggregate bilden.
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