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Abstract

Forecasting future health expenditure is one important issue that is beyond strategic and planning decision in health policy making. There are certain variables which affect health expenditures. The rising share of older people (age65) and the role of technology are seen as key drivers of the continually increasing health expenditures. Therefore this thesis compares two different model approaches with and without exogenous variables and with regard to the forecasting ability. The analyzed countries – Austria and Germany – show similar results with both having a bigger increase in health expenditures caused by the exogenous variable age65, while the size of the technology proxy (data for medical devices and pharmaceutical products) is negligible. In contrast, the ARIMA model without an exogenous variable shows a more linear increase for both countries. However, the results of both model estimations predict an increase of per capita health expenditure in Austria by 24.9% in 2020 and by 72.0% in 2030, compared to data from 2012. Health expenditure in Germany will increase by 25.3% and by 76.7%, respectively.
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1. Introduction

Rising Health Care Expenditure and Long-term Care (LTC) have gained more and more priority for political decision makers over the last decades. Health Care Expenditure holds a grand share of public expenditure in all OECD countries and about 12% of GDP in Austria, putting it behind the Netherlands as the country with the second highest health expenditure per capita in 2012, followed by Germany and Denmark (OECD 2014). Predictions of OECD and the Economic Policy Committee (EPC) in the last few years emphasized the rising pressure of future costs in this area. The considerable change in population structure with a high share of older people is occurring due to major increase in life expectancy and a falling birth rate. This phenomenon can not only be observed in Austria but in the entire European Union and constitutes an ambitious challenge for policy makers.

A large part of this thesis’ methodology is based on the model of the Ageing Working Group (AWG) – mandated by the EPC – from 2009. Additionally, focus is on improving the accuracy of the prediction using the Willemé/Dumont (2015) method.

Effects on health expenditure are divided into demographical and non-demographical effects. Non-demographical effects however are not fully identified, and a major part of growth in public health expenditure is, among other reasons, technology-declared. Even though this fact is difficult to quantify. Since Newhouse (1992) technology is broadly seen as a main driver regarding expenditures in the medical sector. Given that there is no firm alternative, the most commonly used approach to involve this effect is the total-factor productivity, also called residual approach. The importance of this standard approach is also emphasized by having a lower assumption on income-elasticity than 15 years ago. The higher this elasticity the better demographical and non-demographical/income effects describe the expenditure growth (OECD 2013). Willemé/Dumont (2015) try data based on the number of approved medical devices and pharmaceutical products from the U.S. Federal Drug Admission (FDA) as a technology-proxy and produce surprisingly good results compared to the standard approach. The following thesis will use this approach to estimate a health expenditure forecast for Austria and Germany.
2. Materials and Methods

The empirical literature on health expenditure determinants presents a variety of influencing factors responsible for change in health expenditure. In contrast to the spending on pensions, which are mainly determined by the pension system and demographic factors, health care expenditures depend not only on demographic but on social, economic, political and technological determinants. The literature offers several views on this topic (e.g., Gerdtham and Johnsson 2000, Chernew and Newhouse 2012). Przywara (2010) provides a short overview of factors underlying developments in health care in Figure 1. Specifically the figure divides factors not only into four different groups but also distinguishes between factors affecting the demand or supply side of health care provision.

Figure 1: Classification of factors underlying developments in health care expenditure

<table>
<thead>
<tr>
<th>Demographic factors</th>
<th>Health factors</th>
<th>Economic and social factors</th>
<th>Public policy factors</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demand side factors</strong></td>
<td>• Size and structure of the population</td>
<td>• Health status of the population, in particular of elderly cohorts</td>
<td>• National/individual income</td>
</tr>
<tr>
<td></td>
<td>• Death-related costs</td>
<td></td>
<td>• Income elasticity of demand for health care</td>
</tr>
<tr>
<td><strong>Supply side factors</strong></td>
<td></td>
<td>• Social determinants of health (environment, living conditions) and health-related behaviour</td>
<td>• Public expectations and real convergence in living standards</td>
</tr>
<tr>
<td></td>
<td>• Development of new technologies and medical progress</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Unit costs in health care sector relative to the other sectors of economy</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Resource inputs, both human and capital</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Przywara (2010)
A major issue is the use of good proxies for the development of new technologies and the medical progress that reflects reality. The following section explains the data that is used in this thesis in order to establish a time series model for Austria and Germany.

2.1. Data

Public current health expenditures (PCHE) in EUR without long-term costs (LTC),¹ and public investments (I) are used as the dependent variable. Furthermore the time series was divided by the Austrian/German population and the according GDP deflator with 2005 prices.

\[ PCHE = \frac{(PHE - LTC - I)}{\text{population} \times \text{deflator}_{2005}} \]

As an alternative it would be possible to use total (current) health expenditures (THE/TCHE) or public health expenditure (PHE). The timeframe for both countries is between 1976 and 2012. The data was taken by OECD Health Statistics and Statistics Austria² and was calculated on the concept of “System of Health Accounts (SHA)”. For the case of Austria there was missing data in the time series for LTC before 1990, which were corrected by rewriting the series from 1990 backwards with the growth-rates of PHE (with LTC) before that point. The German data for investments, long-term costs and overall public health expenditure had breaks in 1991, which were corrected by taking the mean of the adjacent years. The GDP deflator for both countries was routinely calculated by taking the ratio of the nominal and real absolute gross domestic product (GDP) in absolute terms (bn) and multiplying by 100. Furthermore, the population data for each country was used without modification or transformation. Figure 2 represents the two series of further interest.

Demographic Determinants

In order to see the effect of demographical change, the fraction of the population over 65 years (age65) is used (in percent of total population). The increase in the proportion of older people is expected to accelerate the growth of health spending. Furthermore it can be assumed

1 There were two reasons for exclusion: (1) the provision of the time series was not complete and (2) it can be assumed that other determinants for health spending also affect LTC

that life-prolonging medical interventions are to be carried out at advanced ages. The fraction of the population over 65 years therefore can also be partly interpreted as a proxy for medical/technological progress (Riedel et al. 2002). As an alternative it is possible to split the variable \( \text{age65} \) into more intervals (e.g., 65-75y, 76-85y, 85+y). Similar intervals, like a fraction of under 15- or 20-year olds, did not increase the explanatory power of the models and therefore were not used. Variables for life expectancy \( (\text{le65, le75}) \) were also checked but not used for the same reason. For Austria the data was taken by Statistics Austria and for Germany by OECD Demographic Statistics.

**Social Determinants**

As a social indicator, the unemployment rate \(^3(\text{unemp})\) was chosen. Job security enforces health and wellbeing. On the other hand, studies (Paul and Moser 2009, Schröder 2013) show unemployment puts health at risk and increases the danger of premature death. The determinant also – to a certain degree – can be seen as an indicator for social inequalities. For the latter an alternative option would be to choose the gini-coefficient or the rate of academics. Since these two determinants did not provide more explanatory power than the rate of

\(^3\) National definition, in percent
unemployment, they were not used. For Austria data was taken from ArbeitsmarktserviceÖsterreich (AMS)\(^4\) and Germany’s data from OECD Labour Statistics.

**Economic Determinants**

One difference in the model this thesis uses is the economic determinant. In most cases the *gross domestic product* (*GDP*) is used as a proxy for the economic development of an economy (Przywara 2010). It has been shown that – in per capita terms – countries with a higher GDP spend more on health (in absolute and relative terms) as countries with a lower GDP (Newhouse 1992, Westerhout 2014). The opposite direction – health status being a driver for GDP – also has been analyzed (Suhrcke et al. 2005), but is not an issue in this thesis. As an alternative, models with *wage income* or the *national deficit of state budget* (*def*)\(^5\) were estimated and the latter variable was found to be way more significant than the other two determinants. The national deficit of state budget does not picture the economic development of a country, but in general matches the difference between government spending and income and seems to be a more important factor in health expenditure financing than the country specific GDP. Due to this fact, *def* was used for both cases – Austria and Germany – whereas for the model Germany, the time series was smoothed by a moving average, giving the year \(t=0\) a weighting of 0.5 and the previous/following year a weighting of 0.25. It should be noted that this smoothing-filter is two sided and the observation in \(t=0\) then depends also on future observations. There may be an impact on causality statements and forecasts.

\[
\text{def}_w(0) = \frac{1}{4}\text{def}(-1) + \frac{1}{2}\text{def}(0) + \frac{1}{4}\text{def}(1)
\]

The smoothing-filter attempts to capture the patterns of the data, but ease data points that are extreme high or low (Figure 3). The data was provided by Eurostat (Austria)\(^6\) and OECD Statistics (Germany).

---

\(^4\) In cooperation with the Main Association of Austrian Social Security Institutions and the Austrian Institute of Economic Research (WIFO)

\(^5\) Public deficit (Maastricht) in percent of GDP

\(^6\) Eurostat [http://ec.europa.eu/eurostat](http://ec.europa.eu/eurostat)
Public Policy Factors

In order to add effects of public policy, legal reforms were investigated. Table 1 shows a list of reforms that may play a role in health care spending. If a reform had a clear objective (e.g., cost containment) it is also noted. The reforms were added as dummy variables to the models. In fact not all reforms appeared to have explanatory power in the respective models, therefore only reforms in 1989, 1997 and 2005 were added in the case of Austria, and the reforms in 1988, 1993, 2001 and 2007 were added into the German model variants. A full list of identified reforms is available in the appendix (Table 11, Table 12).
Table 1: Reform-dummies; Austria and Germany

<table>
<thead>
<tr>
<th>Year</th>
<th>Reform</th>
</tr>
</thead>
<tbody>
<tr>
<td>1989</td>
<td>Fee for inpatient stays (objective: cost-containment)</td>
</tr>
<tr>
<td>1997</td>
<td>6th 15a Agreement “Einführung der leistungsorientierter Krankenanstalten-Finanzierung”; increase in prescription charges, introduction of health insurance certificate fee (2005 abolished). “Revenue-Oriented Expenditure Policy” (objective: cost-</td>
</tr>
<tr>
<td>2005</td>
<td>“Reformpool”; Increase in health insurance premiums, Increase in the maximum contribution base, Increase in tobacco tax</td>
</tr>
</tbody>
</table>

Austria

- Introduction of a risk structure compensation (Risikostrukturausgleich) for redistribution of contributions by the health insurances (from 1994);
- Abolition of the cost-recovery principle for hospitals
- Introduction of legally fixed budgets or spending caps for certain sectors of the health systems
Increase of co-payments for drugs (depending on introduction of the drug or the packaging size)

2001 Between 2001 and 2003 a large number of laws and regulations were adopted (objective: compensate shortcomings of the health insurances). Here are just a few listings:
- Reform of risk-structure compensation: Redistributing resources in order to compensate differences between health insurances
- ‘Drug Budget Repeal Act’: drug budgets were repealed and replaced by regional agreements. In addition a law limiting the expenditure on drugs was adopted and a one-time-payment of the Association of Research-based Pharmaceutical manufacturer (VFA) was made in order to disclaim on a general price reduction for certain drugs.
- Introduction of DRG-based payment system

Germany

2007 ‘Health reform 2007’:
- Health insurance companies increase salary-related rates by 0.5 percentage points
- The current limitation of the physicians’ compensation to a fixed total budget is set aside. Instead, the fee will be converted to flat rates per service
- Pharmacies have to pay a higher discount (EUR 2.30) per prescription drug than before (EUR 2.00) to the SHI
- Introduction of a health fund with a uniform contribution rate

Source: Hofmarcher and Rack(2006), Hofmarcherkand Quentin (2013), Busse and Blümel (2014)
Determinants of Technological Change

The identification of a determinant for the medical-technological progress is a special challenge. Economists have tried to empirically measure the contribution of technology in different ways. The most common is the total-factor productivity, also called residual approach: if all other variables can be observed and are ‘known’, the contribution of technological progress is captured in the residual (including the errors and all other omitted variables). Alternatives would be to use linear trends, or specific technology indicators, like MRI/CT-scanner density, drug-expenditure, expenditures for physician service or R&D expenditures. Even the percentage of hospitals offering burn care and/or cardiac catherisation, the percentage of hospitals with organ transplant capabilities and the number of academic health centers were used to estimate the factor of technology. But most of these potential indicators can be explained by other affairs (e.g., the growth in expenditures for physician service can mainly be explained by inflation).

One recent contribution to the literature was the introduction of data by the U.S. Food and Drug Administration (FDA) on the number of approved new medical products as a proxy for medical technological innovation. Willemé and Dumont (2015) use data from four different kind of products, namely, pre-market approvals (PMA), pre-market (or 510(k)-) notifications (PMN), new drug applications (NDA) and new molecular entities (NME). The FDA distinguishes between three classes of devices. All ‘Class III’ devices have to stand certain restrictions and require pre-market approval (PMA). Once a device has the PMA-status, it is ready for market introduction and the manufacturer has shown that the device is safe and effective. Medical devices called PMN or 510(k) must be effective and safe as a legal market device, and be registered at the FDA at least 90 days in advance of market-introduction. The devices must be substantially equivalent in safety and effectiveness to a device already on the market. A device that reaches market via the 510(k) process is not considered to be ‘approved’ by the FDA. Nevertheless, it can be sold in the U.S. as a ‘510(k)-cleared’ device. NDAs are new drug applications for drug-licenses in the U.S. market. These applications contain originals only and no generics. New molecular entities or NMEs are a subset of NDAs. An NME is a drug that contains an active moiety that has never been approved by the

---

7 Defined as devices that support or sustain human life or that are of substantial importance in preventing impairment of human health or present a potential, unreasonable risk of illness or injury
FDA or marketed in the U.S.\footnote{More detailed information can be found on the U.S. Food and Drug administration website (http://www.fda.gov/)}. Figure 4 shows the four medical products in a timeframe from 1976 to 2012. Since the absolute number of each category differs substantially, each one has been indexed to 1 at the initial year. As one can see the progress of technological innovation does not follow a clear trend.

**Figure 4: New medical products by FDA, 1976-2012 (1976=1)**

Willemé and Dumont (2015) additionally construct capital stocks (CS) of each technology variable using the perpetual inventory method done by Lichtenberg (2005):

$$PMA_{CS}(t) = (1 - \delta) \cdot PMA_{CS}(t - 1) + PMA(t), \text{with } PMA_{CS}(t = 0) = PMA(t = 0)$$

A certain depreciation rate $\delta \in [0,1]$ determines the dynamic of the capital stock which is based on the capital of the former years. The initial value in this case is the first data point. Figure 5 illustrates the capital stocks of the technology proxies with a depreciation rate of 0.05.

The idea to use capital stocks with a certain rate of depreciation is motivated by the fact that technology becomes outdated and is replaced by newer technologies. One critique could be the decision making that involves fixing an arbitrary depreciation rate.

In fact for the model of Austria, the method of capital stocks was not used. The untransformed time series with lags between two and four years were used, which can be explained by the fact that the data is based on developments in the U.S. and it may take a while to implement technologies, which are used in U.S. markets, into Austrian markets. Also for Germany there seemed to be an insufficient alternative compared to the untransformed series. Willemé and Dumont (2015) use both methods—transformed and untransformed—while finding significant results in their panel analysis. In this thesis’ country specific analysis, no capital-stock models with value for further analysis could be estimated.

Other Determinants

There are further determinants that could affect public current health expenditure, e.g., determinants connected with hospitals or the workforce in the area of healthcare. It was expected to have the following determinants as cost determining factors in a model:
As for the case of Austria, only \( \text{phys} \) seemed to have explanatory power. The data (for Austria and Germany) was taken by OECD health statistics.

2.2. Model

2.2.1. Austria – method A

In order to explain effects that cause health expenditures to rise, \( \text{PCHE} \) (denoted by \( h_t \)) was regressed on the covariates listed and described above. The model used was the following:

\[
\Delta \log h_t = \alpha + \Delta \log X_t \beta + \epsilon_t.
\]

All variables (except reform-dummies) are in logarithms (log) so as to have normally distributed residuals that result in a valid t-test. Furthermore first differences denoted by the operator \( \Delta \) (e.g., \( \Delta z_t = z_t - z_{t-1} \)) were used in order to eliminate possible unit roots. To find out whether or not the data follows a stationary process, an augmented Dickey-Fuller test (DF) was routinely carried out. There are other methods for testing this issue, e.g., the Phillips-Perron test, which had the same result. However, the augmented DF test that is known to perform better in small samples is used in the further analysis (Davidson & MacKinnon 2004).

Having first differences result in stationary data and the application of second differences were not necessary. The vector of \( k \) explanatory variables at time \( t \) is denoted by \( X_t' \) and the vector of coefficients with \( k \) elements is denoted by \( \beta \).

The transformation into logarithms eliminates all values that are negative. Since the entire series on \( \text{public deficit} \) (\( \text{def} \)) is negative, two options arise: taking the logarithm and accepting the loss of information or adding a constant \( c \) to each value in order to shift all values into a positive range.

---

9 Beds in public hospitals are – among other things – classified as ‘licensed’ or ‘physically available’, reflecting the number of beds that should or could be in use. ‘Actual’ are those that are de facto in use.
positive area. A criticism of the latter method is that some statisticians do not like to add an arbitrary constant to the data. Since all values are in a negative area it seemed legit to take the logarithms of \( \text{def}'s \) absolute values while being aware of the reverse interpretation of the variable. The correlation and partial autocorrelation functions of the data declare that the data is stationary. The modelling of an autoregressive-moving-average model (ARMA) was not realized; instead an AR(1) model was done separately in section 2.2.2. If there was a sign of having autocorrelation in the residuals, the estimator would be consistent and unbiased, but not efficient.

After using *Heteroscedasticity and the Autocorrelation Consistent (HAC-)estimator* to correct for inconstant variance of residuals over time, the four models, as shown in Table 2, were built.

There are various ways to check the stability of a model, which is considered important to having a valid forecast.\(^{10}\) If one assumes a structural break at a certain point in time, a Chow-Breakpoint test is recommended. Also a lot of visual examinations can be useful in evaluating the stability of a model. A formal statistical test that can be applied is the cumulative sum control chart (CUSUM), which is based on the residuals from the recursive estimates. By applying the CUSUM-test and finding no recursive residual outside the 5%-significance band, each of the four models can be seen as stable.

In order to quantify the severity of multicollinearity the variance inflation factor is estimated, providing a measurement how much the variance of an estimated regression is increased because of correlation between variables. Comparing the Variance-Inflation factor values method and finding all values clearly in a non-suspicious area, the decision is to keep all variables.

\(^{10}\) Throughout this thesis, the terms ‘predicting’ and ‘forecasting’ are used equivalently.
Table 2: Model Variants Austria

<table>
<thead>
<tr>
<th>Dep. Var: PCHE Austria</th>
<th>MV1</th>
<th>MV2</th>
<th>MV3</th>
<th>MV4</th>
</tr>
</thead>
<tbody>
<tr>
<td>c</td>
<td>0.04 ***</td>
<td>0.02 ***</td>
<td>0.05 ***</td>
<td>0.04 ***</td>
</tr>
<tr>
<td>age65</td>
<td>1.49 ***</td>
<td>1.66 ***</td>
<td>1.54 ***</td>
<td>1.45 ***</td>
</tr>
<tr>
<td>def(-2)</td>
<td>-0.01 ***</td>
<td>-0.01 ***</td>
<td>-0.01 ***</td>
<td>-0.01 ***</td>
</tr>
<tr>
<td>pma(-3)</td>
<td>0.01 *</td>
<td>0.01 **</td>
<td>0.01 ***</td>
<td>0.01 ***</td>
</tr>
<tr>
<td>pma(-4)</td>
<td>0.03 ***</td>
<td>0.03 ***</td>
<td>0.03 ***</td>
<td>0.03 ***</td>
</tr>
<tr>
<td>pmn(-3)</td>
<td>0.06 ***</td>
<td>0.05 ***</td>
<td>0.04 (*)</td>
<td>0.05 ***</td>
</tr>
<tr>
<td>nda(-2)</td>
<td>0.02 ***</td>
<td>0.02 ***</td>
<td>0.02 ***</td>
<td>0.03 ***</td>
</tr>
<tr>
<td>nme(-3)</td>
<td>0.013 *</td>
<td>0.02 ***</td>
<td>0.01 **</td>
<td>0.01 ***</td>
</tr>
<tr>
<td>unemp</td>
<td>-0.03 *</td>
<td>-0.05 ***</td>
<td>-0.03 *</td>
<td></td>
</tr>
<tr>
<td>phys</td>
<td>-0.43 *</td>
<td>-0.76 ***</td>
<td>-0.81 ***</td>
<td></td>
</tr>
<tr>
<td>ref_2005</td>
<td>-0.03 ***</td>
<td>-0.03 ***</td>
<td>-0.02 ***</td>
<td>-0.02 ***</td>
</tr>
<tr>
<td>ref_1997</td>
<td></td>
<td></td>
<td>-0.01 (*)</td>
<td>-0.02 ***</td>
</tr>
<tr>
<td>ref_1989</td>
<td></td>
<td></td>
<td></td>
<td>0.02 ***</td>
</tr>
<tr>
<td>Adjusted R^2</td>
<td>0.69</td>
<td>0.67</td>
<td>0.71</td>
<td>0.82</td>
</tr>
<tr>
<td>AIC</td>
<td>-5.44</td>
<td>-5.41</td>
<td>-5.48</td>
<td>-5.94</td>
</tr>
<tr>
<td>BIC</td>
<td>-4.93</td>
<td>-5.00</td>
<td>-4.93</td>
<td>-5.75</td>
</tr>
</tbody>
</table>


It can be noted that the regression is robust in terms of the addition of variables. Change of coefficients is only slight; they remain significant and hold the same sign. In comparing the four model variants, the striking influence of age65 and phys can be noticed. As expected a rising fraction of the older population causes a rise in current public health expenditure. Otherwise an increase of physicians per 1,000 inhabitants will help to reduce current public health expenditures. This can perhaps be explained by the fact of a shortage of physicians in Austria and that an increase in this workforce would help to reduce the payment of physician’s long hours and also decrease wait times for special medical treatments, like operations, especially if the wait time is realized in a hospital. One more reason could be that more physicians result in an overall healthier society and therefore a reduction in the amount of severe/costly treatments.

Since defis in absolute terms, the sign has to be interpreted the other way around. A lowering of the national deficit in percent of GDP should lower PCHE which seems plausible if one assumes a general cut in spending in order to obtain a lower deficit. It is surprising that rising unemployment seems to have reducing effects on the dependent variable. Besides the fact that in MV1 and MV4 unemp is not highly significant, there is no intuitive explanation for a
negative sign and one potential critique of the model. Nevertheless, due to the significance of the variable and against intuitive economic understanding, it was decided to keep the variable, because of a lower Akaike information criteria AIC (and higher $R^2$) in the model MV4.

As it happens the big health reform in 2005 and the reform in 1997 seemed to have had their desired effects of cost-containment.

In contrast to the results of Willemé and Dumont (2015), not only new molecules (NME) and new ‘Class III’ devices (PMA) have a positive sign, but also approved new drugs (NDA) and 510(k)-devices (PMN). As a matter of fact, not only are ‘radically’ innovating products (NME and PMN) experiencing cost-increases, but also ‘incrementally’ innovating products. On the one hand, the cost-increasing effect may be due to treatment expansion as explained by the two authors; on the other hand, this may be caused by special conditions in the Austrian health care system. As the current and special conditions of the Austrian healthcare system are not the topic of this thesis, the latter argument needs further analysis. Another difference besides the sign is the effect of the technology on health expenditure. Willemé and Dumont (2015) are making technology accountable for 43% of growth in total health expenditure. As in the regression above, the effect of technology is much smaller. Furthermore this comparison is not fully appropriate because of (1) the different methodology and (2) the length of time used. In this regression, a time series from 1976 to 2012 was used, compared to the panel estimation from 1980 to 2009, which did not include the latest crisis. Also partial national data (Statistics Austria and OECD) instead of pure OECD data was a resource and may cause differences.

2.2.2. Austria – method B

In method B an autoregressive moving average model, which is in general from the following form, was estimated:

$$X_t = \phi_1 X_{t-1} + \cdots + \phi_p X_{t-p} + \varepsilon_t + \theta_1 \varepsilon_{t-1} + \cdots + \theta_q \varepsilon_{t-q}$$

In order to find out whether or not the variable $PCHE$ follows a stationary process, again an augmented Dickey-Fuller test was performed. Since the test cannot reject the null hypothesis the variable to have a unit root, it is probably not stationary but integrated of order 1. Using first differences of the series solved this issue. From an economic point of view, the use of first differences of $PCHE$ and in a second step predicting the change in levels of $PCHE$ does
not make a difference. Performing the Dickey-Fuller test again on $\Delta PCHE$ leads to the result in Table 3. Also a trend or drift in the data can be excluded.

<table>
<thead>
<tr>
<th>Test Statistic</th>
<th>1% Critical Value</th>
<th>5% Critical Value</th>
<th>10% Critical Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z(t)$</td>
<td>-3.823</td>
<td>-3.682</td>
<td>-2.972</td>
</tr>
</tbody>
</table>

MacKinnon approximate p-value for $Z(t) = 0.0027$

In a next step an investigation (Table 4) was performed to identify a proper lag-order using the information criteria by Akaike (AIC), Schwarz (SIC, SBIC or BIC) and Hannan-Quinn (HQIC). Alternatively the possibility stands to examine the auto correlation function (ACF) and partial auto correlation function (PACF) for the sample of transformed data. Here the approach via information criteria is preferred. For a small amount of observations ($n$) or a large number of predictors ($k$) relative to $n$, a corrected version of the $AIC = 2k - 2 \ln(L)$ – with $\ln$ denoting the natural logarithm and $L$ the maximum likelihood function for the model that minimizes the expected mean squared error – is used (Lindsey & Sheather, 2010). There are again several variants of the corrected AIC (AICc), e.g., those done by Hurvich & Tsai (1989) or Hyndman et al. (2008). They are somehow similar as they all add – at least for the cases examined in this thesis – a positive bias-correction to the original AIC, akin to the version of Burnham & Anderson (2004):

$$AIC_c = AIC + \frac{2k(k+1)}{n-k-1}$$

While for the purpose of forecasting $AIC_c$ or $AIC$ will be the more reliable criterion (compared to BIC or HQIC), solely the AIC will be estimated for comparison. It needs to be stated that the AIC and BIC values are not comparable between the different model variants. Therefore from the two different model methods A and B the best are chosen according to the lowest AIC. The comparison and evaluation between method A and B is then done on the basis of a ‘simulated’ or ‘pseudo’ out-of-sample forecast.
The information criteria are in line to use a lag of 1. Nevertheless, all variants between AR(0 to 5) and MA(0 to 5) were estimated and compared by their information criteria AIC and BIC, so as to find the lowest value in an ARMA(1,0) model, respectively:

**Table 5: Resulting AIC values for combinations of AR and MA (Austria)**

<table>
<thead>
<tr>
<th>lag</th>
<th>MA0</th>
<th>MA1</th>
<th>MA2</th>
<th>MA3</th>
<th>MA4</th>
<th>MA5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-146.834</td>
<td>812.242</td>
<td>9.53765</td>
<td>9.55723</td>
<td>9.58391</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-143.473</td>
<td>6.7213*</td>
<td>1 0.010</td>
<td>697.607*</td>
<td>9.38535*</td>
<td>9.41551*</td>
</tr>
<tr>
<td>2</td>
<td>-143.393</td>
<td>1.1606</td>
<td>1 0.689</td>
<td>740.57</td>
<td>9.44469</td>
<td>9.48993</td>
</tr>
<tr>
<td>3</td>
<td>-143.013</td>
<td>1.75906</td>
<td>1 0.384</td>
<td>711.463</td>
<td>9.48472</td>
<td>9.54503</td>
</tr>
<tr>
<td>4</td>
<td>-143.013</td>
<td>0.00581</td>
<td>1 0.939</td>
<td>823.87</td>
<td>9.54905</td>
<td>9.62444</td>
</tr>
<tr>
<td>5</td>
<td>-141.57</td>
<td>2.8814</td>
<td>1 0.090</td>
<td>802.461</td>
<td>9.52061</td>
<td>9.61109</td>
</tr>
</tbody>
</table>

An AR(1) model was estimated depending only on PCHE itself. The coefficient on the first lag is highly significant and indicates that the past influences the present period in a positive way (Table 6). The AR(1) is stable (or asymptotically stationary) as its characteristic polynomial equation has only roots greater than one in modulus.11

---

11 For the case of AR(1) this property is easily checked, having $|\phi_1| = \frac{1}{\phi_1} \approx 2.67 > 1$
2.2.3. Germany – method A

In the model method A it would be possible to use data from before the reunification and therefore employ a dummy variable that indicates the presence of such a categorical effect. Nevertheless, after estimating different models with different sample sizes, the models used from 1990 and 1991 onwards performed best regarding explained variability.\(^{12}\)

The same theoretical model and variable-pool were used as for Austria’s model method A. To evaluate the most significant lags of the variables by the Food and Drug Administration, systematically models with all combinations between 1 and 5 lags were estimated separately while having the demographic and economic variable in the model. In a second step the best lags of each variable according to the level of significance (p-value) were hold in the model and step by step combined. Variables with a p-value over 15% were dropped. This was necessary due to the fact of the small sample size and the large number of variables.

Unemployment and variables of the category ‘other determinants’ had no significant impact and deteriorated the model in almost all estimated combinations, which resulted in a drop of these variables. Of importance is that larger short-term fluctuations occur every 5-8 years, which is in line with changes in the government. Having an eye on this, the reform in 2007

---

\(^{12}\)A selection of models is added in the appendix
had a very stabilizing effect in all model variants. Even though this dummy was designed to correct for the categorical effect of the health reform in 2007, it is also possible that other effects, e.g., first effects of the financial crisis of 2007/2008, were covered within. Additionally, the dummy variable ger_ref_2001(-1) was implemented, while having the guess that the reform of 2001 showed its impact in 2002. Nevertheless, it was renamed to dummy_2002, indicating that the strongest residuals often are not in the place of so-called reforms.

Table 7 shows the chosen model M91_1 among other model estimations.

The variable for the national deficit was not negative for each data point. A switching of the sign and subsequent reverse interpretation as done for Austria was therefore not possible. Also problems may occur by adding for example the highest value in absolute term plus one to every data point. The shifted and positive series may give the possibility to apply a logarithmic calculus. Nevertheless, the interpretation of the variable would not be simple. The applied and more confident solution is to use the alternating series only in terms of first differences.

PMA-devices seem to have a cost increasing effect if they are relatively new. Devices with the age of four years are cost reducing in opposition to devices with the age of one year or two years. There may be several reasons for explanation. There is the possibility of substituting old devices with newer and maybe cost increasing ones in order to improve the provision of health services.

A way around this comes from the possibility of implementing useful devices with evidence in cost reduction. But the process of examining this evidence may take time. Contrary to Willemé/Dumont (2015), pre-market notifications seem to have a cost increasing effect. An intuitive explanation is that PMNs are somehow copies of existing devices, which are shown to be effective and lead to treatment expansion. A NME is a completely new drug, meaning there are no existing treatments or similar drug products. These drugs may be expensive since they are somehow monopolists, but according to the model they induce a fall in health expenditures. A plausible reason is that long-term and chronically-ill patients are a bigger burden to the health system in terms of costs than patients who recover and stop treatment.
Table 7: Selection of Estimations for Model Method A – Germany

<table>
<thead>
<tr>
<th>Dep. Var: PCHE Germany</th>
<th>from 1990 M90_1</th>
<th>from 1990 M90_2</th>
<th>from 1990 M90_3</th>
<th>from 1991 M91_1</th>
<th>from 1991 M91_2</th>
</tr>
</thead>
<tbody>
<tr>
<td>c</td>
<td>0.13 ***</td>
<td>0.20 ***</td>
<td>0.20 ***</td>
<td>0.16 ***</td>
<td>0.21 ***</td>
</tr>
<tr>
<td>ger_age65</td>
<td>1.91 ***</td>
<td>2.69 ***</td>
<td>2.01 ***</td>
<td>1.53 ***</td>
<td>1.35 ***</td>
</tr>
<tr>
<td>ger_def</td>
<td>-0.11 ***</td>
<td>-0.09 ***</td>
<td>-0.10 ***</td>
<td>-0.03 ***</td>
<td>-0.09 ***</td>
</tr>
<tr>
<td>pma(-1)</td>
<td>-0.05 ***</td>
<td>-0.06 ***</td>
<td>-0.06 ***</td>
<td>0.03 ***</td>
<td>0.02 ***</td>
</tr>
<tr>
<td>pma(-2)</td>
<td>-0.14 ***</td>
<td>0.04 ***</td>
<td>0.04 ***</td>
<td>0.14 ***</td>
<td>0.04 ***</td>
</tr>
<tr>
<td>pmn(-1)</td>
<td>0.03 ***</td>
<td>0.03 ***</td>
<td>-0.04 ***</td>
<td>-0.04 ***</td>
<td>-0.04 ***</td>
</tr>
<tr>
<td>pmn(-2)</td>
<td>-0.14 ***</td>
<td>-0.02 *</td>
<td>-0.17 ***</td>
<td>-0.16 ***</td>
<td>-0.16 ***</td>
</tr>
<tr>
<td>pmn(-3)</td>
<td>0.05 ***</td>
<td>0.05 ***</td>
<td>0.03 ***</td>
<td>0.05 ***</td>
<td>0.02 ***</td>
</tr>
<tr>
<td>pmn(-4)</td>
<td>-0.05 ***</td>
<td>-0.02 ***</td>
<td>-0.02 ***</td>
<td>-0.02 ***</td>
<td>-0.02 ***</td>
</tr>
<tr>
<td>pmn(-5)</td>
<td>0.03 ***</td>
<td>0.03 ***</td>
<td>0.03 ***</td>
<td>0.03 ***</td>
<td>0.03 ***</td>
</tr>
<tr>
<td>nda(-2)</td>
<td>0.03 ***</td>
<td>0.03 ***</td>
<td>-0.04 ***</td>
<td>-0.04 ***</td>
<td>-0.04 ***</td>
</tr>
<tr>
<td>nda(-3)</td>
<td>-0.14 ***</td>
<td>-0.02 *</td>
<td>-0.17 ***</td>
<td>-0.16 ***</td>
<td>-0.16 ***</td>
</tr>
<tr>
<td>nme(-2)</td>
<td>0.05 ***</td>
<td>0.05 ***</td>
<td>0.03 ***</td>
<td>0.05 ***</td>
<td>0.02 ***</td>
</tr>
<tr>
<td>nme(-3)</td>
<td>-0.14 ***</td>
<td>-0.02 *</td>
<td>-0.17 ***</td>
<td>-0.16 ***</td>
<td>-0.16 ***</td>
</tr>
</tbody>
</table>

Note: Method: Least Squares, HAC standard errors & covariance. All variables are in first differences (except: reform dummies) and logarithms (except: ger_def and reform dummies). Last year of the sample is 2012.

2.2.4. Germany – method B

Germany as it is today was created on the 3rd of October 1990. The reunification of the Democratic Republic of Germany to the then Federal Republic of Germany caused an obvious structural break in the data, which in method A could have been corrected by using a reunion dummy-variable. In a model where an auto-regressive (AR) part is used, it seems questionable to use a time-series that consists of two not directly comparable parts. Nevertheless, even if there are possibilities to correct for the break in order to use the whole series – optimal from 1976 onwards – it seems again passable to cut the series at this point. Contrary to variants in the previous method A, the series used for this section’s model and constitutive projection starts directly at 1992.

To find a valid autoregressive moving average model for Germany, the same tests as for Austria were performed, using a modified time-series with data points after 1991. A Dickey-
Fuller test without linear trend cannot reject the null hypothesis that the data has a unit root; hence it is not stationary and instable. Therefore first differences of the health expenditure data were used and a further DF-test shows the data to be stationary (with p-value < 0.001), concluding the data to be integrated of order one. The DF-test with linear trend also cannot reject the null hypothesis for non-differencing data. Respectively, the test with differencing data yields a p-value under 0.0001. The series was modified and a new series was created by taking the trend variable (starting from 1992) into account. This was done in three steps. First, the data of the series was used and the differences of each PCHE_t and PCHE_{t-1} were calculated. Second, the mean of all differences was taken and third the new values for the new series were calculated: \( PCHE_t - \mu(PCHE) \times \text{trend variable} \). This was done for each period. The trend variable increases by 1 over time, starting with a value of 0 for the first period. After successfully performing tests for (trend-)stationarity on the log-diff data, the autocorrelation and partial autocorrelation functions were plotted to determine an appropriate lag order of the model. Since both functions did not show a clear and identifying pattern, in a next step AIC and BIC values were computed for all combinations of MA(0 to 5) and AR(0 to 5).

Table 8: Resulting AIC values for combinations of AR and MA (Germany)

<table>
<thead>
<tr>
<th></th>
<th>MA0</th>
<th>MA1</th>
<th>MA2</th>
<th>MA3</th>
<th>MA4</th>
<th>MA5</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR0</td>
<td>-83.875408</td>
<td>-82.156154</td>
<td>-81.411431</td>
<td>-82.806996</td>
<td>-82.892875</td>
<td>-81.429469</td>
</tr>
<tr>
<td>AR1</td>
<td>-82.05565</td>
<td>-80.552761</td>
<td>-83.640967</td>
<td>-81.10542</td>
<td>-81.193798</td>
<td>-79.884987</td>
</tr>
<tr>
<td>AR2</td>
<td>-80.953393</td>
<td>-84.399746</td>
<td>-84.089678</td>
<td>-79.26926</td>
<td>-78.626967</td>
<td>-78.972575</td>
</tr>
<tr>
<td>AR3</td>
<td>-79.928299</td>
<td>-82.737689</td>
<td>-77.930684</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>AR4</td>
<td>-77.996058</td>
<td>-80.96537</td>
<td>-79.255562</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>AR5</td>
<td>-78.49005</td>
<td>-78.582027</td>
<td>-76.663668</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
</tbody>
</table>

According to both information criteria, the ARMA(2,1) model yields the best result, presenting the AIC values in Table 8. The second best result according to the AIC is ARMA(2,2). Since there are only 20 observations, a model with a low lag order of 1 was also estimated. The ARMA(1,0) model was then preferred over, e.g., an ARMA(1,1) model, for the same reasons as before.
3. Forecast

The forecast on current public health expenditure without investments and costs for long-term care is based on the models as presented in the previous chapter. For both countries the original sample (till 2012) will be extended by the forecast sample (2013 to 2030).

3.1. Assumptions

3.1.1. Austria

The fraction of the population that is older than 65 years develops on the basis of Statistics Austria’s main scenario (2013) as seen in Figure 6.

![Figure 6: Demographical Change, Austria](image)

Note: AGE65: Share of population that is 65 years or older; LE65: life-expectancy at the age of 65
Source: Statistics Austria (2013)

The rate of unemployment (national definition) in 2013 was 7.6%. Based on the WIFO-forecast it will drop from 7.9% in 2014 to 7.7% in 2018. One assumption of the further forecast states that the rate of unemployment will remain constant from 2018 till 2030.

The data for medical devices (PMA and PMN) and new drugs (NME and NDA) was continued from 2014 until 2030 based on the average growth rates from 1976 to 2013.
As a legal requirement of the Stability and Growth Pact by the European Economic and Monetary Union, the national deficit is not allowed to exceed the limit of -3.0%. Same as before, the data was continued from 2014 until 2030 on the basis of the average growth rates from 1976 to 2013 without violating this requirement.

### 3.1.2. Germany

The share of population older than 65 years develops according to variant 1 of the 13th coordinated population projection (Federal Statistical Office 2015). The variant 1 of the projection, which is named *continuity at weaker immigration*, takes 2013 as the base year. This variant assumes the average number of children per woman to be constant at 1.4, while the average reproductive age of women is slightly increasing from 30.7 years to 31.8 years in 2028 and constant afterwards. The life expectancy at birth and the life expectancy at the age of 65 is moderately increasing from on average 80.3 years to 86.8 years and 19.1 years to 23.5 years in 2060, respectively. The net annual immigration falls stepwise to 100,000 in 2021 and stays constant at this level. As a result, the share of population older than 65 years increases from 20.9% (2013) to 27.5% (2030).

As for Austria the number of medical devices, new drugs and the national deficit – for the latter taking the requirement of the -3.0% frontier into account - were continued on the basis of the average growth rates of the previous years.
3.2. Results

3.2.1. Austria

As the previous assumptions have been made, model A forecast results with increases of current health expenditure per capita of EUR 2892.03 in 2020 and EUR 4538.08 in 2030 (Figure 7: green line MV4).

Since in general all estimated models are wrong to a certain degree it seems to be the reasonable that the acceptance of ‘thick modeling’ – the simple method of combining models and give equal weights – has increased in the last decade. The combination of forecasts was pioneered by Bates and Granger (1969) and since then has been refined in many fields of application, becoming subtler. Wenzel (2001) for example proposes a hits-and-miss methodology in order to weigh different forecasts. If a model ‘hits’, meaning either gets the right direction or has a smaller error than competing models, it is weighted by a higher factor. Often simple averages can be understood as benchmarks to more complex weighting schemes and hold on surprisingly well, legitimating giving method A and B a weighting of 0.5.

The mean standard error in the AR(1)-model for the predicted values is 7.30 and, in contrast to the forecast from the model MV4, stays the same. The forecast is also much more linear than in the variant MV4. Comparing the predicted values and their significant difference, it appears valid to use the average of both predictions (Figure 7). The steep rise of expenditure in the variant MV4 is prone to the big influence of the variable that determines the age of the population. The model AR(1) only indirectly takes a rising population effect into account since there will be a connection between age and health expenditure, but the main reason for a further rise in health expenditure is the continuous rise of health expenditure in the past.

Considering both models equally, the current health expenditure for Austria will increase to EUR 2687.75 in 2020 and EUR 3702.93 per capita in 2030, which is a 24.9% or 72.0% rise, respectively, compared to the expenditures in 2012.
Figure 7: PCHE and its predictions, Austria
3.2.2. Germany

In Figure 8 there are two small edges observable at the beginning of the forecast for Germany. Afterwards a constant rise of health expenditure can be seen. Naturally the longer the period of the forecast, the more inaccurate it becomes. The red dotted lines denote an interval of standard errors.

According to the previous chapter, the model ARMA(2,1) was selected and projected in a dynamic way. Also the model AR(1) was projected and was very similar to the prediction of the ARMA(2,1) model. More interesting is the shape of the ARMA(2,2) forecast. At the beginning of the out-of-sample forecast a short-term fall in health expenditure can be observed, which is kind of similar in shape – not in value – to the model calculated in method A. For comparison, the models ARMA(2,1) and ARMA(2,2) are presented in Figure 9.
Figure 9: Forecast Germany method B

Figure 10: PCHE and its predictions, Germany
Similar to the results for Austria, the model from method A forecasts much higher health expenditure per capita than method B. This is also due to the strong influence of an ageing population predicted by official agencies. In Figure 10 the difference between the two models becomes visible, resulting in an increase of health expenditures to an amount of EUR 2803.92 in 2020 and EUR 3951.91 in 2030, taking both models with equal weight into account. Compared to 2012, this is an increase of 25.3% and 76.7%, respectively.

3.2.3. Evaluating Forecasts

There are several ways to evaluate forecasts. Fair (1986) and Pena et al. (2001) state the most common evaluations are based on the mean errors (ME), mean absolute errors (MAE) or root mean squared errors (RMSE), defined as follows:

\[
ME = \frac{1}{n-m} \sum_{t=m+1}^{n} (y_t - \hat{y}_t)
\]

\[
MAE = \frac{1}{n-m} \sum_{t=m+1}^{n} |y_t - \hat{y}_t|
\]

\[
RMSE = \sqrt{\frac{1}{n-m} \sum_{t=m+1}^{n} (y_t - \hat{y}_t)^2}
\]

Nevertheless, the RMSE seems to be the more valuable criterion since it is more sensitive than the other two measures. Through the squaring, a disproportionate weight is given to very large errors.

However, there is no “good” or “worse” criterion. Often other measures like the mean percentage error (MPE) and the mean absolute percentage errors (MAPE) are also used, having the advantage of being scale-independent when considering multiple forecasting points. Otherwise, they have the disadvantage of being extreme when any \(y_t\) is close to zero and thereby distort the value of the actual forecast model (Tofallis 2014). They also can become unfeasible if the data points of \(y_t\) are shifted in the direction of \(\hat{y}_t\) data points.
\[ MPE = \frac{1}{n-m} \sum_{t=m+1}^{n} \left( \frac{y_t - \hat{y}_t}{y_t} \right) \times 100 \]

\[ MAPE = \frac{1}{n-m} \sum_{t=m+1}^{n} \left| \frac{y_t - \hat{y}_t}{y_t} \right| \times 100 \]

Furthermore, Theil’s coefficient of inequality (TIE) is used in the evaluation of forecasts (e.g., Huang et al. 2014). This measure is bounded between 0 and 1, with 0 as the case of a perfect forecast and 1 indicating a negative relationship or one of the variables being identical to zero.

\[ \text{Theil’s IE} = \frac{\sqrt{\frac{1}{n} \sum_{t=1}^{n} (y_t - \hat{y}_t)^2}}{\sqrt{\frac{1}{n} \sum_{t=1}^{n} y_t^2} + \sqrt{\frac{1}{n} \sum_{t=1}^{n} \hat{y}_t^2}} \times 100 \]

Since it is not always clear which performance measurement is the best to use, it seems justified to compare multiple measurements. In Table 9 and Table 10 some of these measurements are presented. Method B refers to the chosen models for Austria and Germany, ARMA(1,0) and ARMA(2,1) respectively, while the sample has been split into two parts: the construction sample and the validation/hold-out sample. The first part is used to fit the model and predict a following period, while the second part gives the advantage of evaluating the forecast result.

There are no guidelines on how to split the data. However, since the actual number of observations is low, the split should also be marginal in order to prevent a relevant loss in efficiency while the model is fitted only to part of the original time-series. Therefrom the years 2010 to 2012 were cut in order to have a “pseudo” or simulated” out-of-sample comparison (appendix: Figure 11, Figure 12). A true out-of-sample analysis would be to estimate the model based on data up to and including today (here: 2012), construct a forecast of tomorrow’s value \( Y_{t+1} \), wait until tomorrow, record the forecast error and re-estimate the model before making a new forecast of \( Y_{t+2} \). Since this procedure will take its time, often “pseudo” or “simulated” out-of-sample analysis are performed. These analysis mimic the procedure described, using some date \( T_0 < T \), rather than today’s date \( T \), as starting point. The tables evaluate one-step ahead forecasts and multi-step forecasts. In one-step forecasts all models were newly estimated and evaluated. The results show that the overall forecasting
performance of method A and B evaluated via RMSE, MAE, MAPE and Theils’ Inequality Coefficient is quite similar on both one-step and multi-step forecasts.

Overall, it can be observed that the models from method A in general perform better according to the measurements. In one-step-forecasts, method A forecasts more accurately than method B, regardless of the forecast error measurement considered. The disparity for Austria in MAE and RMSE values ranges from 16% to 3%, respectively. The improvements for Germany are higher and reach from 28% (MAE) to 19% (MAPE).

<table>
<thead>
<tr>
<th>Country</th>
<th>Method</th>
<th>One-step forecasts</th>
<th>Step-ahead of multi-step forecasts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MAE</td>
<td>MAPE</td>
</tr>
<tr>
<td>Aut</td>
<td>A</td>
<td>21.84</td>
<td>1.11</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>25.93</td>
<td>1.22</td>
</tr>
<tr>
<td>Ger</td>
<td>A</td>
<td>34.00</td>
<td>1.70</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>46.98</td>
<td>2.11</td>
</tr>
</tbody>
</table>

Note: Mape in %

<table>
<thead>
<tr>
<th>Country</th>
<th>Method</th>
<th>One-step forecasts</th>
<th>Step-ahead of multi-step forecasts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td>TIE</td>
</tr>
<tr>
<td>Aut</td>
<td>A</td>
<td>23.48</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>24.11</td>
<td>0.35</td>
</tr>
<tr>
<td>Ger</td>
<td>A</td>
<td>37.78</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>47.00</td>
<td>0.62</td>
</tr>
</tbody>
</table>
4. Conclusion

Compared to other countries in Europe, Austria and Germany had the second and third highest health expenditure per capita in 2012 (OECD 2014), despite most countries facing the same challenges for financing health expenditures. The direction of health expenditure is given by the past and this growth is expected to accelerate due to an increasing share of the population being made up of older individuals. The review of empirical literature on health expenditure determinants has illustrated that age is a crucial factor, but also other determinants like technology have to be involved.

This thesis tries to evaluate current public health expenditures without long-term costs, while applying two different methods. One method (A) uses exogenous variables in order to explain health expenditures, and the other method (B) tries to project the future only based on past experiences of itself. Method A therefore not only uses standard variables, but also a technology proxy as recently appeared in the literature. It was determined that for both countries—Austria and Germany—the technology proxy did not have a big impact on health expenditures. The share of people over 65, on the other hand, had a large significant impact, which in the future could result in an exponential increase of costs. For the case of Austria also the fraction of physicians seems to be a relevant dimension in containing costs, as they help to reduce costs. Both countries have already reacted with reforms that aim to contain costs, though not all had their desired effect from a statistical point of view. Method B in contrast forecasts a more comfortable scenario, as health expenditure will rise linearly. However, the results of both estimations predict an increase of per capita health expenditure in Austria by 24.9% to EUR 2687.75 in 2020 and by 72.0% to EUR 3702.93 in 2030, compared to data from 2012. Health expenditure in Germany will increase by 25.3% to EUR 2803.92 in 2020 and by 76.7% to EUR 3951.91, compared to the last available data in 2012.

While some economists may argue that the gross domestic product needs to be present even in a model using national deficit, this indeed could be a relevant critique. Furthermore, even if literature is united in seeing the ageing of populations as a major challenge for future governments, the effect could be too large in both methods of this thesis. A third point that could not be avoided while investigating countries in Europe is the use of data from the United States Food and Drug Administration. Unfortunately, data on new medicines approved by the European Medicines Agency is only available for a very limited timeframe. In fact the
European Database on Medical Devices (Eudamed) can only be accessed by regulatory authorities.

Still, the methods to achieve the objective of this thesis – to predict health expenditures – were successfully applied and it will be interesting to compare results with actual prospective data. While out-of-sample forecasts often lose their precision the longer they stand, the direction of the results may be a beneficial indication to decision makers in the health system.
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### Appendix

**Table 11: Identification of reforms in Austria regarding health expenditure**

<table>
<thead>
<tr>
<th>Year</th>
<th>Reform</th>
</tr>
</thead>
<tbody>
<tr>
<td>1978</td>
<td>1st 15a Agreement – „Revenue-Oriented Expenditure Policy“ (objective: cost-containment)</td>
</tr>
<tr>
<td>1989</td>
<td>Fee for inpatient stays (objective: cost-containment)</td>
</tr>
<tr>
<td>1992</td>
<td>Contribution increases</td>
</tr>
<tr>
<td>1993</td>
<td>Federal Care Allowance (Bundespflegegeld); Money transfer from the federal budget</td>
</tr>
<tr>
<td>2000</td>
<td>Refund of sales growth in pharmacies, margin reductions for wholesalers, renewed increase in prescription charges</td>
</tr>
<tr>
<td>2001</td>
<td>Ambulance fee (abolished 2003)</td>
</tr>
<tr>
<td>2002</td>
<td>Revision compensation fund (Ausgleichsfond) (objective: cost-containment)</td>
</tr>
<tr>
<td>2003</td>
<td>Unification of contribution rates; Increase contribution rates for pensioners</td>
</tr>
<tr>
<td>2005</td>
<td>„Reformpool“; Increase in health insurance premiums, Increase in the maximum contribution base, Increase in tobacco tax</td>
</tr>
<tr>
<td>2006</td>
<td>PharmMed: Less stringent restrictions for licensing pharmacies to encourage competition</td>
</tr>
<tr>
<td></td>
<td>Service-fee for e-card instead of health-certificate fee (Krankenscheingebühr)</td>
</tr>
<tr>
<td>2008</td>
<td>Cap on prescription-fees; Individuals that reach 2% expenditure on fees of annual income are exempt from paying for fees for the rest of the year.</td>
</tr>
<tr>
<td></td>
<td>„Framework Contract for pharmaceuticals“ to slow increase in medication costs</td>
</tr>
<tr>
<td></td>
<td>Linking tax expenditure on hospitals to general taxation → Additional funding of EUR 100 Mio per year for hospitals: “Financial Equalization Act 2008” in agreement with 15a.</td>
</tr>
<tr>
<td>2010</td>
<td>Minimum income agreement: Recipients (former: social benefit receiver) obtain access (e-card)</td>
</tr>
<tr>
<td>2010-2014</td>
<td>Structural Health Fund; funded with EUR 260 Mio of general tax revenue (Expenditure of funds on the achievement of certain objectives) (objective: Reduce level of indebtedness)</td>
</tr>
<tr>
<td>2011/12</td>
<td>LTC-Fund; “Long-Term Care Allowance Reform Act” – covers increases in cost by federal states &amp; local authorities (EUR 685 Mio: 2/3 federal government, 1/3 federal states)</td>
</tr>
<tr>
<td>2013</td>
<td>Annual payment of EUR 6 Mio from Pharma-Industry to FSSI</td>
</tr>
</tbody>
</table>

Source: Hofmarcher and Rack (2006), Hofmarcher and Quentin (2013)
<table>
<thead>
<tr>
<th>Year</th>
<th>Reform</th>
</tr>
</thead>
<tbody>
<tr>
<td>1988/89</td>
<td>The ‘Health Care Reform Act of 1989’ came into effect on 1.1.1989:</td>
</tr>
<tr>
<td></td>
<td>– Adjustment of co-payments for dentures depending on regular dental examinations</td>
</tr>
<tr>
<td></td>
<td>– Fixed amounts for drugs and medical devices</td>
</tr>
<tr>
<td></td>
<td>– Public committees to regulate shared medical equipment in the outpatient and inpatient care</td>
</tr>
<tr>
<td></td>
<td>– Introduction of a risk structure compensation (Risikostrukturausgleich) for redistribution of contributions by the health insurances (from 1994);</td>
</tr>
<tr>
<td></td>
<td>– Abolition of the cost-recovery principle for hospitals</td>
</tr>
<tr>
<td></td>
<td>– Introduction of legally fixed budgets or spending caps for certain sectors of the health systems</td>
</tr>
<tr>
<td></td>
<td>– Increase of co-payments for drugs (depending on introduction of the drug or the packaging size)</td>
</tr>
<tr>
<td>1997</td>
<td>‘Health Insurance Contribution Relief Act’ come into effect on 1.1.1997 (objective: cost-containment)</td>
</tr>
<tr>
<td></td>
<td>– Excluding operational dental services and oral surgery services from the service catalog for those born after 1978 (abolished 1998)</td>
</tr>
<tr>
<td></td>
<td>– Reduction of all contribution rates by 0.4%</td>
</tr>
<tr>
<td></td>
<td>– Reduction of rehabilitative services</td>
</tr>
<tr>
<td></td>
<td>– Increased co-payments for drugs and rehabilitative measures (1999 and 2000 partially reduced)</td>
</tr>
<tr>
<td></td>
<td>– Removal of Health Promotion Services (partially reintroduced in 2000)</td>
</tr>
<tr>
<td>2001</td>
<td>Between 2001 and 2003 a large number of laws and regulations have been adopted (objective: compensate shortcomings of the health insurances):</td>
</tr>
<tr>
<td></td>
<td>– Reform of risk-structure compensation: Redistributing resources in order to compensate differences between health insurances</td>
</tr>
<tr>
<td></td>
<td>– ‘Drug Budget Repeal Act’: drug budgets were repealed and replaced by regional agreements. In addition a law limiting the expenditure on drugs was adopted and a once-payment of the Association of Research-based Pharmaceutical manufacturer (VFA) was made in order to disclaim on a general price reduction for certain drugs.</td>
</tr>
<tr>
<td></td>
<td>– Introduction of DRG-based payment system</td>
</tr>
<tr>
<td>2003</td>
<td>‘Statutory health insurance (SHI) Modernization Act’:</td>
</tr>
<tr>
<td></td>
<td>– Certain services are excluded from the SHI catalog</td>
</tr>
<tr>
<td></td>
<td>– Co-payments are adjusted</td>
</tr>
</tbody>
</table>
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- Introduction of consultation fee for medical and dental visits
- Increase of manufacturer discounts for cash at patented drugs

2007 ‘Health reform 2007’:
- Health insurances increase salary-related rates by 0.5 percentage points
- The current limitation of the physicians’ compensation to a fixed total budget is set aside. Instead, the fee will be converted to flat rates per service
- Pharmacies have to pay a higher discount (EUR 2.30) per prescription drug than before (EUR 2.00) to the SHI
- Introduction of a health fund with a uniform contribution rate

Source: Busse and Blümel (2014)

Table 13: Correlation of Variables (Austria)

<table>
<thead>
<tr>
<th></th>
<th>PCHE</th>
<th>DEF</th>
<th>PMA</th>
<th>PMN</th>
<th>NDA</th>
<th>NME</th>
<th>UNEMP</th>
<th>PHYS</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCHE</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DEF</td>
<td>-0.33</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PMA</td>
<td>0.51</td>
<td>-0.30</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PMN</td>
<td>-0.42</td>
<td>0.43</td>
<td>0.08</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NDA</td>
<td>-0.10</td>
<td>0.00</td>
<td>0.08</td>
<td>-0.05</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NME</td>
<td>0.18</td>
<td>0.12</td>
<td>0.37</td>
<td>0.23</td>
<td>-0.02</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UNEMP</td>
<td>0.77</td>
<td>-0.01</td>
<td>0.61</td>
<td>0.15</td>
<td>-0.19</td>
<td>0.41</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>PHYS</td>
<td>0.99</td>
<td>-0.27</td>
<td>0.54</td>
<td>-0.30</td>
<td>-0.11</td>
<td>0.24</td>
<td>0.85</td>
<td>1.00</td>
</tr>
</tbody>
</table>
Figure 11: Forecast 2010-2012 (sample: 1976-2009), Austria

Figure 12: Forecast 2010-2012 (sample: 1992-2009), Germany
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