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Abstract

As a stable three dimensional structure of compounds that can catalyze biochemical reactions was already inferred in 1894 (Fischer), their chemical nature was elucidated in 1926 (Summer) and a stable fold was demonstrated as early as 1958 (Perutz, Kendrew), the requirement of stable structures to convey functions became a central dogma in molecular biology. Due to missing information on the abundance of highly flexible proteins and the fact that they are rarely involved in catalysis, they have been largely disregarded. Today, however, we know about their involvement in numerous physiological and pathological processes which has led to a dramatic increase in scientific interest.

Here we demonstrate state of the art magnetic resonance methods to characterize the dynamic, thermodynamic and structural properties of intrinsically disordered proteins (IDPs) and their interactions with the example of Osteopontin (OPN). This highly charged protein fulfills various different functions in vivo and is overexpressed in several types of tumor cells, where its interaction with receptors at the cell-surface (i.e. Integrins, CD44) are implicated in its tumorigenicity. This makes OPN not only a valuable model, but also a research target of high importance.

Our data show that OPN, despite being highly flexible and mostly extended, also samples well defined cooperatively folded compact conformations that show strong resistance to denaturing agents. Using new magnetic resonance methodology in conjunction with isothermal titration calorimetry (ITC), we are also able to provide thermodynamic information on the interaction of OPN with its naturally occurring ligand heparin. Here we detect increased amounts of disorder and relate them to the observed mechanism of interaction.
Zusammenfassung

Da auf eine stabile dreidimensionale Struktur von Verbindungen, welche biochemische Reaktionen katalysieren können, schon im Jahr 1984 (Fischer) rückgeschlossen wurde, ihre chemische Beschaffenheit 1926 (Summer) aufgeklärt wurde und die Faltung selbst bereits 1958 (Perutz, Kendrew) gezeigt wurde, ist das Vorhandensein einer stabilen Struktur zur Vermittlung einer Funktion ein zentrales Dogma der Molekularbiologie geworden. Fehlende Informationen zur relativen Häufigkeit extrem flexibler Proteine und deren seltene Involierung in katalytischen Prozessen führten zu Ihrer Vernachlässigung in der Forschung. Heute jedoch ist ihrer Beteiligung an einer Vielzahl physiologischer und pathologischer Prozesse bekannt, was zu einem drastischen Anstieg des wissenschaftlichen Interesses geführt hat.
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Introduction

History

All organisms rely on an array of different compounds in order to generate all the chemical reactions we commonly call ‘life’. These compounds are classified in a variety of ways and include, among many others, lipids, proteins, fatty acids, sugars, DNA and RNA. Although enzymes were known to play important roles in many biological processes (i.e. fermentation), it took researchers until 1926 to verify that proteins are the actual constituents carrying out enzymatic reactions.1 Interestingly, even then, the protein sample was obtained by crystallization, as it was the method of choice to prepare a clean sample of any unknown molecule.

Up until 1952, when Hershey & Chase2 were able to verify previous speculations3 that DNA was the constituent of biological systems, that enables any organism to pass on its genetic information, proteins were often assumed to be the hereditary material. This speculation was due to the fact, that proteins consist of 20 different amino acids, and DNA consists only of 4 different bases, more information could theoretically be stored in less material. The idea that this higher theoretical information content must mean that proteins carry the genetic information was so widespread, that it persisted up until 1952, even though proteins had already been shown to be the constituent catalyzing at least some chemical reactions.1

Due to very insightful chemistry they were already presumed to need a well-defined structure in order to carry out these reactions.4 First direct insights into these structures themselves came with the advent of X-Ray crystallography.5,6,7 These first examples of how a long and seemingly random chain of amino acids can adopt such a well defined three dimensional structure were a great leap forward in understanding protein function on a molecular level. As more and more structures were solved with this technology, the belief that all proteins necessarily need to have a single well defined structure in order to carry out their function became deeply entrenched in most researchers minds and if proteins did not display a stable structure, this aspect was often simply ignored.8 This static picture of protein structure even persisted after first studies demonstrated, that some proteins that have clear and important functions do not display a stable fold in solution.9 It was merely altered to include proteins that do not have a stable structure when free in solution, but still adopt a well defined fold in their active state (i.e. ‘folding upon binding’).
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As the ‘active’ state of the protein was still perceived as structured, investigations into the conformational ensemble the proteins displays before interaction were not regarded as highly important. In addition to the theoretical unimportance of proteins that do not display a single stable structure, there were methodological obstacles preventing the investigation of proteins that do not fold into a single structure. X-ray diffraction depends on the constructive interference of individual diffractions, which is caused by atoms only if they are arranged in a protein crystal.\textsuperscript{10} If there are many conformations present, crystal formation is virtually impossible and there is also no possibility for a clear diffraction pattern, thus preventing any investigations into the structure of the protein. Elimination of flexible parts within proteins was often used as a tool to help crystallization, neglecting the importance of unstructured regions.\textsuperscript{11,12} As the wealth of X-ray crystallographic data grew, the idea of folded proteins being the only relevant state for biological function became ever more of a dogma. Although the very first hints towards unstructured proteins having very relevant functions were discovered much earlier,\textsuperscript{9} the broader interest in these proteins only came when bioinformatic analyses were able to demonstrate that a large part of our proteome is at least partially unstructured in its ‘natural’ state.\textsuperscript{13}

Structure

As more and more structures of proteins were solved and many full genomes were sequenced, bioinformatic disorder predictors could be developed and refined to high accuracy. In the case of DISOPRED2\textsuperscript{14} a false positive rate of only 0.5\% was achieved on the test set. Even this number is probably overestimated, as some of the predicted disordered regions showing order in the crystal structure do so due to contacts with binding partners or the crystal lattice. Using this program, it was estimated that stretches of thirty or more consecutive disordered amino acids occur in 2\% of the archean, 4.2\% of eubacterian and 33\% of the eukaryotic genome.\textsuperscript{14} As there is a significant likelihood of disordered regions being falsely predict as ordered (due to the training of the algorithm on crystal structures) this is most likely a conservative estimation.
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Additionally, the advent of fast and easy sequencing technologies has lead to a dramatic shift in how proteins are investigated. Previously purified fractions of proteins were tested for (mostly enzymatic) activity and subsequently purified and only then was their amino acid composition identified. These methods mostly detected well-folded proteins. As sequencing became ubiquitous many researchers began to start with a given sequence whose product has been shown to be important for a specific cell function and subsequently focus on the protein it encodes. As this methodology of the so-called ‘post-genomic era’ does not place as many requirements on the structure of the protein, it led to the discovery of IDP abundance.15

Once it became apparent that a large part of the proteome is intrinsically disordered, while theoretical concepts still explained protein functions in terms of a single stable structure, the question commonly asked was ‘Why are so many proteins not adopting a stable tertiary fold?’. Investigations into the advantages of IDPs lead to the discovery of various attributes that are beneficial in the right context. The flexible nature of IDPs can allow for remarkably fast on-rates, possibly facilitated by a ‘fly-cast’ like mechanism.16,17 Sampling of many different conformations can allow for specific interactions with different binding partners while folding upon binding, which is observed for many IDPs, can potentially lower the binding affinity. Relatively low affinities are sometimes a requirement for interactions of high specificity to properly function in signal transduction networks.18 One part of the protein might be involved in an interaction, whilst another part can still sample a relatively large area and is not perturbed in its interaction with a second binding partner, thus enabling IDPs to function as ‘scaffold-proteins’.19 Additional explanations on the usefulness of IDPs can be found when heading Dobzhansky’s famous quote: “Nothing in biology makes sense except in the light of evolution.”20 Not only does the use of IDPs greatly expand the accessible sequence space for proteins, the relative stability of unstructured proteins towards mutations as well as their adoption of many different conformations means that new functions can be evolved more easily for these proteins in comparison to their folded counterparts.21,22 In addition the question mentioned above (‘Why are so many proteins not adopting a stable tertiary fold?’) is probably not the most helpful approach to IDPs, as it still stems from the view of a dichotomic partitioning of proteins into ‘ordered’ versus ‘disordered’. Research regarding the excited states of proteins has demonstrated that they can also contain structures within their ensemble
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which differ greatly from the observed ground state structure. Keeping this in mind, the
difference between IDPs and ‘folded’ proteins is reduced to variations in the
number of thermally accessible states stemming from differing energy landscapes. As
more and more IDPs are shown to contain populations of (at least partly) folded
conformers, while the excited states of ‘folded’ proteins reveal their ability of adopting
varying structures, the clear distinction between ‘folded’ versus ‘unfolded’ fades
away. Rather than being the only two relevant versions of structure, they should be
viewed as two extremes in a continuum.

NMR for IDPs

Fortunately the limitation to well folded proteins (as in X-ray crystallography)
does not apply for all spectroscopic methods. The rapid interconversion between
numerous different states, however, poses a challenge for all structure determination
methods. Solution based methods commonly can only access a time averaged
structural ensemble of an IDP. Using small angle X-ray scattering (SAXS) the general
shape of the ensemble as well as the distance distribution expected can be calculated
and recent advances can even provide insights in the overall shape of IDP ensembles.
The introduction of two fluorescent labels allows for measurement of the energy
transfer efficiency between them, thus enabling the calculation of distance distribution
in Förster resonance energy transfer (FRET) experiments. In both of these
methodologies different distances contribute with different signal intensity, the rapid
interconversion between several states with ever changing distances, thus, complicates
the determination of accurate distance distributions. In the case of circular dichroism
(CD) measurements the determination of the secondary structure content is generally
achieved by an approximation of the observed curve with theoretical curves of pure
secondary structures, often using neural networks. The estimation of average
secondary structure content is, thus, possible but information on the contributions of
individual conformations to the average is lacking. Therefore a distinction of whether
10% of the protein is α-helical 90% of the time or 90% of the protein 10% of the time
is not possible. Using unpaired electrons as spin labels, continuous wave (CW)
electron paramagnetic resonance (EPR) can report on the mobility of the introduced
spin label in the context of the full protein.
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Technological advances such as the development of ultra high field instruments and multidimensional experiments, together with improved protein production and labeling schemes have helped nuclear magnetic resonance (NMR) spectroscopy make significant progress towards a description of ever larger proteins without a single stable fold. Although many other methods can be used to gather information on the conformational ensemble of these proteins, NMR stands out due to both the wealth of different types of information it can provide and its capability of accessing this information on an atomic level. Obviously this methodology also comes with its limitations: Although ever bigger structures are solved by NMR, the size limitation is still the major obstacle preventing NMR from becoming the method of choice for most structure determination efforts. In the case of IDPs, however, the size limitation stemming from the slow tumbling times of the protein is less stringent as high motional freedom of the backbone leads to slower relaxation. The effect of peak overlap is worse in proteins without a defined tertiary structure, but experiments of high dimensionality and direct carbon detection can be used to circumvent this problem. The need for isotope labeled samples leads to a restriction in expression systems, which makes it difficult to access human proteins with the inclusion of their post translational modifications, although the introduction of these modifications to purified protein extracts is often possible. The requirement for a sample which can be highly concentrated and is stable for extended periods of time close to room temperature is also often a hard obstacle to overcome. In most cases, however, this can be achieved after testing for permissive buffer conditions and additives. The relatively high vulnerability of unstructured segments in terms of protease activity in vitro often complicates investigations, but it can also be put to good use when using differential protease cleavage patterns of bound and unbound species to identify interaction sites. In contrast to the in vitro observations, in vivo the degradation rate of IDPs in general does not seem to be drastically higher than observed for fully folded proteins.

A large set of different measurement techniques has been developed by NMR-spectroscopists to access the conformations of proteins in general and IDPs in particular. First and foremost signal assignment needs to be carried out in order to determine the origin of the resonances observed. As signal assignment in proteins is typically achieved along the proteins backbone, Cα and Cβ chemical shifts are typically collected alongside carbonyl carbon, amide nitrogen and proton chemical shifts. As the deviation of these chemical shifts from statistical random coil values are
indicative of secondary structures, a first step is often to calculate the secondary structure propensity of each residue of the protein under investigation. This propensity, however, does only give information on local structure formation. When looking for the overall structure of proteins, information on long-range contacts between amino acids is of paramount importance. In folded proteins the nuclear Overhauser effect (NOE) is typically used to provide information on such contacts. In IDPs the small populations of each state together with the distance dependence of $r^{-6}$ for the NOE call for a different way of investigation. The method of choice in this respect is the measurement of enhanced relaxation rates caused by the introduction of a paramagnetic spin label (PREs). As the paramagnetic label causes a decrease in signal intensity in a distance dependent manner, monitoring the changes along the protein's primary sequence allows for the determination of transient contacts and compactions within the protein. In the context of folded proteins PREs stemming from a paramagnetic environment are a very useful tool to gain additional structural information, this is especially true for large proteins that require deuteration and provide much less NOE information. Additional experiments for structural determination include the measurement of (cross-correlated) backbone dihedral angle scalar couplings and the measurement of solvent exchange rates and residual dipolar couplings (RDCs). The last two techniques are very useful in well-folded proteins but, due to the low signal dispersion in IDPs and the distribution of their torsion angles in the Ramachandran plot, the utility of cross correlation experiments for IDPs has only recently come to light. The relatively high amounts of alignment required to obtain RDC measurements of an intrinsically disordered protein, on the other hand, can easily lead to a perturbation of the conformational ensemble. This possibility needs to be excluded very carefully using multiple alignments and complementary methods. Therefore, care has to be taken when using these techniques and they are generally not used as much when studying IDPs.

As IDPs are defined by their inability to adopt a stable tertiary fold, descriptions of their structure can never be performed with a simple set of atomic coordinates. Descriptions must, therefore, always contain a relatively high inaccuracy in regards to atomic positions making them ‘low-resolution’ structures. However, even what became to be the most famous three-dimensional structure of a biological macromolecule would be considered a low-resolution, integrative structure today. The structure of the DNA double helix as published by Watson and Crick was based on
low-resolution fiber diffraction data as well as chemical constraints and stoichiometry considerations, nevertheless the conclusions drawn from this model led to a flurry of new techniques and investigations in what are now called the life-sciences. In addition the concept of ‘resolution’ implies a static model, but as structure and dynamics heavily influence each other, this is particularly problematic for all flexible macromolecules. Therefore, we can conclude that it is not the ‘resolution’ of a certain model, but the conclusions drawn from it and the new hypothesis that can be tested, which determine its usefulness.48

Protein Interactions

Early investigations to discern how yeast was able to specifically digest one stereoisomeric form of sugar, led to the first model for protein interactions. The first structural implications of how proteins (or active chemical agents “active chemische Agentien”, as Fischer called them) are involved in these interactions were imagined in 1894, when Fischer proposed the lock-and-key model.4 Here the protein and the ligand were viewed as rigid objects that interact due to their shape and the properties of their surface. No change in their conformation (or ‘shape’) is expected during the interaction. This model did explain some key elements of protein-ligand interactions like specificity and recognition. The stabilization of intermediates within the active enzyme, which is often required in enzymatic processes, however, could not be explained with this model. A less static picture of interactions was achieved with the ‘induced-fit’ model, postulated in 1958 by Koshland.49 The urge to develop this theory came from the observation of rapid synthesis of a complex polymer with defined chemical units at specific positions (i.e. a proteins). To explain the rapid reaction and lack of intermediates containing only some of the product, the model of a template together with a single enzyme was proposed (with the possibility of the template being the enzyme). For a single enzyme to react in a specific order with a set of different amino acids, the ‘induction’ of a new template area after each peptide bond formed, was postulated. This theory encompasses slight changes in both interacting partners, upon interaction. With this model the generation of new ‘active-sites’ and, thus, the rapid synthesis of proteins could be explained. Interestingly, all the tremendous amount of progress in the field, which did yield a much more detailed description of
the ribosome, did not change basic idea of the active site model. Additionally, it offered an answer as to why enzymes sometimes cannot process compounds, which are analogous to their substrate but slightly smaller. For example alpha methyl glucoside should act as a substrate for amylomaltase, but does not.

Although the model of an ‘induced-fit’ did encompass structural adaptation of the interacting partners, they were still seen as having a single most stable state, which is modified upon interaction. As proteins were still viewed as relatively static objects, the question to be answered for newly found interactions was whether it was a ‘lock-and-key’ or and ‘induced-fit’ type of interaction. Very early on evidence started to accumulate that proteins are much less static than previously envisioned and the explanation of their interactions also needed a model that would allow for greater flexibility.

The first approximations of the folding behavior of proteins claimed that the polypeptide chain would form consecutively more and more contacts that maximized stabilizing forces (i.e. Van der Waals interactions, hydrogen-bonds and salt-bridges) while entropic costs stemming from increased order of water molecules around exposed hydrophobic surfaces would be minimized. Plotting the energy of each state along the y-axis and conformation along x should, therefore, give a smooth graph with a single minimum. More realistically, however, it has a rugged shape and contains many local minima. More realistically, however, it has a rugged shape and contains many local minima. In the case of well-folded proteins most commonly a single global minimum is observed. However, local minima are present and can be populated to smaller degrees. This is due to the fact that structural fluctuations at ambient temperature are frequently large enough to overcome energy barriers between the global and local minima and the populations follow a thermodynamic distribution. In IDPs many different minima of roughly the same energy and without high barriers between them are observed, thus allowing for rapid interconversion between many different states. The idea of a ‘protein folding funnel’ also had consequences regarding our understanding of protein interactions. In this context it is expanded to the ‘energy landscape theory’. Here, interactions signify the selection of a certain sub-state and a concomitant reduction of its free energy upon interaction, which makes them greatly dependent on the structural ensemble. In the framework of ‘conformational selection’, interactions are viewed as a combination of the conformational energy landscapes of two proteins and the energy landscape of their interaction. Here, the binding conformation of both proteins is already present in
their structural ensemble prior to interaction. The interaction itself simply occurs when the ‘correct’ conformation of both partners is encountered. As the ‘correct’ conformation of one or both interacting partners does not necessarily have to be a highly populated conformation, this type of interaction is often also seen as a selection of one ‘excited state’ of the protein. Recent advances in NMR methodology have provided insight in high-energy structures and have, for example, allowed for the detection of sparsely populated conformations in the free form of MBP. These conformations only represent 5-10% of the protein ensemble and resemble the maltooltriose bound form of the protein.64

As measurements of dynamics by NMR or single molecule methods revealed that in some interactions conformational selection is followed by dynamic adaptations,65,66 the model of conformational selection was extended to account for these possibilities.67 In the extended view, both ‘lock and key’-type mechanisms, where two rigid bodies interact, and the ‘induced-fit’-type, where the interaction leads to slight conformational changes that allow for tight binding, are seen as extremes of the same mechanism: A combination of their energy landscapes for interaction and the possibility of the interaction itself changing the resulting energy landscape. Here, a change in the energy landscape subsequently leads to an adaptation of the proteins structure. In this way the ‘lock and key’ type of interaction, the ‘induced-fit’ type and any combination between them can be explained with the ‘extended conformational selection’ model. For example it encompasses the selection of a lowly populated substate out of an ensemble to form an encounter-complex followed by a change in the energy landscape and the subsequent population of a free state not found in solution. The description of such mixed processes is progressing rapidly.68 The ‘extended conformational selection’ model also ameliorates concerns arising from the observation that shifts from a more ‘conformational selection’ to an ‘induced-fit’ type of behavior have been observed with increasing ligand concentrations.69,70 This is not to say that a generally accepted theory for protein interactions has already been found, as various models are still being discussed and the discussion is often based on the ‘original conformational selection’ rather than the ‘extended’ theory.71,67,72,73,74,75

Additionally, the ‘extended induced-fit’ still assumes binding to be achieved through a single energy minimum being formed. Protein interactions that are achieved by one protein accessing various binding conformations (‘polymorphic’) or have
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flexible regions that scan for electrostatic interaction (‘fuzzy’) have been described, indicating that further adaptations to the theory will have to be made. In addition dynamic interactions that simultaneously make use of transient long-range contacts in extended conformations while using compact conformations to optimize the mean electrostatic field of interaction have been observed.

Protein Dynamics

The first molecular dynamics simulations of proteins were performed as early as 1977, outside of the computational community the motions within proteins were generally viewed as small fluctuations from the coordinates, which are not relevant to the overall structure. Dynamics within proteins were even compared to those in dense materials with only some concerted motions from one state to another when required for biological function. Averaged structures have helped to explain many fundamental questions in structural biology, but they do not capture proteins (and in particular IDPs) in their full complexity. In reality all macromolecules, and proteins in particular, display motions that range from nano- to micrometers and from femtoseconds to hours. Coming from the static view of protein crystallography, regions of proteins that were not observable in the crystal structure were (and still are) often described as ‘dynamic’, without further clarification. As many kinds of motions within proteins are necessary for functions ranging from binding to catalytic turnover, their detailed description in terms of position, amplitude and frequency is often paramount for a complete understanding of protein function.

Nuclear magnetic resonance spectroscopy is on the forefront of these investigations, as it has the unique capability of accessing many different motional timescales at an atomistic level. Access to these motions is possible as the three fundamental observables in NMR (chemical shift, intensity and linewidth) can be sensitive to motions on various timescales. In contrast to other spectroscopic techniques (IR, CD, UV-Vis, etc.) NMR can use different isotope labeling schemes to selectively access nearly all atoms within the protein. As the isotopes used are nearly indistinguishable from their naturally more abundant counterparts, other than in regard to their molecular mass and nuclear spin, their incorporation introduces only minor
Introduction

changes in the protein, which are not expected to influence its natural behavior and
dynamics.

Various pulse sequences and methods of analysis have been developed to take
advantage of the dynamic sensibility of NMRs observables. The range of motions
accessible under the right circumstances has been gradually expanded and reaches
from picosecond motions like side-chain rotations to minutes or even days for slow
processes like hydrogen exchange rates of protons involved in hydrogen bonds of very
stable proteins. Unfortunately not all timescales are accessible with ease and some
require stably folded proteins and very laborious methodology, leading to the
inaccessibility for motions in IDPs occurring in the intermediate nanosecond to the
low microsecond range. Recent advances in instrumentation and experimental
techniques have made motions in the range of roughly 20 to 100 µs accessible to NMR
without the requirement of partial alignment. Thus, complete accessibility of all
relevant motional timescales even for IDPs does seem possible in the future.

One method used to determine dynamic properties with NMR is the
measurement of Carr-Purcell-Meiboom-Gill (CPMG) relaxation dispersion, which will
be explained in more detail in Chapter 3. This method is very powerful in generating
information on lowly populated (>0.75%) states, provided the exchange rate between
the studied minor and the major state is on the ms to µs timescale. As exchange rates
between substates in IDPs are commonly faster, information on their dynamics is
usually obtained by measurement of the relaxation rates $R_1$ and $R_2$ of the amide $^{15}$N as
well as heteronuclear Overhauser effect (nOe) efficiency between $^{15}$N and $^1$H. These
three observables depend on the prevalence of motions on different timescales
(quantified by spectral density functions). In order to quantitatively analyze protein
motions by NMR, the Lipari-Szabo formalism was introduced. It relates
observed values for $R_1$, $R_2$ and hetNOE with an order parameter $S^2$ (which represents
the freedom of motion of the NH amide cone) and the corresponding correlation time
$\tau$. Extension of the formalism led to the possibility to dissect the order parameter into a
very fast and a slower component. Further improvements like the calculation of the
tumbling time and the possibility to use a non-spherical diffusion tensor have been
implemented in freely available programs, which are nowadays routinely used in
NMR order parameter assessment. Recent examples include the determination of
relative domain movements not observed in X-ray diffraction, the estimation of
entropic contributions to binding mechanisms, and the explanation of observed
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regulation by changes in dynamics.\textsuperscript{98} Investigations into functional dynamics can even correlate binding affinities and binding modes with dynamic behavior and use this information to modify binding properties with mutations remote to the binding site.\textsuperscript{99}

Osteopontin

Osteopontin (OPN) is a secreted chemokine-like protein and a member of the small integrin binding ligand, N-linked glycoprotein (SIBLING) protein family. OPN expression was demonstrated in several different tissues and cell types.\textsuperscript{100,101} OPN and other members of this protein family play important roles in many stages of cancer progression, as identified by gene transfer experiments.\textsuperscript{102,103} OPN and most of the other family members are highly over-expressed in several cancer cell lines and their abundance directly correlates with the tumor grade.\textsuperscript{104,105} Structurally, OPN is usually characterised as an intrinsically disordered protein as classical secondary structure predictors as well as meta-structure analysis indicate a lack of stable secondary structures. The predicted lack of structure is easily understood when looking at the primary sequence of OPN, which carries a high charge density, is depleted in hydrophobic amino acids and does not contain cysteines. In addition OPN has been shown to carry several post translational modifications (PTMs) such as glycosylation and phosphorylation.\textsuperscript{106} The primary identification of OPN was obtained through rat bone demineralization.\textsuperscript{107} It is present at high levels in the extracellular matrix (ECM) of bone, cementum and dentin\textsuperscript{108} where it controls calcium mineralisation and is involved in the control of osteoblast attachment. Our groups’ attention to this protein stems from the fact that it is overexpressed in avian fibroblasts when these are cooperatively transformed by the \textit{v-myc} and \textit{v-mil} oncogenes, which stem from the acute carcinoma virus MH2. The tumorigenic function of OPN is linked to its interaction with Integrin and CD44 receptors, which influences cell-signalling involved in cell motility, adhesion and survival.\textsuperscript{109,110} The interaction with this intricate signalling network leads to the involvement of OPN in tumor invasion, metastasis and angiogenesis.\textsuperscript{111,112} In addition its interaction with matrix metalloproteinases which affects extracellular matrix remodelling is key during tumor invasion.\textsuperscript{113}

As Osteopontin is a so called ‘IDP’ of high biological relevance, studying its structure and dynamics can yield insight into both, the general properties of proteins
that lack a well defined tertiary structure, and into particular features of OPN relevant for its specific biological actions. Additionally it has favourable NMR features, which was beneficial to our investigation.

Overview

As outlined above, intrinsically disordered proteins (IDPs) constitute a large and diverse set of proteins with varying functions that are vital for eukaryotic life. Despite the mounting evidence of the importance of IDPs, their structural and dynamic characterization still lags far behind the one achieved for more structured proteins. In order to improve our understanding of the various properties of this protein class, we performed an in-depth analysis of its member Osteopontin.

Our protein of interest, Osteopontin, was recently analyzed using state-of-the-art NMR and other biophysical techniques. This publication already clearly established the existence of compact structures within the ensemble of OPN, using a variety of different techniques. Building on this publication Chapter 1 focuses on the dynamic parameters of this structural ensemble in general and its more compact states in particular. Nuclear and electron magnetic resonance techniques are used to not only show the existence of more compact substates within the conformational ensemble of OPN, but also to unambiguously demonstrate the cooperative unfolding of these substrates. A detailed description of the interactions of OPN with its natural ligand heparin is carried out in Chapter 2. The characterization of this interaction does not only reveal distinct changes in the ensemble of OPN upon interaction, but it also demonstrates a possible mechanism for disordered proteins to lessen the entropic penalty that usually needs to be paid when binding of an IDP leads to a its folding and, thus, its rigidification. A more general view of the techniques available to date for the structural and dynamic characterization of IDPs, especially in regard to their interactions, is given in Chapter 3. Here various NMR based techniques for the characterization of transiently formed complexes are outlined (demonstrated). Their relevance in regard to lowly populated (exited) states as well as in regard to IDPs is discussed and the examples provided clearly demonstrate the utility of these techniques and exemplify the conditions best suited for each approach.
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Chapter 1

Cooperative Unfolding of Compact Conformations of the Intrinsically Disordered Protein Osteopontin

*both authors contributed equally
Chapter 1

ABSTRACT

Intrinsically disordered proteins (IDPs) constitute a class of biologically active proteins that lack defined tertiary and often secondary structure. The IDP Osteopontin (OPN), a cytokine involved in metastasis of several types of cancer, is shown to simultaneously sample extended, random coil-like conformations and stable, cooperatively folded conformations. By a combination of two magnetic resonance methods, electron paramagnetic resonance (EPR) and nuclear magnetic resonance (NMR) spectroscopy, we demonstrate that the OPN ensemble exhibits not only characteristics of an extended and flexible polypeptide, as expected for an IDP, but simultaneously those of globular proteins, in particular sigmoidal structural denaturation profiles. Both types of states, extended and cooperatively folded, are populated simultaneously by OPN in its apo state. The heterogeneity of structural properties of IDPs is thus shown to even involve cooperative folding and unfolding events.

Introduction

Intrinsically disordered proteins (IDPs) have revolutionized structural biology in recent years. Despite a lack of well-folded, crystallizable structure in the conventional sense, they fulfill essential functions in eukaryotic life and thus challenge the traditional structure-function paradigm.\(^1\)\(^2\) The flexible and dynamic structure of IDPs and their ability to adopt different functional structures (e.g., folding upon binding) yet allow for multiple interactions of a particular protein with several binding partners.\(^3\)\(^4\) This makes IDPs intriguing substrates for studies in modern proteomics. Also from a biophysical and structural biology point of view, IDPs remain puzzling in many aspects. Because of the limited number of experimental techniques suited for investigations of IDPs, their solution states, conformational space and modes of conformational sampling are not well understood.\(^2\)\(^5\)\(^6\) However, there a growing body of evidence that these proteins commonly classified as disordered or unstructured should be conceived as “ensembles of a continuum of rapidly interconverting structures”\(^7\) that contain a heterogeneous assembly of conformations, ranging from
random coils to compact structures that have regions of higher tendencies for secondary structures.\textsuperscript{8-10} Often, preformed local secondary structure elements comprise epitopes for biologically relevant protein interactions.\textsuperscript{11-14} Although these partially preformed elements typically undergo folding-upon-binding events resulting in stable structural arrangements of separated interaction elements no distinct tertiary structure is observed in the apo state.

Motivated by the fact that in the past several years intrinsically local magnetic resonance techniques, especially nuclear magnetic resonance (NMR), have led to intriguing insight into conformational and dynamic properties of IDPs,\textsuperscript{15} we here apply solution-state NMR in combination with frozen-state electron paramagnetic resonance (EPR) spectroscopy on an IDP. We aim to combine data gained from a dynamic system state (NMR) with data about a static snapshot of the system (EPR) to gain a detailed picture of structural transition events that are potentially comprised in the conformational space of an IPD. We have chosen Osteopontin (OPN) as a model compound, because earlier studies have shown that this IDP exhibits interesting structural properties like preformed ligand binding sites and a varying compactness profile along the disordered protein backbone. From a biological point of view OPN is a cytokine involved in metastasis of several kinds of cancer (see ref. 16 for a biophysical characterization of OPN).\textsuperscript{4,16} Here we show through the combination of EPR and NMR that OPN is also interesting from a biophysical point of view. The compound samples a broad distribution of compact and expanded conformations as expected for an IDP, and conformational sampling also comprises cooperative folding and unfolding events. Cooperative folding is well documented in classical proteomics, where transitions between random coil and globular states with distinct long-range interactions are typically described as first order processes. These transitions are in most cases sigmoidal in nature,\textsuperscript{17} and different conformations constitute energetically different thermodynamic states.\textsuperscript{18} The unexpected finding reported here requires that the classification of IDPs in terms of rapidly interconverting structures has to be augmented with simultaneous conformational sampling of extended as well as cooperatively folded conformations, i.e., with the fact that in IDPs different conformations of a single protein may interconvert via cooperative (phase) transitions.

Initial studies combining NMR and EPR on partially unfolded proteins have already been published.\textsuperscript{19} The complementary combination of EPR with NMR spectroscopy applied here leads to coarse-grained information about the
conformational states of the disordered OPN (EPR) as well as detailed information about its folded conformations (NMR). This combined magnetic resonance methodology and data interpretation may be applicable to other disordered protein systems.20-24

Experimental Procedures

**Protein Preparation.** The expression and purification of recombinant quail OPN protein (OPN220) mutants were performed as described previously.16 All details of protein expression, purification, and spin labeling are given in ref 16. Essentially, cysteine mutations were introduced using the QuickChangeII site-directed mutagenesis kit (Stratagene). For NMR and EPR analysis, all protein samples were concentrated to 0.8 mM in phosphate buffer [50 mM sodium phosphate and 50 mM NaCl (pH 6.5)] in a 90% H2O/D2O mixture. EPR double mutants were tagged with the nitroxide spin label (1-oxyl-2,2,5,5-tetramethyl-Δ3-pyrroline-3-methyl) methanethiosulfonate (MTSL), in a process analogous to the labeling procedure described in ref 16. For the purpose of this work, the choice of the label is, however, not crucially important, because the increase in ring rigidity one would gain by changing to PROXYL is negligible. The protein mutants were subject to rigorous purification using PD-10 desalting columns to remove all excess spin labels. The labeling efficiency was determined by means of 5,5′-dithiobis(2-nitrobenzoic acid) (DTNB) and UV−vis absorbance. The labeling efficiency was always >95%.

**Experimental Double Electron-Electron Resonance (DEER).** DEER is applied to glassy solids obtained by freeze-quenching the solutions after addition of 30% (v/v) glycerol. [Note that the presence of 20-30% (v/v) glycerol in bufferd solutions of proteins is known to not affect protein conformations significantly.44] This is achieved by immersing the sample tube in supercooled isopentane. In this way, a snapshot representative for the solution at the glass transition temperature is detected. Prior to being freeze-quenched, the samples were transferred to 3mm outer diameter quartz tubes. The sample volume was approximately 100µl and always large enough to fill the complete sensitive volume in the resonator. The four pulse DEER sequence $\pi/2(v_{\text{obs}}) - \tau_1 - \pi(v_{\text{obs}}) - (\tau_1 + t) - \pi(v_{\text{pump}}) - (\tau_2 - t) - \pi(v_{\text{obs}}) - \tau_2 - \text{echo}$ was used to obtain
dipolar time evolution data at X-band frequencies (9.2 to 9.4 GHz) with a Bruker Elexsys 580 spectrometer equipped with a Bruker Flexline split-ring resonator (ER4118X_MS3). The dipolar evolution time \( t \) was varied, whereas \( \tau_2 \) (3 \( \mu \)s) and \( \tau_1 \) were kept constant. Proton modulation was averaged by the addition of eight time traces of variable \( \tau_1 \) values, starting with \( \tau_{1,0} = 200 \) ns and using increments (\( \Delta \tau_1 \)) of 8 ns. The resonator was overcoupled to \( Q \approx 100 \). The pump frequency, \( \nu_{\text{pump}} \), was set to the maximum of the EPR spectrum. The observer frequency, \( \nu_{\text{obs}} \), was set to \( \nu_{\text{pump}} + 61.6 \) MHz, coinciding with the low-field local maximum of the nitroxide spectrum. The observer pulse lengths were 32 ns for both \( \pi/2 \) and \( \pi \) pulses, and the pump pulse length was 12 ns. The temperature was set to 50 K by cooling with a closed cycle cryostat (ARS AF204, customized for pulse EPR, ARS, Macungie, PA). The total measurement time for each sample was \( \sim 12 \) h. The resulting time traces were normalized to \( t = 0 \).

**DEER Background Correction.** Background correction was conducted by dividing by experimental functions gained by DEER on four spin labeled single mutants (C54, C108, C188, C427). All single-mutant data corresponded to a homogeneous three-dimensional distribution of spins (homogeneous exponential decay). Measurements on single mutants were taken at similar protein concentrations as in the case of the double mutants (0.8 mM) to ensure a similar excluded volume. Because the spin concentration was therefore only half the concentration as in the case of double mutants, this adds a factor of 2 to the exponent of the homogeneous background function to compensate for the lower concentration:

\[
V_{\text{hom DEER}} = \exp \left( -\frac{2 \pi \mu_0 g_{\text{obs}} g_{\text{pump}} \beta_e}{9 \sqrt{3} \hbar} \lambda c_{\text{pump}} d^{4/3} \right)
\]

where \( c_{\text{pump}} \) is the concentration of the spins resonant at frequency \( \nu_{\text{pump}} \) and \( d = 3 \). \( g_1 \) and \( g_2 \) are the \( g \) values of the observer and the pump spin, respectively, in a two-spin system. \( \mu_0 \) is the magnetic moment of the electron spin. \( \beta_e \) is the Bohr Magneton. \( \lambda \) is an experimental constant that denotes the fraction of spins flipped by the pump pulse (\( \hbar = h / 2 \pi \)). The concentration factor of 2 can, however, be neglected (as we did for background correction) for the relative comparison used for analysis of the data presented here. **Determination of \( \Delta_{\text{eff}} \).** \( \Delta_{\text{eff}} \) was determined by fitting the background-corrected DEER data with a Gaussian distance distribution according to
eqs S3–S5 of the Supporting Information. As such, a $V_R(t)$ was determined from the fit and $\Delta_{\text{eff}} = 1 - V_R(t = 3 \mu s)$.

**Experimental NMR Spectroscopy.** NMR spectra were recorded at 20°C on Varian spectrometers operating at 500, 600 and 800 MHz. OPN220 protein samples were dissolved in 50mM sodium phosphate and 50mM NaCl (pH 6.5) with 10% D$_2$O as lock solvent. PRE intensity ratios were derived from pulsed field gradient (PFG) sensitivity-enhanced two-dimensional $^1$H-$^{15}$N HSQC spectra of $^{15}$N labeled OPN220 mutants C54, C108, C188 and C247 respectively. NMR spectra were processed using NMRPipe and analyzed using SPARKY.

**Paramagnetic Relaxation Enhancements (PREs).** Single cysteine OPN220 mutants (C54, C108, C188 and C247) were tagged with the nitroxide spin label (1-oxyl-2,2,5,5-tetramethyl-$\Delta_3$-pyrroline-3-methyl) methanethiosulfonate (MTSL). The overall PRE effect on OPN220 was measured as the intensity ratio of cross-peaks in presence ($I_{\text{MTSL}}$) and absence ($I_{\text{MTSL}}$) of the cysteine-attached spin labels, as $\Delta_{\text{MTSL}} = I_{\text{MTSL}}/I_{\text{MTSL}}$. To account for possible interactions of the spin-label with the protein, we added MTSL to untagged, $^{15}$N-labeled OPN220 at a final concentration of 1mM. The intensity ratios (peak intensity) of OPN220 with unbound and free ($I_{\text{FREEMTSL}}$) and without ($I_{\text{MTSL}}$) MTSL $\Delta_{\text{UNSPEC}} = I_{\text{FREEMTSL}}/I_{\text{MTSL}}$ were combined with the intensity ratios from attached MTSL ($\Delta_{\text{MTSL}}$) to calculate the PRE effect on the protein:

$$\text{PRE} = \Delta_{\text{MTSL}} + (1 - \Delta_{\text{UNSPEC}}).$$

$\Delta_{\text{PRE}}$ was calculated as the difference in signal heights under nondenaturing conditions and high-urea and -salt conditions as $\Delta_{\text{PRE}} = ^{15}$N–$^1$H HSQC intensity (high urea and salt) – $^{15}$N–$^1$H HSQC intensity (no urea or salt). The usage of two different samples in the presence and absence of free MTSL is necessary to ensure that MTSL itself does not have an intrinsic binding affinity for certain preferential protein sites. This cannot be probed by reduction of covalently attached MTSL, because the native protein conformations could not be separated from MTSL-induced folding in this case.

It should be noted that significant spectral overlap at 8M urea and high NaCl concentrations precluded the extraction of a complete PRE data set. Additionally, PRE measurements under complete denaturation conditions using both high urea and NaCl concentrations were not possible because of substantial viscosity effects (and thus substantially broadened NMR signals).

$^1$$^3$C–$^1$H HSQC NMR. Reductive methylation procedures were performed as described by Means and Feeney. The protein was dialyzed against 10 mM HEPES,
150 mM NaCl, and 1mM DTT buffer (pH 7.4); 0.25 ml of 1.6 mM borane dimethylamine complex [(CH$_3$)$_2$NH-BH$_3$] and 0.5 ml of 1.6 mM $^{13}$C-labeled formaldehyde were added to 0.5 ml of 0.1 mM protein, and the reaction was incubated while stirring at 4°C. Subsequently, the addition of the borane ammonium complex and $[^{13}$C$]$formaldehyde was repeated and the reaction was incubated for additional 2 h. After adding 0.12 ml of 1.6 mM borane ammonium complex solution had been added, the reaction mixture was incubated at 4°C while stirring overnight. The reaction was quenched by adding glycine to yield a concentration of 200 mM. Undesired reaction products as well as excess reagents were removed by dialysis against Tris-buffer (pH 7.4). The sample was concentrated to a final concentration of approximately 0.1 mM. Two-dimensional $^{13}$C-$^1$H HSQC NMR experiments were conducted with synthesized $^{13}$C-methylated Osteopontin on a Varian Innova 600 MHz spectrometer.

**Results and Discussion**

We first probe structural preferences of OPN by applying the EPR-based method double electron-electron resonance (DEER) spectroscopy to six spin-labeled Cys-double mutants of 220 residues long truncated OPN [residues 45-264 of the native protein; we denote the spin-labeled OPN double mutants as Cx-Cy (n/3 E, L, or S) with x and y being the labeling sites, n/3 the fraction spanned by the respective mutant and E,L or S the shape (exponential, linear, or sigmoidal, respectively) of the denaturation profile as will be explained below]. Mutants C54-C108 (1/3 L), C108-C188 (1/3 L) and C188-C247 (1/3 E) each span approximately 1/3 of the whole protein, the mutants C54-C188 (2/3 S) and C108-C247 (2/3 L) about 2/3 and the mutant C54-C247 (3/3 S) nearly the whole truncation mutant (see Figure 1 for a schematic representation of the spanned ranges). Conformational stabilities, understood here as resistance to urea unfolding, of these individual structural segments of OPN are investigated by recording DEER time traces for the different double mutants in dependence of increasing urea concentration. In a second step, we investigate cooperatively compacted states by means of paramagnetic relaxation enhancements and rationalize our results on basis of noncovalent structuring principles in OPN.
Figure 1. Scheme of spin labeling sites along the protein backbone and sketch of residues spanned by each of the six OPN double mutants.

Cooperative Transition Events. DEER experiments yield nonaveraged data [i.e., the superposition of data from every single OPN molecule in the shock-frozen solution (see Experimental Double Electron-Electron Resonance (DEER) and section1 and Figure S1 for a detailed description of DEER)] that, after background correction that eliminates intermolecular contributions, display intramolecular dipole-dipole couplings between the two spins of the labels of double mutants as damped cosine modulation of time domain traces. These traces are the evolution of echo intensity with interpulse delay for the four pulse DEER sequence as described in the Experimental section.22
Figure 2. DEER time traces of C108-C188 (1/3 L) and C54-C247 (3/3 S) at different urea concentrations. $\Delta_{\text{eff}}$ is defined as the signal decay at $t = 3$ µs, as indicated by the double-headed arrow. (Note the different V(t)/V(0) scales.)

In particular the modulation is related to the dipolar coupling frequency that in turn depends on the interspin distance, $R$, as $R^{-3}$. Typical DEER data for an OPN double mutant at different urea concentrations are shown in Figure 2 for two different double mutants [C108-C188 (1/3 L), representative for a double mutant defining a small OPN segment, and C54-C247 (3/3 S), representative for a large segment]. No clear-cut modulations are observable after experimental background correction. This indicates that the pair-distribution functions, $P(R)$, between the two spin labels of the two double mutants ($R$ being the distance between the two spins) are quite broad, because the sum over varying damped cosines converges to exponential decay functions. This is expected for an IDP with very broad conformational ensembles like OPN, because every conformation (corresponding to a certain $R$) gives rise to a
certain modulation function (the complete data set for all double mutants is shown in the Figures S2 and S3 of the Supporting Information; all time traces are devoid of modulations). In contrast, globular proteins frequently display DEER time traces with significant and apparent dipolar modulations because their narrow conformational ensembles give rise to a restricted interspin distance range (see Figure S1b of the Supporting Information for time traces calculated from a single discrete interspin distance). Because the established standard analysis methods cannot be applied for the nonmodulated DEER data under investigation, we analyze DEER time traces through an effective modulation depth, $\Delta_{\text{eff}}$ (as sketched in Figure 2 and Figure S1b of the Supporting Information), which denotes the total signal decay at a $t_{\text{max}}$ of 3 $\mu$s. Such, $\Delta_{\text{eff}} = 1 - \frac{V(t = 3 \, \mu\text{s})}{V(t = 0)}$. $V(t)$ is the DEER echo intensity at time $t$ [for details on the determination of $\Delta_{\text{eff}}$, see Experimental Double Electron-Electron Resonance (DEER)]. Three microseconds is with our setup the longest achievable experimental DEER evolution time for this study but is generally arbitrary for the proposed analysis of very broad distance distributions reflected in large conformational ensembles. $\Delta_{\text{eff}}$ is an approximate measure of the average interspin distance for broad $P(R)$s. For broad distance distributions $\Delta_{\text{eff}}$ decreases with increasing interspin distance $R$. As such, a decrease of $\Delta_{\text{eff}}$ with increasing urea concentration is representative for unfolding and expansion of a doubly spin labeled protein of interest. This is shown and explained in detail in section 1 of the Supporting Information and graphically illustrated in Figure S1b,c of the Supporting Information for calculated data.
Figure 3. (a) $\Delta_{\text{eff}}$ for selected double mutants as a function of urea concentration. All the data for all double mutants under investigation can be found in Figures S2-S4 of the Supporting Information. (b) Detailed representation of $\Delta_{\text{eff}}$ for C54-C247 (3/3 S) as a function of urea concentration. Error bars stem from signal noise. The gray curve is based on a sigmoidal data fit to confirm the visual observation of sigmoidality. The fit is based on the relationship $\Delta_{\text{eff}} = a + b/(1 + \exp[-c(\text{urea}) - m]/s)$.

In Figure 3a, experimental $\Delta_{\text{eff}}$ values are shown as a function of urea concentration for selected double mutants comprising segments of OPN of different length (i.e., starting from the C-terminus approximately one-third, two-thirds, and the entire truncation mutant; for the entire data set, see Figures S2-S4 of the Supporting Information). For the C-terminal part of OPN, comprised by the mutant C188-C247 (1/3 E), an exponential decay of $\Delta_{\text{eff}}$ (i.e., an increase in interspin distance) can be observed with increasing urea concentration. This mutant gives rise to the steepest observed slope of any of the $\Delta_{\text{eff}}$ functions and can hence be regarded as a relative reference for the effect of conformational denaturation on unstably folded protein segments of potentially random-coil like character. Already for low urea concentrations such segments show significant conformational expansion (i.e., a decrease in $\Delta_{\text{eff}}$) in accordance with the idea of very low stability of transient or residual structural elements in IDPs. For mutant C108-C247 (2/3 L) [as well as for mutants C54-C108 (1/3 L) and C108-C188 (1/3 L) (see Figure S4 in the Supporting Information)], one observes an approximately linear decrease of $\Delta_{\text{eff}}$ with urea concentration, indicating that the OPN segment framed by this mutant (approximately two-thirds of the protein) is on average conformationally more stable than the segment.
between C188 and C247 [C188-C247 (1/3 E)], although still largely unstructured, random coil-like or (pre)molten globule-like. Strikingly, however, for the mutant C54-C247 (3/3 S) of OPN and C54-C188 (2/3 S) we observe a sigmoidal development of the \( \Delta_{\text{eff}} \)-derived denaturation profiles with urea concentration (see Figure 3b). Sigmoidality is a hallmark for cooperative folding of protein conformations and unexpected for an IDP.\(^{17}\) The sigmoidal development of \( \Delta_{\text{eff}} \) is depicted in more detail for C54-C247 (3/3 S) in Figure 3b. In Figure 4, the six spin label pairs probed through the six double mutants of OPN are sketched and labeled with the shape of the respective denaturation or \( \Delta_{\text{eff}} \) profile, i.e., linear (L), exponential (E) or sigmoidal (S).

**Figure 4.** Sketch of OPN double mutants assessed by DEER. Labels E (exponential), L (linear) and S (sigmoidal) denote the profile shapes of the respective \( \Delta_{\text{eff}} \) functions (see Figure 3 and Figures S2 and S4 of the Supporting Information).

A sigmoidal denaturation profile is indicative for stably and cooperatively folded tertiary structures of OPN, because for low urea concentrations of \( \leq 0.75 \) M the whole protein does not expand significantly (as seen in nearly constant \( \Delta_{\text{eff}} \)). This observation of a cooperatively folded conformation is surprising as \( P(R) \) values for OPN are generally quite broad, which can be deduced from prior studies concerning OPN’s conformational space\(^{16}\) and is reflected in the nonmodulated DEER time traces (see section 1 and Figures S2-S4 of the Supporting Information and Figure 2). This interesting finding can, however, be understood by concluding that the structural ensemble of OPN contains both cooperatively folded and unfolded conformations and that both contribute to the DEER signals. It should be noted that the interpretation of DEER data is complicated by the fact that for rather small separations of spin label
sites both compact and extended (sub)structures contribute significantly to the observed $\Delta_{\text{eff}}$ values. This means that compact conformations contribute more strongly to DEER time domain data of systems with distant spin labels (e.g., C54-C247 (3/3 S)). In contrast, if the spin labels are closer along the primary sequence and the mean distance becomes shorter (e.g. C188-C247(1/3 L)), longer distances dominate the DEER data. This is shown in detail in section 2 of the Supporting Information.

Because cooperatively folded conformations are more compact than unfolded ones, sigmoidal $\Delta_{\text{eff}}$ profiles can therefore only be observed for double-mutants with labeling sites that are separated by more than 130 residues, because in these cases the mean distance of the conformational ensemble is large and hence the time domain data are dominated by contributions of folded conformations comprising short (electron-electron) distances. Hence, the corresponding $\Delta_{\text{eff}}$ profiles are sigmoidal. In contrast, for the three mutants that comprise only one-third of OPN, the DEER signal is dominated by contributions of extended structures. These exhibit linear or exponential denaturation profiles, lacking any sigmoidal contributions to the development of $\Delta_{\text{eff}}$.

In general one can thus state for broad $P(R)$ values that with increasing separations between two labeling sites the relative contributions of compact conformations to the $\Delta_{\text{eff}}$ profiles increase. Compact conformations consequently dominate the urea dependence of $\Delta_{\text{eff}}$ for C54-C247 (3/3 S), while extended conformations contribute more significantly to $\Delta_{\text{eff}}$ for C188-C247 (1/3 E), C108-C188 (1/3 L), and C54-C108 (1/3 L). In summary, it is important to note that only the simultaneous sampling of both extended and compact (cooperatively folded) substates in OPN leads to superposition of DEER data with significantly different urea dependence: a sigmoidal $\Delta_{\text{eff}}$ profile for the mutant C54-C247 (3/3 S) and only gradual changes for double-mutants spanning smaller segments than this mutant. Partial structuring as an underlying reason for this observation can be ruled out. For C54-C247 (3/3 S) (nearly the whole length of the truncation mutant), cooperative unfolding can be observed, while this is not the case for the inner segments comprising only approximately one-third of OPN. The latter would, however, necessarily be the case if any segment of OPN would be statically, partially structured. This deduction is possible here only because EPR of freeze-quenched solutions elucidates the whole set of coexisting conformations; ensemble averaged data here would not allow one to discern between partial structuring and sampling of compact conformations. In summary, OPN’s
structural behavior comprises cooperative phase transitions events between compact and expanded conformations.

**Noncovalent Structuring Principles of OPN Conformations as Seen in DEER Data.** Given the enrichment (compared to the whole proteome) of polar and charged amino acids in IDPs, one can expect the stabilization of cooperative folded structures of OPN (as a necessary consequence of the cooperative phase transitions events) likely to be triggered by electrostatic interactions. In Figure 5 the effect of 4 M NaCl on $\Delta_{\text{eff}}$ is shown for the six double mutants under investigation in the presence and the absence of 8 M urea. Figure 5a shows $\Delta_{\text{eff}}$ values for denaturation conditions 4 M NaCl, 8 M urea, or 4 M NaCl with 8 M urea. Figure 5b shows exemplary DEER time traces for the double mutant C108-C188 under these conditions and its native state. Note that NaCl does not significantly affect the effective modulation depth in the absence of urea but does in its presence. For C108-C188 (1/3 L) and C54-C188 (2/3 S), $\Delta_{\text{eff}}$ decreases with increasing NaCl concentration even at 8 M urea. As such, the interspin distance still increases because of the increasing NaCl concentration even if 8 M urea is already present in the solution. Thus, one can state that urea alone does not expand OPN as strongly as urea in combination with NaCl. NaCl alone only has small effects on $\Delta_{\text{eff}}$. This can be rationalized as follows. NaCl screens electrostatic interactions, while urea does not. Hence, screening of electrostatic interactions seems not to be enough to significantly expand OPN’s conformations. Only complementary screening of hydrophobic interactions and hydrogen bonds by urea and screening of electrostatics through NaCl lead to the most effective expansion of OPN’s conformations. Hence, one might speculate that urea alone is not sufficient to completely denature OPN and eliminate all residual structural elements from its conformations; only the combination of complementary screening agents might be sufficiently strong. This is remarkable because earlier biophysical characterizations of OPN undoubtedly classify this protein as intrinsically disordered. The significant electrostatic contribution to the energetics of OPN’s conformational sampling modes is discussed in more detail below, taking into account paramagnetic relaxation enhancement (PRE) data. Protein dimerization as a possible source of error is ruled out through DEER measurements performed on the corresponding four single mutants (see section 3 and Figure S7 of the Supporting Information). There, completely
homogeneous spin distributions are observed, indicating that OPN does not show any form of aggregation at the concentrations (0.8 mM) used for the DEER (and NMR) measurements.

Figure 5. (a) $\Delta_{\text{eff}}$ for the different double mutants under different denaturing conditions (4 M NaCl, 8 M urea, or 4 M NaCl with 8 M urea). (b) Exemplary (for C108-C188 (1/3 L)) DEER time traces for different denaturation conditions (4 M NaCl, 8 M urea, or 4 M NaCl with 8 M urea).

It should be noted that there is a growing body of evidence for the so-called direct mechanism of urea denaturation to describe protein-urea interaction correctly.$^{30,31}$ This mechanism states that urea directly binds to the protein backbone likely (primarily) through dispersive interactions and thereby interrupts protein structure-stabilizing interactions.$^{30,31}$ For this case of urea denaturation of OPN, this direct mechanism might be important for gaining a full understanding of the DEER data, because the $\Delta_{\text{eff}}$ values for some cases indicate mean distances between two labeling sites that are longer than the distance one would expect in a random coil polypeptide. For example, for the mutants 54-108 one would expect distances between the two labels of $\sim 10$ nm from $\Delta_{\text{eff}}$ (see Figure S1c of the Supporting Information), while for a true random coil with a Flory characteristic ratio of 2 distances of $\sim 6$ nm would be expected.$^{32}$ This discrepancy might be traced back binding of urea to the protein backbone, which leads to longer persistence lengths or rather scaling exponents and thus also to longer inter-residue distances.$^{33}$
Noncovalent Structuring Principles of OPN Conformations as Seen in NMR Data. The urea dependence of NMR backbone chemical shift $^{15}\text{N}-^1\text{H}$ (cs) data was analyzed for residues of the core region and of the terminal region of OPN (see Figure 6a, Experimental NMR Spectroscopy, and Figure S5 of the Supporting Information). The data show only marginal chemical shift changes ($\Delta$cs) observed below 1 M for some residues in the compact core region (171 and to some degree 144), and $\Delta$cs increases substantially only with 2 M urea or more. For most residues in and outside the core region a more or less steady increase in $\Delta$cs can be observed. The core regions is approximately located between residues 100 and 180 (see Figure S5 for more cs data for residues of the core segment of OPN). Overall, larger chemical shift changes were observed for residues located in the compact core of OPN (100-180). Most importantly, slight deviations from the linear $\Delta$cs versus urea concentration behavior was observed for residues in the core segment (171 and 144). It should be noted that all conformational substates of OPN contribute to the observed chemical shift changes. Given the small population of the compact structure only small contributions can be expected. Although the cooperative phase transition observed by means of EPR, indicating the existence of rather stable conformations of OPN that resist denaturation by smaller urea concentrations, cannot generally be reproduced through $\Delta$cs, the chemical shift changes clearly provide additional evidence for a more compact segment in OPN located between residues 100 and 180. As such, the $\Delta$cs data are not in conflict with the interpretation derived above from DEER.
Figure 6. (a) $^{15}$N-$^1$H NMR chemical shift changes \(\{\text{calculated as } \text{cs}[^{15}\text{N}[^{1}\text{H}] = x \text{ M}] - \text{cs}[^{15}\text{N}[^{1}\text{H}] = x \text{ M}]\}\) of selected backbone positions as a function of urea concentration. (b) $^{13}$C-$^1$H HSQC of $^{13}$CH$_3$-Lys-labeled side chains: green for 0 M urea, pink for 2 M urea, blue for 4 M urea, and black for 6 M urea. Note that the shift in the $^1$H dimension is merely a consequence of readjusting the transmitter offset in dependence of the urea concentration to achieve suppression of water signals.

An additional indication for the existence of compact structures to the conformational ensemble was provided by NMR observations of side chain positions. In Figure 6b, data from $^{13}$C-$^1$H HSQC [heteronuclear single-quantum coherence (see experimental $^{13}$C-$^1$H HSQC NMR)] of $^{13}$CH$_3$-Lys-labeled OPN are shown. The majority of cross peaks is overlapped and stems from side chains of residues in random-coil like conformations (signal at higher number of parts per million of the $^1$H dimension), which are typically more solvent exposed and flexible than residues in folded protein segments. However, a fraction of methyl cross peaks (approximately 20% as determined from fitting signal volumes; signal at lower parts per million of the $^1$H dimension) is significantly shifted from the bulk signals. This shows that a fraction of the lysine residues in the conformational ensemble are exposed to an environment that is different from that observed for random coil polypeptides. This might indicate that the conformational ensemble partially exists in a compacted form in which the lysine residues are embedded in a more water-depleted core. As such, the $^{13}$C-$^1$H HSQC is not in conflict with the EPR-derived conclusion that part of the conformational ensemble of OPN cooperatively folds into compact conformations. The shifted lysine peaks even remain unchanged and clearly separated from the bulk of lysine side chains at urea concentrations of \(\leq 1\) M. We refrain here from analyzing this observation in the context of cooperativity, yet it further supports the existence of compact structures in the ensemble of OPN. The NMR $^{15}$N-$^1$H chemical shift changes
and $^{13}$C-$^1$H HSQC data (that is, backbone- as well as side chain-based data) are in agreement with a compact, presumably cooperatively folded substate in the conformational ensemble of OPN besides large fractions of extended conformations.

**Paramagnetic Relaxation Enhancements.** Because in a hypothetical random coil polymer paramagnetic relaxation enhancements (PRE; i.e., enhanced relaxation rates of nuclear resonances due to the presence of an electron spin) are limited to residues flanking the spin label sites, the observation of specific and sizeable long-range PRE effects provides unambiguous evidence for the existence of compact states.\textsuperscript{34,35} PRE effects were measured for the four single mutants C54, C108, C188 and C247. The different PRE-residue plots (see Figure 7a) show that the conformational ensemble of OPN indeed features distinct long-range interactions. Specifically, the PRE results obtained for the mutants C108 and C188 provide clear evidence for the prevalence of a structurally compact region in OPN encompassing residues 100-200 (recall that intermolecular contributions can be ruled out by DEER on the single mutants at the given concentration). The structural stability of this compact conformation as a function of urea and NaCl concentration was monitored further by condition-dependent PRE changes. Figure 7b shows experimental PRE differences ($\Delta$PRE) measured under NaCl and high urea conditions.
Figure 7. (a) PRE data for the four single mutants C54, C108, C188 and C247. Superimposed in blue are PREs calculated for random coils with a Flory characteristic ratio of 2 by the Solomon-Bloembergen relation. The red dots mark the different labeling sites. The asterisks mark stretches comprising larger numbers of unassigned resonances. (b) A charge map of OPN (top; blue corresponds to patches of primarily basic residues, red to patches of acidic residues, and gray to primarily hydrophobic patches) and PRE changes (ΔPRE) for high salt (center) and high-urea (bottom) conditions obtained for the C188 mutant. [ΔPRE = $^{15}$N-$^1$H HSQC-Intensity (high urea and salt) − $^{15}$N-$^1$H HSQC-Intensity (no urea or salt)].
The significantly charged region encompassing residues 75-125 is nearly unaffected by the addition of urea but displays sizeable PRE changes under high NaCl conditions, while residues 125-150 are strongly effected by urea. Hence, from these results (also compare with Figure 5), we can conclude that hydrophobic interactions contribute to the structural stability of OPN and electrostatics play a pivotal role in stabilizing the compact sub-states of OPN in solution. These findings can be rationalized by a closer inspection of the charge map of OPN (Figure 7b, top). In OPN, negative charges (acidic residues, red) are concentrated in the region between residues 75 and 125, while there is a high density of positive charges (basic residues, blue) in the region between residues 145 and 165. The attraction between these positively and negatively charged regions and the hydrophobic patches around residues 60, 130 and 180 therefore suggest stabilizing interactions and consequently stronger tertiary structure propensity between residues 60 and 180, compared to other regions of OPN.\textsuperscript{16} In Figure 8, a sketch of OPN’s compact conformation is shown, as one would derive it from the PRE data in Figure 7a. Long-range intrachain contacts between stretches between residue 100 and 180 as well as slight sampling of the more central regions of OPN by the two termini are depicted. In conclusion, the NMR data indicate significantly populated compact structures in OPN that are stabilized (even cooperatively stabilized as evidenced by DEER data above) by both hydrophobic and electrostatic interactions. This is also in excellent agreement with the NaCl dependence of $\Delta_{\text{eff}}$ (see Figure 5). The significant resistance to both, urea and NaCl unfolding is clearly remarkable for an IDP. It is thus reasonable to conclude that the subtle interplay between conformation-stabilizing enthalpic contributions and destabilizing entropic contributions ultimately account for OPN’s conformational flexibility and its property to cooperatively sample both unfolded and cooperatively folded structures.
Figure 8. Sketch of the assumed “average” structure of OPN based to the PRE data. The arrows indicate significant PRE effects. As such, OPN can be pictured as having a more compact core and back-folded termini. The colors refer to the charge map in Figure 7b (blue corresponds to patches of primarily basic residues, red to patches of acidic residues, and gray to primarily hydrophobic patches).

Conclusion

Altogether, we have shown that the IDP OPN cannot be described by polymer physical models such as random coil or molten globule polymers. Instead, OPN simultaneously populates extended as well as cooperatively folded structures and sigmoidal molecular interconversion. This observation for OPN is a convincing experimental demonstration of conformational sampling of different thermodynamic states in an IDP. The fact that OPN samples cooperatively stabilized overall as well as extended conformations further is particularly intriguing in the context of IDP binding mechanisms. Often protein recognition by IDPs proceeds via folding-upon-binding events accompanied by disorder-to-order transitions, although even in the bound state IDPs (can) retain substantial conformational flexibilities (“fuzziness”), be it static (multiple conformations) or dynamic disorder (fluctuation between different states). Protein-protein interaction is typically described either as induced fit or conformational selection fit. While the induced fit model postulates the formation of an encounter complex followed by structural adaptation, conformational selection indicates the existence of a conformational ensemble in which the final bound state is
partly present and populated by stabilizing intermolecular interactions, although there is evidence that both mechanisms can be active simultaneously. The existence of a cooperatively folded substate in the structural ensemble of OPN suggests protein-protein interactions occur largely via conformational selection characterized by a significant reduction of the entropic penalty and presumably reduced fuzziness in the bound state. The unexpected long-range preformation of the apo state of OPN might thus be of relevance for providing specific interaction interfaces across cellular surfaces and thus endows OPN with unique possibilities to modulate interaction patterns with its several natural ligands.

Furthermore, our results substantiate recent insights that urea-unfolded states of proteins differ significantly from the native state of intrinsically disordered proteins. We show that urea can induce drastic structural rearrangements of IDPs and changes in their conformational space. This is valid in terms of elongation of end-to-end distances of random coils through coordination of urea to the protein backbone, as stated above, and secondary structure propensities become significantly altered and populations of compact substates change when urea interacts with IDP backbones directly. Most importantly, the existence of structural cooperative transitions from folded to unfolded states and vice versa in IDPs calls for a novel conceptual view of IDPs that goes beyond the traditional binary scheme of order versus disorder. The subtleties of heterogeneous conformational sampling in IDPs and their putative relevance for biological functions have to be adequately addressed.
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1. Supplementary DEER Spectroscopy

In Figure S1c $\Delta_{\text{eff}}$ is plotted for time traces calculated from $P(R)$s of random coils of different length as the function of the root-mean-square end-to-end distance, $<R^2>^{1/2}$. This essentially quantifies how an elongation of an interspin distance distribution translates into $\Delta_{\text{eff}}$ for very broad distance distributions. $P(R)$ for random coils is a Gaussian distance distribution and can be calculated as stated in eq. S1-S3. Note that this is true not only for random coils, but for every distribution that is symmetric around $<R^2>^{1/2}$. The functions of $\Delta_{\text{eff}}$ were calculated for our specific experimental setup with $\lambda = 0.516$. From Figure S1c one can deduce that $\Delta_{\text{eff}}$ decays exponentially with $<R^2>^{1/2}$ of random coils if $\Delta_{\text{eff}}$ is always sufficiently smaller than $\lambda$. This is true in our experiments, since $\Delta_{\text{eff}} < 0.45$ in all cases.

Figure S1. a) DEER time traces of C108-C188 at different urea concentrations. b) Calculated DEER time traces for different interspin distributions distances based on random coils with different $<R^2>^{1/2}$. $\Delta_{\text{eff}}$ is defined as the signal decay at $t = 3$ $\mu$s, as indicated by the double-headed arrows. The black time trace corresponds to a single interspin distance of 4 nm. c) $\Delta_{\text{eff}}$ as a function of $<R^2>^{1/2}$ of hypothetical random coil polypeptides (distance distribution) with segment numbers corresponding to the
residues between the labels of the different double mutants, n. n = 193 (54-247), 80 (108-188), 134 (45-188), 59 (188-247), 54 (54-108) and 139 (108-247). This maps how a certain mean distance translates into a $\Delta_{\text{eff}}$-value but has no relevance for real random coils. The dashed lines indicate the maximum observed $\Delta_{\text{eff}}$ for a given double mutant. Corresponding time traces are similar to those shown in a). Note that the shift of $<R^2>^{1/2}$ at a given segment number was calculated as changes in Flory’s characteristic ratio, $c_\infty$.

**Figure S2.** DEER time domain data for all double mutants for different urea concentrations. Absence of time traces indicates that we observed $\Delta_{\text{eff}} = 0$. Note the different scales of the $V(t)/V(0)$ axes.
Figure S3. DEER time domain data for all double mutants for different denaturation conditions. Absence of time traces indicates that we observed $\Delta_{\text{eff}} = 0$. Note the different scales of the $V(t)/V(0)$ axes.

Figure S4. $\Delta_{\text{eff}}$ for several double mutants as a function of urea concentration.
Figure S5. NMR chemical shift changes of selected residues as a function of urea concentration. Note that residue 146 shows a rather different behavior than the other three residues. However, like residue 146 also residues 156 and 167 are located in the central, more compact region of OPN. Only 187 is located in a more flexible section of the IDP.

2. Details on time domain calculations (Figure S1b and c): All calculations were based on random coil models with:\(^1\)

\[
<R^2> = c_n l^2 \quad (1)
\]

and

\[
P(R, n, l) = \left( \frac{3}{2n^2 l^2} \right)^{3/2} \exp \left( -\frac{3(R - R)^2}{n^2 l^2} \right) \quad (2)
\]

Where \(P(R, n, l)\) denotes the distribution of end-to-end vectors (see Figure S6a). \(n\) is the number of segments and \(l\) the segment length. The latter we assumed as the length of one amino acid, which is approximately 0.3 nm. DEER time traces were calculated as:

\[
V(t) = \sum_R P(\omega_R)V_R(t) \quad (3)
\]

with

\[
V_R(t) = I - \int_0^{\pi/2} \exp(i(\omega_R t - 3\sin^2(\cos(\omega_R t))) \sin \theta) \, d\theta \quad (4)
\]
\( \theta \) is the angle between the external magnetic field and the vector connecting observer and pump spins. \( P(\omega_R) \) is a distribution of dipolar coupling frequencies, \( \omega_R \), that corresponds to \( P(R, n, l) \) as:

\[
\omega_R = \frac{\mu_0 g_1 g_2 \mu_B}{4\pi \hbar R^3} (3 \cos^2 \theta - 1) \tag{5}
\]

\( g_1 \) and \( g_2 \) denote the g-values of observer and pump spins. These were assumed to be equal. All other constants have their usual meanings. The contribution of compact conformations to \( V(3 \mu s) = 1 - \Delta_{\text{eff}} \) can depend on \( \langle R^2 \rangle \) can be estimated when calculating:

\[
1 - \sum_{R_{\text{min}}}^{R_{\text{max}}} P(\omega_R) V_R(\tau) / \sum_{R_{\text{min}}}^{R(x)} P(\omega_R) V_R(\tau) \tag{6}
\]

Where \( x \) denotes a hypothetic fraction of compact conformations of the overall conformational ensemble. Therefore, \( R(x) \) has to fulfill \( x = \int_{R_{\text{min}}}^{R(x)} P(R, n, l) \, dr / \int_{R_{\text{min}}}^{R_{\text{max}}} P(R, n, l) \, dr \) (see Figure S6a). \( R_{\text{min}} \) is depending on the pump pulse length, \( \tau_p \), of a DEER experiment. For \( \tau_p = 12 \) ns \( R_{\text{min}} = 1.6 \) nm. \( R_{\text{max}} \) is approximately 40 nm as calculated by Jeschke and co-workers.\(^2\) For \( x = 0.05 \), that is the cooperatively folded states are estimated to the most compact 5% of \( P(R, n, l) \) and for \( t = 3 \mu s \) eq. S6 yields the function plotted in Figure S6b.

![Figure S6](image.png)

**Figure S6.** a) End-to-end vector distributions of random coils for different \( \langle R^2 \rangle \). \( R(x) \) is defined as the distance at which the integral between \( R_{\text{min}} \) and \( R(x) \) matches \( x\% \) of the total integral of \( P(R, n, l) \). \( c_o \) was assumed as 2. b) Inverse contribution of the most compact 5% of conformations of the distributions in a) to \( \Delta_{\text{eff}} \). A value of 0 means that...
the DEER signal is totally dominated by the most compact 5% of the conformational ensemble. Values below approximately $<R^2>^{1/2} = 5$ nm cannot be interpreted reliably, since most distances are below 1.6 nm, which is the lower sensitivity limit of the performed DEER measurements. Very long distances are subject to uncertainties, too, since the decay of the DEER signal becomes very shallow. Note that negative distances were treated by their absolute values in $P(R)$.

Judging from Figure S6, one can state that with increasing $<R^2>$ the contribution of compact conformations to $\Delta_{\text{eff}}$ increases. Yet, we only use this as a qualitative argument, since all the calculations are performed for random coil models and the most compact 5% of conformations are assumed as the cooperatively folded fraction. For actual OPN however $P(\omega_R)$ does not correspond to a random coil and $x$ remains undetermined.

3. Measurements on OPN Single Mutants

To rule out dimerization of OPN and to gain information on the DEER background functions we performed DEER on the four single mutants C54, C108, C188 and C247. In Figure S7 uncorrected DEER data for C188 at 0.8 mM is shown. These data is representative also for C54, C108 and C247 and for combinations of all four mutants. In all cases we observed exponential decay functions that can be fitted with eq. 1 that is based on a homogeneous 3D distributions of spins as depicted in Figure S7.

Figure S7. Normalized, raw DEER time domain data for a 0.8 mM solution of single mutant C188 (representative also for C54, C108 and C247; these single mutant data were used for experimental background correction). The green fit corresponds to a homogeneous ($d = 3$) distribution of spins in the freeze-quenched solution (exponential decay). Hence, dimerization of OPN can be ruled out. The green line represents a fit based on a homogeneous exponential decay function.
Figure S8. Full $^{15}\text{N}^{1}\text{H}$ HSQC spectra at different urea concentrations. Green: 0 M urea; pink: 2 M urea; blue: 4 M urea; black: 6 M urea
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Compensatory Adaptations of Structural Dynamics in an Intrinsically Disordered Protein Complex
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ABSTRACT

Intrinsically disordered proteins (IDPs) play crucial roles in protein interaction networks and in this context frequently constitute important hubs and interfaces. Here we show by a combination of NMR and EPR spectroscopy that the binding of the cytokine osteopontin (OPN) to its natural ligand, heparin, is accompanied by thermodynamically compensating structural adaptations. The core segment of OPN expands upon binding. This “unfolding-upon-binding” is governed primarily through electrostatic interactions between heparin and charged patches along the protein backbone and compensates for entropic penalties due to heparin–OPN binding. It is shown how structural unfolding compensates for entropic losses through ligand binding in IDPs and elucidates the interplay between structure and thermodynamics of rapid substrate-binding and -release events in IDP interaction networks.

Results and Discussion

Intrinsically disordered proteins (IDPs) fulfill essential tasks in eukaryotic life despite a lack of well-defined structure. In particular, many IDPs are associated with versatile functions in protein interaction networks.[1] It is their structural flexibility that allows them to adapt to and to interact with different binding partners, making IDPs suited for functioning as hubs between several interaction partners.[2] However, this dynamic nature makes IDPs difficult to analyze. Nuclear magnetic resonance (NMR) has matured to a powerful experimental method for the characterization of IDPs and their complexes in solution.[3] The binding modes between IDPs and their ligands nonetheless remain vaguely described. Different mechanisms have been distinguished: among them so-called “folding-upon-binding”,[4] where the IDP adopts a certain conformation when interacting with a ligand, or the formation of fuzzy-complexes, where the IDP samples many conformations on the surface of a binding partner.[5] Since IDPs are typically charged higher than globular proteins, electrostatics play a pronounced role in mediating the protein-ligand interactions of an IDP.[6] Specific charge patterns of IDPs have been found to be optimized for attraction to and interaction with their naturally charged substrates.[7] Here we provide by a combination
of NMR and electron paramagnetic resonance (EPR) data unprecedented insight into the subtleties of conformational adaptations occurring in IDP-substrate recognition events. While NMR measurements provide residue resolved information about structure (PRE; paramagnetic relaxation enhancement) and dynamics (NMR spin relaxation) EPR yields coarse-grained information about large-scale structural adaptations of IDPs.\[8\] We analyze the interaction of the IDP Osteopontin (OPN), an extracellular matrix protein associated with metastasis of several kinds of cancer,\[9\] with heparin,\[8f\] a highly sulfated glycosaminoglycan widely used as anticoagulant. In a biological context heparin binding to OPN is of interest since it models the OPN-heparan sulfate and/or hyaluronic acid interaction, which is assumed to be involved in OPN-CD44 receptor (a heparan sulfate proteoglycan (HSPG) that sequesters various heparin-binding growth factors and chemokines) association - a process involved in cell signalling and adhesion.\[9b\] Glycosaminoglycans like heparin, hyalurunan and heparan-sulfate are crucial for chemokine function in vivo.\[9c,d\] Additionally, interactions between IDPs and biological polyelectrolytes are quite common\[1b\] and our results might well be applicable to other systems. We show that upon binding to heparin OPN largely remains disordered although its structural ensemble is updated. The compensatory adaptations observed for OPN as a consequence of the heparin binding are mediated predominantly through electrostatic interactions and intriguingly demonstrate how entropic penalties due to local rigidification of binding site residues upon ligand binding are compensated through partial unfolding of peptide segments remote to the primary binding site. These results are important in the sense that they help to interpret the so far not well understood interplay between structure and thermodynamics of rapid substrate-binding and -release events in IDP interaction networks.

We investigate a 220 amino acids long mutant of OPN (residues 45-264 of native OPN plus an N-terminal Met). In Figure 1a) PRE changes upon heparin binding, ΔPRE, for four spin-labeled Cys-mutants of the truncated IDP are shown (labeling with MTS; S-(2,2,5,5-tetramethyl-2,5-dihydro-1H-pyrrolo-3-yl)methyl methane-sulfonothioate, mutants C54, C108, C188 and C247). ΔPREs are calculated through changes in the relative (labeled/wildtype) \(^{15} \text{N}-^{1}\text{H}\) HSQC signal intensity ratios (height) upon heparin binding of OPN (MTSL protein interactions were excluded by reference measurements; see the Supporting Information). When interpreting PRE values of
IDPs one should be aware that due to the rapid conformational sampling of IDPs one observes ensemble averaged PRE data.\[^{[8a]}\] Hence, all conclusions drawn from these refer to “average” conformations and ΔPRE > 0 indicates “on average” increasing distance between labeling site and a residue upon binding, ΔPRE < 0 the opposite.\[^{[8f]}\]

As can be observed the IDP displays differential changes of long-range backbone interactions as heparin binds. Specifically, spin labels attached to residues C108 and C188 experience displacements from the core region, that is, from residues 120-200 for C108 and from 70-120 for C188. Concluding, the PRE data indicate that the central segment (residues 90-150) of OPN expands upon heparin binding, comparable to an “unfolding-upon-binding” event. Intermolecular PRE contributions have been ruled out by a control experiment using a mixture of 14N-labelled MTSL-tagged and 15N-labelled untagged OPN (see the Supporting Information).

Differential structural compactness changes of the central region of OPN are further reflected in its motional dynamics. These were monitored by 15N relaxation measurements (15N longitudinal relaxation rates R\(_1\) and transverse relaxation rates R\(_2\) and 15N-1H heteronuclear Overhauser enhancement, NOE) both in the apo (ligand free) and heparin-bound state. Figure 1b shows a residue plot of 15N R\(_2\) and 15N-1H heteronuclear NOE differences. The regions containing most of the heparin binding site (140-170 and 180-200) display a decrease in 15N R\(_2\) due to local rigidification of the backbone upon binding (motions on the nanosecond time scale). This is paralleled by larger 15N-1H heteronuclear NOE values (Figure 1b bottom) indicating reduced fast backbone motions on the picosecond timescale. In contrast, the region encompassing residues 90-120 exhibits increased backbone flexibility as evidenced by both, decreased R\(_2\) values and more negative heteronuclear NOEs. The finding that residues 90-120 are more flexible in the heparin-bound state is in good agreement with decreased PRE values and further validates that this part of the protein becomes more displaced from the heparin binding site and thus less restrained upon complex formation. Overall, the NMR relaxation data demonstrates that OPN displays more conformational flexibility in the bound state. The binding of heparin was further confirmed by DOSY (diffusion ordered spectroscopy) NMR that showed an increase of the hydrodynamic radius of OPN through heparin binding from 3.6 nm to 5.2 nm.
Figure 1. a) ΔPRE for the four different labeling sites upon heparin binding from $^{15}$N-$^1$H HSQC signal intensities. ($\Delta$PRE = relative (OPN-MTSL/OPN) $^{15}$N-$^1$H HSQC-Intensity (heparin-bound) minus the relative $^{15}$N-$^1$H HSQC-Intensity (apo)). ΔPRE values $> 0$ indicate increasing distances to the labeling site (gray triangles mark the spin-labeled sites); ΔPRE values $< 0$ indicate decreasing distances. For error estimates see the Supporting Information. b) $\Delta R_2$ and $\Delta$HetNOE ($^{15}$N-$^1$H NOE changes (bound minus apo)) as a function of residue position. For error estimates see Supporting Information.
To complement the NMR-derived data on OPN we performed both room temperature continuous wave (CW) EPR on the four available single mutants and double electron-electron resonance (DEER) measurements on six spin-labelled Cys double-mutants of the truncation mutant. (DEER was performed at 50 K on shock-frozen samples that contain the conformational protein ensemble present at the glass transition temperature of the solution, which is assumed to be representative for the solution structural ensemble. For further details see the Supporting Information.) CW EPR reveals that the label attached to residue C108 gains mobility through heparin binding, while the mutant C188 exhibits a more restricted rotational motion (with rotational correlation times of $\tau_{c,108}=0.52$ ns, $\tau_{c,108/Heparin}=0.43$ ns, $\tau_{c,188}=0.69$ ns and $\tau_{c,188/Heparin}=0.87$ ns; see the Supporting Information). $\tau_c$ values of spin labels attached to residues C54 and C247 appear not to be affected significantly by heparin-binding. Again, the increasing rotational mobility of MTSL at C108 is indicative for pronounced solvent exposure of this labeling site as a consequence of the expansion of the core segment of OPN.\cite{10} Note that $\tau_c$ s derived from CW EPR suffer from the nonseparability of local and global rotational correlation times (similar to NMR data) and only represent an effective correlation time corresponding to the nitroxide moiety motion. To unequivocally probe changes of rotational correlation times due to binding of the ligand both NMR (R$_2$ and HetNOE) and EPR data are required.

![Figure 2. $\Delta_{eff}$ values for the six OPN double mutants in the apo (black) and heparin-bound (gray) state. ($\Delta_{eff}$ for mutant 54-247 with heparin is 0.)](image)
While detailed characterization and analysis of the DEER time traces of the OPN apo state have already been reported,\[^{11}\] here the DEER data were recorded in the absence and the presence of heparin. All DEER data are shown in the Supporting Information. As described before, DEER data of IDPs with broad conformational ensembles are difficult to analyze due to a lack of signal modulation.\[^{8d, 11}\] Thus, since the standard DEER analysis techniques fail for OPN, time traces were analyzed using an effective modulation depth, $\Delta_{\text{eff}}$, as introduced in our previous work.\[^{11}\] $\Delta_{\text{eff}}$ denotes the total signal decay at the experimental DEER evolution time (see the Supporting Information) and is an approximate measure of the average interspin distance for broad $P(R)$ distributions.\[^{11}\] For increasing interspin mean distance $R$ between two labeling sites $\Delta_{\text{eff}}$ typically decreases. The lower distance boundary of this method is 1-1.6 nm in aqueous solutions and the assumption of decreasing $\Delta_{\text{eff}}$ with increasing mean distance of $P(R)$ is only valid for double mutants showing very broad conformational ensembles and, hence, very broad distance distributions, $P(R)$.\[^{11}\] Thus, our approach is appropriate primarily for the analysis of large, extended proteins like OPN. (Note that PREs are complementary to DEER in terms of length scales. PREs are effective below 2-3 nm only for the present system. Thus, also significant changes in $\Delta_{\text{eff}}$ do not need to correlate with changes in PREs or differential PRE values.) Furthermore, experimental DEER background functions are necessary for proper data treatment. It should be noted that for folded proteins where one frequently observes strong modulations in DEER time traces a $\Delta_{\text{eff}}$ analysis would not be possible. In Figure 2 $\Delta_{\text{eff}}$ values for the six double mutants in the apo and heparin-bound state are shown (the EPR raw data are shown in the Supporting Information Figures S2 and S3). In all cases binding of heparin leads to a clear decrease in $\Delta_{\text{eff}}$ indicating longer distances between the labeling sites of the six double mutants. This is in excellent agreement with the expansion of OPN upon heparin binding, observed by means of NMR analysis and also supports an unfolding-upon-binding event.
Figure 3. Charge map of OPN. Grey indicates charge neutral patches, red indicates acidic (negatively charged under experimental pH) residues and blue basic (positively charged) residues.

The observed, “on average” conformational expansion of the central region of OPN upon heparin binding can be rationalized when taking into account that heparin is a highly, negatively charged polyelectrolyte that interacts predominantly electrostatically with its environment. In Figure 3a the charge distribution map of OPN is shown which highlights patches of low and high charge densities. Heparin has been shown to bind to the positively charged patch of OPN around residues 155, thereby exploiting favourable electrostatic interactions.\cite{8f, 11} Yet, the large negatively charged patch around residues 80-120 is likely to experience electrostatic repulsion from heparin and is, therefore, displaced from the central region of OPN around residue 155 upon heparin binding. This leads to the observed expansion of the central region and to positive ΔPREs as shown in Figure 1a. In contrast, in the apo state the negatively charged region around C108 is known to be attracted by the positive patch around residue 155, compacting the OPN core.\cite{11} Thus, the OPN-heparin complex reveals an electrostatic binding mode largely governed by complementary charge patterns as often found in molecular recognition processes.\cite{12} To further corroborate these findings we measured the changes in NMR chemical shifts, PRE data (see Figure S6 in the Supporting Information) and DOSY data caused by different salt conditions. The observed changes of NMR parameters and hydrodynamic radius Rₜ under high salt conditions clearly indicate that the OPN-heparin complex dissociates through NaCl influence (Rₜ OPN: 3.6 nm; OPN-Heparin: 5.2 nm and OPN-Heparin/400 mM NaCl: 3.4 nm).

The binding of heparin to OPN was also studied by isothermal titration calorimetry (ITC) measurements. From ITC measurements ΔH and ΔS values of -16.3 kCal mol⁻¹ and -35 Cal mol⁻¹ K⁻¹ can be obtained for the heparin-OPN binding event assuming an average molecular weight of 17.5 kDa for heparin. These quite large ΔH
and $\Delta S$ values nearly cancel each other at 293 K with respect to the Gibbs energy of binding ($\Delta G = \Delta H - T\Delta S$). The dissociation constant was determined to 34 $\mu$M (see the Supporting Information). Additionally, ITC measurements at different temperatures revealed a positive differential heat capacity, $\Delta C_p$, (about 40 cal M$^{-1}$K$^{-1}$) for heparin binding which further supports the notion that the bound state exhibits more conformational flexibility compared to the free state. Again, ITC data obtained at 400 mM NaCl confirmed the inhibition of the complex formation under high salt conditions (see Figure S7 in the Supporting Information).

In conclusion we could show, by applying NMR and EPR measurements, that heparin binding leads to an expansion of the central regions of OPN. Therefore, the interaction mode of this IDP with its ligand can be described as formation of a fuzzy complex (i.e., residual conformational flexibility in the bound state). Although there is local rigidification in the heparin binding cleft (region around residue 155) the resulting conformational entropy penalty is reduced by a compensatory increase in conformational flexibility of the negatively charged region 90-120. The local (or segmental) unfolding and expansion of the OPN core segment thereby significantly contributes to the overall thermodynamic equilibrium balanced between counteracting contributions like solvation enthalpy and rotational and translational degrees of freedom and conformational entropy, as typical for IDPs.$^{[6, 14]}$

We deduce that heparin binding to OPN is predominantly mediated via electrostatic interactions across the interface displaying complementary charge distributions. Given its similar chemical composition an analogous binding mode can be anticipated for the naturally occurring OPN ligand heparan sulfate. Further, the thermodynamic (entropic) compensation, as measured by NMR and ITC, gained through the structural rearrangements of OPN might be central to the common IDP property of rapid substrate binding and release and the versatility of their host-guest interactions. It is thus instructive to compare our findings with a recent study describing the binding mode of Sic1 to Cdc4 for which a similar binding mode was observed.$^{[15]}$ In this study conformational averaging of Sic1 in the bound state was shown to be relevant for polyvalent interactions that lead to ultrasensitivity and nonlinear binding in response to, for example, phosphorylation. Although the details of binding differ (OPN-heparin: bulk electrostatic patches versus Sic1-Cdc4: polyvalent
interactions) entropic compensatory events seem to be present in both systems (OPN-heparin: conformational expansion; Sic1-Cdc4: enhanced conformational entropy through polyvalent interaction) hinting towards a more common phenomenon in the realm of IDPs.

IDPs mediate protein interactions in dynamic networks; for fast and efficient response to external stimuli low energy barriers and facilitated interconversions between different substates are required. This is facilitated by binding modes governed by electrostatics since they allow for considerable conformational plasticity (also through high hydrophilicity), modulating the lifetime and rates of conversions of individual bound states in encounter complex ensembles. We thus anticipate that complementary structural and dynamical adaptations similar to the described OPN-heparin interaction will be observed for intrinsically disordered protein hubs in cellular interaction networks.
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Protein Preparation

The expression and purification of recombinant quail OPN protein (OPN220) were performed as described previously.\(^1\) Cysteine mutations were introduced using the QuickChangeII site directed mutagenesis kit (Stratagene). For NMR and EPR analysis, all protein samples were concentrated to 0.8 mM in phosphate buffer (50 mM sodium phosphate, 50 mM NaCl, pH 6.5) in a 90\% H\(_2\)O / D\(_2\)O mixture. Heparin was purchased from Sigma Aldrich (Product Nr. H4784) and was added to a final concentration of 0.1 mg/\(\mu\)l (EPR) or 15 mg/mL (NMR) where present.

DEER

DEER is applied to glassy solids obtained by freeze-quenching the solutions after addition of 30 v/v \% glycerol. (Note that glycerol typically does not influence protein structure.)\(^2\) This is achieved by immersing the sample tube in supercooled isopentane. Such, a snapshot representative for the solution at the glass transition temperature is detected, as evidenced by manz previous DEER studies on proteins.\(^2\) The sample volume was always large enough to fill the complete resonator. The four pulse DEER sequence \(\pi/2(v_{\text{obs}}) - \tau_1 - \pi(v_{\text{obs}}) - (\tau_1 + t) - \pi(v_{\text{pump}}) - (\tau_2 - t) - \pi(v_{\text{obs}}) - \tau_2 - \text{echo}\) was used to obtain dipolar time evolution data at X-band frequencies (9.2 to 9.4 GHz) with a Bruker Elexsys 580 spectrometer equipped with a Bruker Flexline splitting resonator ER4118X_MS3. The dipolar evolution time \(t\) was varied, whereas \(\tau_2 = 2\) \(\mu\)s and \(\tau_1\) were kept constant. Proton modulation was averaged by the addition of eight time traces of variable \(\tau_1\), starting with \(\tau_{1,0} = 200\) ns and incrementing by \(\Delta\tau_1 = 8\) ns. The resonator was overcoupled to \(Q \approx 100\). The pump frequency, \(v_{\text{pump}}\), was set to the maximum of the EPR spectrum. The observer frequency, \(v_{\text{obs}}\), was set to \(v_{\text{pump}} + 61.6\) MHz, coinciding with the lowfield local maximum of the nitroxide spectrum. The observer pulse lengths were 32 ns for both \(\pi/2\) and \(\pi\) pulses, and the pump pulse length was 12 ns. The temperature was set to 50 K by cooling with a closed cycle cryostat (ARS AF204, customized for pulse EPR, ARS, Macungie, PA). The resulting time traces were normalized to \(t = 0\). Background correction was done through dividing by
experimental functions gained from DEER on the four single mutants. These functions
 correspond to a homogeneous exponential decay and to a homogeneous \( (d = 3) \)
distribution of spins.

**NMR Spectroscopy**

NMR spectra were recorded at 20°C on Varian spectrometers operating at 500, 600 and 800 MHz. OPN220 protein samples were dissolved to 0.8 mM in 50 mM sodium phosphate, 50 mM NaCl at pH 6.5 with 10% D2O as lock solvent. PRE intensity ratios were derived from PFG sensitivity enhanced two-dimensional \(^1\text{H}-^{15}\text{N} \)
HSQC spectra of \(^{15}\text{N} \) labeled OPN220 mutants C54, C108, C188 and C247 respectively.\(^{[3]} \) NMR spectra were processed using NMRPipe \(^{[4]} \) and analyzed using SPARKY \(^{[5]} \). DOSY measurements were performed in the presence of 0.5% dioxane at a protein concentration of 0.1 mM. Note that the determination of hydrodynamic radii may be influenced under high salt conditions by a reduced mobility of Dioxane.

**Paramagnetic Relaxation Enhancements (PREs)**

Single cysteine OPN220 mutants (C54, C108, C188 and C247) were tagged with the nitroxide spin-label (1-Oxyl-2,2,5,5-tetramethyl-Δ3-pyrroline-3-methyl) Methanethiosulfonate (MTSL). The overall PRE effect on OPN220 was measured as intensity ratio of cross peaks between the paramagnetically labeled mutants and electrochemically reduced counterparts. This was cross-checked by comparison with the intensity ratio of cross-peaks in presence \( (I_{MTSL}) \) and absence \( (I_{MTSL}) \) of the cysteine-attached spin labels, \( \Delta_{MTSL} = \frac{I_{MTSL}}{I_{MTSL}} \). To account for possible interactions of the spin-label with the protein, MTSL was added to untagged, \(^{15}\text{N} \) labeled OPN220 at a final concentration of 1 mM. The intensity ratios of OPN220 with unbound/free \( (I_{FREEMTSL}) \) and without \( (I_{MTSL}) \) MTSL, \( \Delta_{UNSPEC} = \frac{I_{FREEMTSL}}{I_{MTSL}} \), were combined with the intensity ratios from attached MTSL \( (\Delta_{MTSL}) \) to calculate the PRE effect on the protein: \( \text{PRE} = \frac{\Delta_{MTSL} + (1 - \Delta_{UNSPEC})}{\Delta_{MTSL}} \). Further, intermolecular contributions could be ruled out by DEER on the single mutants, which showed a homogeneous distribution of the spins in OPN Cys-mutant solutions. Additionally, \(^{14}\text{N} \) OPN Mutants C54 and C247 were tagged with MTSL and each mixed with \(^{15}\text{N} \) OPN and Heparin \( (^{14}\text{N} \text{ OPN 0.4 mM, } ^{15}\text{N} \text{ OPN 0.4 mM, Heparin 0.1 mg/ml}) \) with no measurable PRE effect. Despite all these reference measurements it should be noted that every labeling study might always suffer from the drawback that the protein side
chains or backbone might interact with the label and thus bias the protein structure. However, HSQC measurements with a reduced (diamagnetic) label did not show any significant resonance shifts, when compared to the wild type. Thus, the labeling procedure does not seem to affect the conformational ensemble.

15N R1,2 and 15N-1H NOE Spectra

Information on dynamics was obtained by determining backbone 15N T1 and 15N T2 relaxation times as described previously. All measurements were carried out at 20°C at a field corresponding to a 1H Larmor Frequency of 599.89 MHz. Contributions of overlapping peaks were deconvoluted by peak fitting. To determine the 15N transverse relaxation time T2 Carr-Purcell-Meiboom-Gill (CPMG) delays of 0, 16, 32, 64, 96, 160, 256, 384 and 512 ms were employed using a CPMG duty cycle delay of 0.5ms. To determine the 15N longitudinal relaxation time T1 delays of 0, 20.8, 41.6, 83.2, 124.8, 208.0, 624, 1248 and 1996.8 ms were employed. Using an extension script of SPARKY the resulting series of cross-peak intensities was fitted to a two parameter exponential decay: I(t) = A \cdot \exp[-(t/T)], where I(t) represents the delay time-dependent peak intensity. Random error estimates for T1 and T2 were calculated with a best fit for a set of perturbed heights. R1,2 was calculated as 1/T1,2. Perturbation of the heights was carried out with computer-simulated noise with a Gaussian distribution of zero mean original heights of the best fit and with variance equal to the root-mean-square deviation. Random experimental errors were determined as spread of the best fit values.

Heteronuclear steady-state NOE 15N-[1H] attenuation factors were derived from the ratio of peak intensities of experiments with and without prior proton saturation \(\text{INOE}/\text{I}_{\text{nonNOE}}\). Spectra determined under proton saturation were recorded with a 4 s relaxation delay prior to a 4.4 s proton presaturation period; non-saturated spectra featured a net relaxation delay of 8.4s. For all relaxation experiments acquisition times for the nitrogen and proton dimensions were 259ms and 96ms, respectively.
Figure S1. $^{15}$N $R_{1,2}$ and $^{15}$N-$^1$H NOE values for OPN in its a) free and b) heparin-bound state. Please note the differences in regions 90-120 and 140-170 in both $^{15}$N $R_2$ times and $^{15}$N-$^1$H NOE relative intensities (highlighted in Figure 1b) as $\Delta R_2$ and $\Delta$HetNOE). The red bars indicate experimental errors.

Supplementary DEER

Figure S2. DEER time traces of the double mutants under investigation a) in the presence and b) in the absence of 0.1 mg/µL heparin. Note the different intensity scales. Missing time traces denote $\Delta_{eff} = 0$. 
Figure S3. a) Pseudo modulated low temperature spin echoes of the double-mutants under investigation in the absence (black) and presence (red) of 0.1 mg/µL heparin. The modulation frequency was 3 mT. b) Room temperature CW EPR spectra of the four single-mutants under investigation in the absence (red) and presence (black) of 0.1 mg/µL heparin and a zoom on the high-field transitions of C108 (blue) and C188 (red).

Supplementary ITC

Preparation and Analysis of Solutions – Although the molecular weight of heparin can differ between 6 kDa and 30 kDa, commercially available heparin, such as the one used, have most chains in the range of 16-19 kDa (Sigma supplier data, quality control information) and are, therefore, amenable to dialysis. Heparin solutions were prepared (calculating with an average weight of 17.5kDa) in deionized Milli-Q water. Both Heparin and Osteopontin were dialyzed overnight at 4°C into the same degassed buffer (50mM Na₂HPO₄, 50mM NaCl, 1mM Azide, 1mM EDTA, pH=6.5). The concentrations of OPN and Heparin were lowered to the desired value using the dialysis buffer and both solutions were then centrifuged at 36,000 g for 20 min. The correct concentration of OPN was confirmed by measuring OD₂₈₀.

Measurements and Analysis – Titration calorimetric measurements were carried out using a Microcal™ iTC200 calorimeter. The product of the initial ligand concentration and the association constant c = K₆[Hep] was in the range of 2<c<200 as required for ITC studies. The starting conditions were 130-150 µM OPN in the measurement cell (200µL) and 1.5mM Heparin in the injection needle (40 µL). Titration of Heparin into buffer gave only minor heat release. Nevertheless these titrations were subtracted from runs performed with OPN. Measurements were carried
out at 283.2 K, 293.2 K, 303.2 K and 313.2 K with a stirring speed of 1000 rpm. The
time delay between peaks was set to 180s to allow peak recovery to baseline. The
injection scheme and concentrations were chosen so that a flat start and saturation
could be obtained (Figure S4) and the areas below start and end peaks were reduced by
more than a factor of 10 (corrected for different injection volumes). The injection
scheme was set to $8 \cdot 0.5 \mu L + 8 \cdot 1 \mu L + 13 \cdot 2 \mu L$ (with the injections lasting 1,2 and
4s respectively). The first 0.5 μL injection was not used in the fitting process. To
perform a nonlinear least-squares fit of the experimental data, the ‘one set of sites’
model within the Origin™ Program[7] was chosen. Averaging 3 measurements we
obtained values of -16.3 kCal/mol, -35 Cal/mol/K and 29733 mol$^{-1}$ for ΔH, ΔS and $K_b$
respectively.

**Figure S4.** ITC least squares fit of incremental heat release per mole of ligand from 29
automatic injections of Heparin (1.5mM) into OPN (135μM). The data in the inlet
represents a single run (as opposed to the average of 3 given in the main text). Note
that the molar ratio is plotted on a logarithmic scale in order to make the rational for
the injection scheme easily visible.
Figure S5. a) Raw data from 29 automatic injections of Heparin (1.5 mM) to an OPN solution (135 µM). b) Least square fit of incremental heat release per mole of ligand. The obtained stoichiometry indicates 0.42 heparin strands per OPN molecule.
Experiments Under High Salt Conditions

Figure S6. a) Residue plots of ΔCS: Chemical shift change of OPN $^{15}\text{N}\cdot^{1}\text{H}$ backbone resonances upon addition of heparin at salt concentrations of 50(red), 250(blue) and 550mM NaCl (green) (nitrogenΔCS was divided by a factor of 5 before being combined with the proton shift to yield a “pseudo proton shift”). b) ΔPREs: Changes in PRE intensity of mutant C108 induced through the addition of heparin at a concentration of 50mM (top) and 400mM NaCl (bottom). All plots indicate that the CS and PRE effects induced by heparin diminish in the presence of high salt concentrations. Since NaCl nearly exclusively screens electrostatic interactions, these data hint towards a primarily electrostatically governed interaction mode between heparin and OPN. The red bars indicate residues that were excluded from the analysis due to significant line broadening.
Figure S7. ITC at high Salt Concentrations. a) Raw-data profile for Heparin (1.5 mM) titration into OPN (0.12 mM) at 50 mM NaCl. b) Raw-data obtained for a titration with the same injection scheme, temperature and similar concentrations (0.85 mM Heparin, 0.1 mM OPN) at a salt concentration of 400 mM NaCl. The data was not processed as a different ensemble of OPN would be investigated, thus making comparison of the results very complicated and unfeasible. (Samples were dialyzed into high salt buffer for 48 h. Control-titrations of Heparin into buffer and buffer into OPN were run to test the data quality.)
Error Estimation of PRE Data

Figure S8. PRE data of the four spin labeled OPN mutants including experimental error estimations (shown in red).
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ABSTRACT

Protein-protein interactions are of utmost importance to an understanding of biological phenomena since non-covalent and therefore reversible couplings between basic proteins leads to the formation of complex regulatory and adaptive molecular systems. Such systems are capable of maintaining their integrity and respond to external stimuli, processes intimately related to living organisms. These interactions, however, span a wide range of dissociation constants, from sub-nanomolar affinities in tight complexes to high micromolar or even millimolar affinities in weak, transiently formed protein complexes. Herein, we demonstrate how novel NMR and EPR techniques can be used for the characterization of weak protein-protein (ligand) complexes. Applications to intrinsically disordered proteins and transiently formed protein complexes illustrate the potential of these novel techniques to study hitherto unobserved (and unobservable) higher-order structures of proteins.

Introduction

Protein-protein interactions are fundamental chemical events in living organisms and thus of prime interest in many fields of life science. Although protein X-ray crystallography has delivered an enormous amount of highly refined structural data of large protein aggregates its applicability is limited to high-affinity and stably structured protein complexes. In the recent past, it has yet become clear that also weak protein-protein interactions leading to transiently formed complexes play key roles in diverse biological processes, such as cell signalling, post-translational modifications, general transport phenomena, cellular trafficking, enzyme catalysis, and transcription as well as translational regulation. Additionally, there is growing awareness of the importance of intrinsically disordered proteins (IDPs) in eukaryotic life. Their central role in protein interaction networks has been established. IDPs efficiently sample a vast and heterogeneous conformational space allowing them to interact with multiple and diverse binding partners. It is therefore a great and rewarding challenge for modern structural biology research to access these proteins in the completeness of their native states and to adequately describe their inherent structural plasticity. In this
context it is of interest that sparsely populated protein conformational states (high-energy, excited states) are essential for the functionality of proteins – ranging from IDPs to tightly structured enzymes.\textsuperscript{1-3} It is thus mandated that the conventional notion “protein structure determines function” needs to be reinterpreted (up to now predominantly ground state structures were considered).

Evidently disordered systems are not amenable to X-ray crystallography, which is by far the most widespread structural biology technique. Instead these systems require alternative technological strategies. Nuclear magnetic resonance (NMR) spectroscopy offers unique possibilities for this quest. Because NMR is performed in solution there are different sample requirements. As such, it can also be applied to molecular systems displaying substantial degrees of conformational flexibility. Over the years, NMR methodologies were developed to investigate protein complexes. NMR chemical shift changes and saturation techniques are used to locate protein interaction sites. Residual dipolar couplings (RDC)\textsuperscript{4,5} together with nuclear-Overhauser-effect (NOE)-based methods\textsuperscript{6} and paramagnetic relaxation enhancement (PRE)\textsuperscript{7} can be used to evaluate binding interfaces with atomic resolution, even in cases of weak affinities and transient intermolecular contacts. It should be noted that NMR not only allows locating interaction sites and provides structural information about the binding interface, but also allows for the quantification of binding affinities (dissociation constants, \(K_D\)). For more details and broader coverage of NMR applications, the reader is referred to excellent reviews published over the years.\textsuperscript{6,8,9} Here we provide an illustration of the power of NMR spectroscopy for the elucidation of reversible protein interaction events by means of so-called relaxation dispersion (Car-Purcell-Meiboom-Gill, CPMG) experiments. Applications to studies of protein-protein interaction are illustrated with a quantitative analysis of Max homodimerization. It is shown that NMR provides detailed information about this dynamic protein dimerization process. Both kinetic and structural parameters are obtained, which permits the analysis of the only marginally populated protein complex. An example for studies of enzyme catalysis is given through the observation of reversible binding of the cold-shock protein to its cognate cold-box RNA. Here, dynamics in unperturbed equilibrium of both, the protein and RNA components, can be studied via NMR spectroscopy. Again, we anticipate that these NMR measurements will provide unprecedented insight into the molecular details and elementary steps of
RNA chaperone function. Finally, we present a detailed description of how NMR and electron paramagnetic resonance (EPR) spectroscopy can be used in a complementary fashion to investigate complex formation of IDPs. Most importantly, this novel approach revealed that upon ligand binding the IDP Osteopontin largely remains disordered although its conformational ensemble is updated. Ligand binding proceeds through conformational selection of a preformed conformational substate that is characterized by an unexpected cooperative stabilization as common for stably folded globular proteins. The observed structural and dynamical compensations upon binding reveal how thermodynamically unfavorable entropic penalties are compensated through partial unfolding of peptide segments remote to the primary binding site.

Results and Discussion

Access to sparsely populated conformational states by relaxation dispersion NMR experiments

Biomolecules are characterized by rugged energy surfaces resulting from attractive and repulsive forces of similar strength. The accessible conformational space governs thermodynamics and kinetics of conformational transitions between different substates. In the past it has become increasingly evident that sparsely populated, high-energy conformational states of a protein can be essential for protein function.\textsuperscript{3,10} A prominent example is the frequently observed conformational selection mechanism for substrate recognition.\textsuperscript{11,12} In this context a substrate is assumed to interact with a (sparsely) populated high-energy (excited) conformation of a protein and to modulate the system’s conformational ensemble by stabilizing this particular high-energy state. However, excited conformational states are difficult to access by means of conventional (direct detection) NMR, since fast conformational averaging leads to averaging of resonances. Averaging “hides” a sparsely populated state behind predominating low-energy states. Consider a conformational transition process in which a highly populated (low energy) ground state exchanges with a lowly populated (high energy) excited state. The resulting NMR signal is a population weighted average of the individual signals stemming from the two states and dominated by the abundant ground state signal. Detailed information about the sparsely populated excited state can nevertheless be obtained, by the so-called CPMG (Car-Purcell-
Meiboom-Gill relaxation dispersion experiment.\textsuperscript{13,14} This experiment takes advantage of the fact that the conformational transitions between a highly (A) and a lowly (B) populated species affects the transverse relaxation times and thus line widths and intensities of ground states’ (A) NMR signals. Suppose a 90° pulse that flips the magnetization of an amide nitrogen of a particular amino acid from the quantification axes to the transverse plane. The spin will immediately start to precess and concomitantly dephase during a given time interval $\tau$. Conformational transitions between ground and excited state lead to alterations of the precession frequencies (Fig.1a, top). Application of a 180° inversion pulse after the time interval leads to partial refocusing of the precessing magnetization and hence increased signal intensities after the interval $2\tau$ (Fig 1a, middle). Increasing the number of 180° inversion pulses improves the refocusing efficiency in the CPMG experiment and results in increased signal intensities (Fig.1a, bottom). Depending on the overall exchange rate between the two states A and B, $k = k_A + k_B$, (with $k_A$ and $k_B$ being the forward and backward rates) the number of refocusing pulses will alter the observed signal intensity. If the exchange rate $k$ is slower than $1/\tau$, the precessing magnetization will be completely refocused and signal intensity is unaffected by the exchange process and hence maximized. Yet, if $k$ is in the range of or larger than $1/\tau$ the observed signal intensity will be modified and depend on the frequency ($\nu_{\text{CPMG}}$) of 180° inversion (refocusing) pulses. In other words, the effective (detected) transverse relaxation rate, $R_{2,\text{eff}}$ will be affected by the exchange process and the time interval $\tau$ (or the number of 180° inversion pulses, see Figure 1). Increasing the frequency of 180° inversion pulses, where $\nu_{\text{CPMG}} = 1/(4\tau)$, in the CPMG train (Figure 1a) will lead to progressive quenching of the exchange process. This dependence is exploited by CPMG pulse sequences in which pulse trains with repeating $\tau - 180^\circ_x - \tau$ blocks are applied to refocus the magnetization. Sampling different values of $\nu_{\text{CPMG}}$ yields a dependence of $R_{2,\text{eff}}$ versus $\nu_{\text{CPMG}}$. $R_{2,\text{eff}}(\nu_{\text{CPMG}})$ will decrease with increasing $\nu_{\text{CPMG}}$ values (Figure 1b). In the case of complete quenching of the exchange process, however, one observes a flat profile with $R_{2,\text{eff}} = R_{2,0}$ (R$_{2,0}$ is the exchange-free transverse relaxation rate). Fitting $R_{2,\text{eff}}(\nu_{\text{CPMG}})$ as a function of $\nu_{\text{CPMG}}$ allows to determine the exchange rate $k$ between the two states. Furthermore, the chemical shift difference between A and B and the populations of these states can be extracted through measurements at different magnetic field strengths.\textsuperscript{15} Depending on the time
scales, different approaches have to be taken into account for quantitative analysis of fast, slow and intermediate exchange regimes.\textsuperscript{16}

Figure 1. a) Phase of two spins with resonance frequencies $\omega_A$ (blue) and $\omega_B$ (red) in dependence of pulse sequence evolution time and pulse interlay. Corresponding detectable NMR signals on the right. With increasing $\nu_{\text{CPMG}}$ the signal becomes sharper. b) Theoretically calculated dependence of $R_{2,\text{eff}}$ on $\nu_{\text{CPMG}}$.

The CPMG experiment can also be explained from a kinetic point of view by taking into account the deleterious effects of randomly changing precession frequencies on echo formation. The observed NMR signal, that is, a spin echo, will become weaker the more the precision frequencies of the individual spins in an ensemble differ from each other. The time needed for the spins to be randomly distributed in the transverse plane after RF excitation is inversely proportional to the spectrum of precision frequencies (line width). Conformational exchange modulation of precision frequencies due to changes in the local environment of some spins leads to additional line broadening and concomitant signal attenuation. Taking a look at the CPMG pulse train in Figure 1a one can see that this effect will only be effective if the time between two pulses is longer than the spin needs (on average) to change its precession frequency due to conformational changes in the system. In other words, the frequency of refocusing pulses ($\nu_{\text{CPMG}}$) must be shorter than the exchange rate $k$ in order to observe enhanced signal attenuation. Thus, by varying $\nu_{\text{CPMG}}$ and observing
the consequent effect on the signal intensity one can yield information about $k$ and the
details of conformational exchange processes (frequency difference between individual
states).

In the realm of protein NMR one frequently observes the relaxation dispersion
of backbone $^{15}\text{N-}^{1}\text{H}$ amide resonances. Implementation of the CPMG train into a two
dimensional data acquisition yields residue dependent $R_{2,\text{eff}}$ values. In this case a
residue’s exchange frequency might be affected by local conformational
interconversion processes, for example, flapping of aromatic side chains,$^{17}$ and by
global processes like large scale conformational adaptations due to, for example,
ligand binding. In order to separate global from local influences one can choose to fit
the dispersion profiles in a global or residue-specific manner. Numerous applications
have demonstrated the wide applicability of this approach and provided valuable
insight into the atomic details of relevant dynamic processes in biology.$^{18}$ Here we
illustrate the technique with applications to a transiently formed chaperone-RNA
complex and the reversible formation of a homodimeric coiled-coil protein complex.

Figure 2. Structural model of CspA with surface hydrophobic residues shown in
magenta; the primary RNA binding site is represented in green (residues 26-41).
Structure PDB ID: 2L15.$^{19}$
As a case study of lowly populated state of ligand-bound protein we present here the interaction of the *Escherichia coli* cold shock protein CspA (the 3D structure of the apo-state of CspA is given in Figure 2) with a fragment of its mRNA. The CspA is a 70 amino acid 7.4 kDa protein naturally occurring in cold-shocked bacteria. It functions as an RNA chaperone by interacting with the 5'‐untranslated region of its own mRNA (called the coldbox RNA, CB RNA);\textsuperscript{20} overproduction of the CspA mRNA causes derepression of the cold-shock genes expression. The CspA structure comprises a β-barrel fold. The RNA binding surface is primarily constituted of solvent-exposed aromatic residues, mostly phenylalanines.\textsuperscript{20,21} However, the RNA bound state of the protein is difficult to access by means of directly detected NMR, since only a fraction of the present RNA molecules interact with CspA at any given time, and the time frame of the interaction is very short. Saturating the population of the bound state is unfeasible due to the progressive signal loss with increasing RNA concentration as a consequence of significant line broadening, especially in the binding sites.\textsuperscript{20} Most other techniques for measuring protein-ligand interaction are not applicable since the population of the bound state protein is usually below their limit of detection.

Thus, the CPMG relaxation dispersion (RD) experiment is a promising technique to supply information about the sparsely populated RNA bound state of CspA. Here, we provide \textsuperscript{15}N-CPMG data of residues F12 and F18 (Figure 3) to illustrate how this technique can be used to analyze the transiently formed CspA-RNA complex. The employed RNA interaction partner is the so-called anti-coldbox (ACB) RNA, which is partially complementary to the cold-box RNA.
For CspA residues F12 and F18, $^{15}$N-disperion relaxation profiles were measured in the absence and in the presence of ACB-RNA (Figure 3). In the absence of RNA no exchange process was detected as reflected in the flat dispersion relaxation profiles. However, in the presence of 10% molar ratio of ACB-RNA, distinct changes in relaxation profiles were observed. Global fitting based on an intermediate exchange model, yielded 1.6 % of the conformational ensemble to comprise the CspA RNA-bound state; the exchange frequency was determined to be 1.4 kHz. The participation of the phenylalanine residues F12 and F18 (highlighted in Figure 2) adjacent to the primary RNA binding site during the binding event was previously described. It is noteworthy that the relaxation dispersion profiles do not necessarily reflect the kinetics of the RNA binding event, but the frequency of the structural rearrangements in the region comprising residues F12 and F18. However, it has been shown that the RNA binding triggers structural adaption of the protein. Hence, it is reasonable to correlate the exchange frequency (1.4 kHz) fitted globally to F12 and F18 with the effective time constant of the RNA binding/release. Referring to the structural model shown in Figure 2, the F12 and F18 residues are positioned sideways to the primary binding site and can therefore establish stacking interactions with the ribose moieties in the bound state.
RNA strand. Other residues not present in either the primary or the secondary binding site do not exhibit changes in $R_{2\text{eff}}$ as observed for F12 and F18 (data not shown). Thus, CPMG analysis allows for determination of kinetics of a state as lowly populated as 1.6%, which would be difficult to assess by other techniques. Further, the method used here enables one to obtain information not only on kinetics and population, but also yields the nitrogen chemical shift differences between the free and the bound state of residues observed by CPMG data that correlate with the magnitude of changes in chemical environment. Thus, in principle one could extract structural information about the bound state of CspA by means of CPMG through the chemical shift difference to the apo-state if a sufficiently high number of residues yield exchange-affected dispersion profiles. The CspA case study presented here demonstrates the power and versatility of the CPMG method in assessing the lowly populated states important in RNA-protein interactions.

To complement the results obtained from CspA-derived CPMG we also focused on the investigation of micro- to millisecond dynamic processes of the CB and ACB RNAs, which interact with CspA. In contrast to protein NMR spectroscopy, where the backbone amide nitrogen-proton spin pairs represent suitable reporter nuclei for CPMG RD experiments, for nucleic acids, $^{13}$C-CMPG RD experiments are the method of choice. This is due to the fast exchange rates of the imino protons, that is, nitrogen bound protons (H3 in uridine and H1 in guanosine) directly involved in base pairing, with bulk water leading to significant line-broadening effects or even to a total collapse of the imino proton signal within the dominant water resonance. But as in protein NMR spectroscopy, uniform $^{13}$C/$^{15}$N-labeling patterns impair the application of certain NMR experiments to address dynamic features, like the CPMG RD experiment. A uniform $^{13}$C/$^{15}$N-labeling pattern introduces one-bond scalar and dipolar $^{13}$C-$^{13}$C couplings resulting in resolution and sensitivity problems especially for larger RNA comprising more than 30 nucleotides (nt) but also to artifacts in the CPMG RD data sets impairing a reliable analysis. To circumvent several issues arising from the state-of-the-art uniform labeling protocol using $^{13}$C/$^{15}$N-modified ribonucleotide triphosphates (rNTPs) and T7 RNA polymerase, several approaches were proposed. In one of our laboratories, we have recently put focus on isotope labeling RNAs via the solid phase synthesis approach. A minimally invasive $^{19}$F-based isotope labeling protocol can be very efficiently applied to RNA as all four 2’-fluorine modified
nucleotide phosphoramidites are commercially available and can be incorporated into the target RNA without modifying the standard protocol (Figure 4a). The $^{19}$F nucleus has favorable NMR spectroscopic features, like 100% natural abundance, an intrinsic NMR sensitivity almost as high as protons (83%) and a vast chemical shift range about 100 times larger than protons. It represents a bioorthogonal reporter spin for nucleic acids and was efficiently used in RNA folding and RNA ligand binding NMR assays. 25-27 We currently introduce 2'-fluorine labels into the CB and ACB RNAs to study the interaction of both RNAs with CspA but also to address conformational dynamics via $^{19}$F-CPMG relaxation dispersion experiments (data not shown).

Figure 4. a) Stable isotope labeling patterns that can be introduced via the solid phase RNA synthesis approach. 2'-Fluorine and 6-$^{13}$C-pyrimidine labels are shown. b) Coldbox RNA with five 6-$^{13}$C-uridine labels and the $^1$H-$^{13}$C-HSQC spectrum with assignments. c) Selected $^{13}$C-CPMG relaxation dispersion profiles at 125 MHz carbon larmor frequency of the coldbox RNA. Residue U6 shows a non-flat dispersion profile indicating microsecond to millisecond dynamics, whereas U22 displays no dynamics on that timescale.
We also focused on the chemical synthesis of site-specifically $^{13}$C-modified pyrimidine phosphoramidites (Figure 4a). This labeling protocol results in functionally unperturbed RNAs at the costs of the labor-intensive production of the 6-$^{13}$C-uridine and -cytidine phosphoramidites. For example, all uridines in the aforementioned stem-loop motif (CB RNA, Figure 4b) residing in the 5'-UTR of the *E. coli* *cspA* messenger RNA (mRNA) were replaced by the 6-$^{13}$C-modified counterparts. We then used $^{13}$C-CPMG relaxation dispersion experiments to address the micro- to millisecond dynamics of this very RNA. Preliminary results are shown (Figure 4c) and hint towards a dynamic hotspot of the coldbox RNA in the vicinity of the G•U wobble base pair. A quantitative description of this dynamic phenomenon and the possible biological relevance for the interaction with CspA are currently investigated in our research groups.

As a third example for the application of CPMG techniques to transient protein interaction studies, we outline an application to the reversible protein dimerization of the Myc associated factor X (MAX). MAX readily forms heterodimers with its authentic binding partner Myc yielding an active transcription factor complex. Deregulation of this tightly controlled protein complex formation can lead to severe disease phenotypes. Under neutral pH-conditions and room temperature MAX natively populates predominantly a dimeric, coiled-coil α-helical motif (see Figure 5a). Changing solution conditions such as pH and temperature, however, allows for controlled manipulation of the monomer-dimer equilibrium. In Figure 5b) a $^{15}$N-$^1$H HSQC of MAX is shown under conditions that favour the monomeric form (pH 5.5, 35°C). The strong spectral overlap indicates that the prevailing monomeric form of MAX is to a large degree conformationally disordered. In Figure 5 c,d we show CPMG profiles of two residues, Ser32 and Glu83, of MAX under these conditions at 500 and 800 MHz NMR static field strength. The observed exchange process corresponds to interconversion of monomer and dimer MAX states. Fitting the data globally with an intermediate exchange model yields a population of the Max dimer of 0.75 % with an exchange rate of 0.4 KHz. This is in excellent agreement with data obtained in a thermodynamic analysis of the Max monomer dimer equilibrium.
Figure 5. a) Sketch of the dimerization equilibrium of MAX. b) \(^{15}\text{N}-^{1}\text{H}\) HSQC of the monomeric state of MAX. The red dot indicates \(^{15}\text{N}\) and \(^{1}\text{H}\) frequencies for residue S32 in the homodimeric coiled-coil state (taken from Ref.[29]). c,d) CPMG relaxation dispersion profiles at 500 (red) and 800 (black) MHz. c) Residue Ser 32 d) Residue Glu 83. The solid lines represent fits of the data with an intermediate exchange model.

The reliability of the CPMG results can be further tested by comparison of the chemical shifts extracted from the CPMG data with literature data for the dimeric state of MAX. From literature, for example, the \(\omega_{N}\) of the bound (dimeric) state of Max is known, while the chemical shift of the monomeric form can be directly observed in \(^{15}\text{N}-^{1}\text{H}\) HSQC spectra (since the monomeric form of Max is the dominating species under these conditions). The differences between monomeric and dimeric chemical shifts should coincide with individual \(\delta\omega\)'s obtained from a global fit of CPMG data. As indicated in Figure 5b, for Ser 32 excellent agreement between fitted and experimental chemical shift differences were found (\(\delta\omega_{\text{fit}} = 8.0\) ppm and \(\omega_{N,\text{Dimer}} - \omega_{N,\text{Monomer}} = 7.8\) ppm).\(^{29}\) Since the chemical shift change depends on molecular
rearrangements (e.g., through changes in conformation, local hydration, hydrogen bonds etc.), unique information can be obtained about the atomic details of sparsely populated protein states even under conditions where other experimental techniques fail as a consequence of the low population.

**Assessing IDP sub states by means of combined EPR and NMR**

The hallmark of intrinsically disordered proteins (IDPs) is their vast and heterogeneous conformational ensemble comprising both extended conformations and simultaneously compact reasonably stable structures displaying significant resistance against denaturing agents (urea).\(^{31}\) The rugged energy surface typically found for IDPs allows for conformational transitions between different sub states and endows IDPs to transiently interact with a multitude of binding partners via, for example, conformation selection type processes. Despite their enormous biological relevance, the structural and dynamical characterization of this important protein family is still far from routine. Most importantly, the existence of sparsely populated sub states in the conformational ensemble requires highly sensitive experimental techniques to probe their structural features and encounters with protein binding partners. It was recently demonstrated that electron paramagnetic resonance (EPR) spectroscopy is a very powerful experimental tool to access sparsely populated states and transient protein interactions.\(^{32-35}\) Furthermore, EPR spectroscopy is a promising candidate to supplement NMR data in terms of time and length scales. Some pilot studies of EPR on IDPs have already been published,\(^{32-35}\) yet the strength of EPR, i.e., the detection of through-space dipolar interaction of electron spins by double electron-electron resonance (DEER) spectroscopy,\(^{36-39}\) has turned out to be difficult to apply to IDPs. The commonly applied analysis techniques for DEER raw data fail in the case of IDP conformational ensembles.\(^{40}\) Therefore, we have amended the repertoire of analysis methods for DEER data with an approach that is suitable to interpret data obtained for IDPs comprising large and heterogeneous conformational ensembles. In the following section, we will briefly introduce the standard DEER methodology and explain our expansion of this method to IDPs. Our investigations based on this novel approach are accompanied by complementary NMR experiments. Generally speaking, we showed that NMR and EPR data supplement each other and provide a comprehensive picture of IDPs’ structural dynamics.
In order to perform DEER, one has to modify a protein with two labels that both carry an unpaired electron, hence the term spin label.\(^{41}\) The free electrons of the two labels will experience a through space dipolar coupling. However, since at room temperature dipolar couplings between two labels in solution average to zero the sample has to be freeze-quenched. As such, one measures intramolecular the dipolar couplings between every pair of spin labels “locked in” at the glass transition temperature (after correcting for intermolecular background contributions). In order to prolong relaxation times, DEER is, yet, measured at even lower temperatures, typically between 20 and 50K. The dipolar couplings manifest themselves as modulation of DEER time domain data, that is, the signal intensity as a function of the pulse sequence evolution time.\(^{31,38,42}\) For a single, fixed distance, one would get a single cosine modulation of the time trace. Yet, as the conformational ensemble grows, the number of populated substates increases and each substate contributes to the DEER time trace. The frequency of the cosine modulation is dependent on the interspin distance. For the common DEER analysis methods, the individual contributions of the different substates are given primarily by their weighted populations (note that average interspin distances can become of importance in large disordered systems, too).\(^{31}\) With increasing number of populated conformations and corresponding interspin distances, the total, observable modulations will become increasingly blurred and will ultimately converge to an exponential decay. This circumstance gives rise to particular problems in separating intra- and intermolecular contributions to the DEER signal for broad distributions of distances. In the case of doubly labelled proteins, one typically wants to eliminate intermolecular contributions. For intrinsically disordered systems, this can only be achieved by measuring DEER references on singly spin-labelled proteins, which yields the pure intermolecular contributions.\(^{41}\)

In case of folded proteins, after removal of background contributions, the spin label distance distribution \(P(R)\) can be obtained by well-established procedures such as Thikonov regularization.\(^{41,43}\) Yet, in the case of IDPs the broad and inhomogeneous distance distributions leads to less significant time trace modulations and poor signal-to-noise ratios that impairs the extraction of feasible distance distributions (e.g., like the traces shown in Figure 6).\(^{40}\) Thus, we proposed an alternative approach based on a so-called effective modulation depth, \(\Delta_{\text{eff}}\), for data interpretation for IDPs. Details of this novel approach were explained elsewhere.\(^{31}\) In short, \(\Delta_{\text{eff}}\) denotes the signal decay
of the time trace, \( V(t) \), at a given point of time, \( t_{\text{eff}} \). \( \Delta_{\text{eff}} \) can be defined as: \( \Delta_{\text{eff}} = 1 - \frac{V(t_{\text{eff}})}{V(t=0)} \). For large IDPs, we suggest to simply choose the longest experimentally achievable DEER evolution time for \( t_{\text{eff}} \). \( \Delta_{\text{eff}} \) is an approximate measure of the average interspin distance for broad \( P(R) \) s. Yet, the reader should be aware that \( \Delta_{\text{eff}} \) does not linearly depend on the population-weighted average distance in the measured ensemble but is a complex function of several spectroscopic parameters. To a first approximation, however, \( \Delta_{\text{eff}} \) decreases with increasing interspin distance \( R \) for broad distance distributions. With \( \Delta_{\text{eff}} \) as tool in hand, we probed structural preferences of Osteopontin (OPN), a cytokine involved in metastasis of several kinds of cancer.

Typical DEER data obtained on an IDP are shown in Figure 6.

![Figure 6. DEER time traces of a double mutant comprising the central OPN segment from residue C108 to C188 at different urea concentrations.](image)

Conformational stabilities, understood as resistance to urea unfolding, of several individual structural segments of OPN were investigated by recording DEER time traces for different spin labelled double mutants in dependence of increasing urea concentration. As such, a decrease of \( \Delta_{\text{eff}} \) with increasing urea concentration is representative for unfolding and expansion of a doubly spin labelled protein of interest. In Figure 6 exemplarily experimental \( \Delta_{\text{eff}} \) values are shown as a function of urea concentration for a selected double mutant comprising a central segment of the cytokine OPN. The time traces appear as exponential decays because of the aforementioned convergence of cosine functions (one for each conformation in the OPN ensemble). With increasing urea concentration \( \Delta_{\text{eff}} \) decreases indicating an expansion of the IDP. As published earlier the C-terminal part of OPN exhibits an
exponential decay of $\Delta_{\text{eff}}$ with increasing urea concentration. This gives rise to a steep slope of the $\Delta_{\text{eff}}$ function and can be regarded as a denaturation profile of an unstably folded protein segments of potentially random-coil like character. Already for low urea concentrations such segments show significant conformational expansion (i.e., a decrease in $\Delta_{\text{eff}}$) in accordance with the idea of very low stability of transient or residual structural elements in IDPs. For other mutants one might observe an approximately linear decrease of $\Delta_{\text{eff}}$ with urea concentration, indicating that the OPN segment framed by these mutants is on average conformationally more stable than the C-terminal segment. Nevertheless, it is still largely unstructured, random coil- or (pre)molten globule-like. Strikingly, however, for a mutant of OPN with two terminal labels, we observe a sigmoidal development of the $\Delta_{\text{eff}}$-derived denaturation profiles with urea concentration (see Figure 7). Sigmoidality is a hallmark for cooperative folding of protein conformations and unexpected for an IDP.\textsuperscript{45}

![Figure 7](image)

**Figure 7.** $\Delta_{\text{eff}}$ for an OPN mutant (C54-C247) comprising nearly the whole protein as a function of urea concentration. Error bars stem from signal noise.

A sigmoidal denaturation profile is indicative for stably and cooperatively folded tertiary structures of OPN, since for low urea concentrations up to 0.75 M the whole protein does not expand significantly (as seen in nearly constant $\Delta_{\text{eff}}$ values). This observation of a cooperatively folded conformation is surprising as distance distributions between two labelled residues of OPN are generally quite broad, as deducible from prior studies concerning OPN’s conformational space\textsuperscript{11} and as
reflected in the non-modulated DEER time traces (Figure 6). This interesting finding can, however, be understood by concluding that the structural ensemble of OPN contains both, cooperatively folded and unfolded conformations and that both contribute to the DEER signals.31 This deduction is possible here only because DEER EPR on freeze-quenched solutions elucidates the whole set of co-existing conformations; ensemble averaged data here would not allow for discerning between partial structuring and sampling of compact conformations. Most importantly, the existence of structural cooperative transitions from folded to unfolded states and vice versa as monitored by EPR in combination with NMR in IDPs calls for a novel conceptual view of IDPs that goes beyond the traditional binary scheme of order vs. disorder. The subtleties of heterogeneous conformational sampling in IDPs and their putative relevance for biological functions have to be adequately addressed.

The applicability of this novel approach to the observation of transient complex formation of IDPs was also recently demonstrated. Not only can the Δ_{eff} approach be utilized to elucidate structural preferences of IDPs complementary to NMR data, but also ligand interaction can be observed in high detail. We analyzed the interaction of the OPN with heparin,11 a highly sulfated glycosaminoglycan widely used as anticoagulant (see Figure 8a).10 In a biological context heparin binding to OPN is of interest since it models the OPN-heparan sulfate interaction, which constitutes a crucial cofactor in OPN-CD44 receptor association, a process involved in cell signalling and adhesion.46 Additionally, interactions between IDPs and biological polyelectrolytes are quite common,3 and our results might well be applicable to other systems.

Upon binding to heparin, OPN largely remains disordered although its structural ensemble is updated. For several doubly spin labeled mutants of OPN heparin binding leads to a clear decrease in Δ_{eff} indicating longer distances between the labeling sites of the six double mutants and an expansion of the protein upon heparin binding. This is shown in a previous paper.10 These information from EPR agrees well with information concerning the binding event gained from NMR-based paramagnetic relaxation enhancements (PREs).10 When interpreting PREs of IDPs one should be aware that due to the rapid conformational sampling of IDPs one observes ensemble averaged PRE data.47 Hence, all conclusions drawn from these refer to “average”
conformations. Differential values (bound minus apo state PREs) or $\Delta\text{PRE} > 0$ indicate “on average” increasing distance in the protein complex between labeling site and a residue upon binding, $\Delta\text{PRE} < 0$ the opposite. As can be observed in Figure 8b) OPN displays differential changes of long-range backbone interactions as heparin binds. The central spin labels attached to 108C experiences a displacement from the core region around residue 130-190, whereas the spin label 188C is separated from the region comprising residues 90 and 120. Information on the binding process and its impact on OPN's dynamic behavior can be obtained when comparing the $^{15}\text{N}$ NMR relaxation rates and heteronuclear $^{15}\text{N}-^1\text{H}$ NOEs (hetNOE) of bound and free forms. NMR relaxation reports on motions ranging from picosecond to low-nanosecond timescales. The three measurable NMR relaxation parameters ($R_1, R_2$ and hetNOE) have different dependencies on the time scales of motions. While the $^{15}\text{N}$ transverse relaxation rate $R_2$ reports on nanosecond motions, the heteronuclear $^{15}\text{N}-^1\text{H}$ NOE depends on the efficiency of magnetization transfer from $^{15}\text{N}$ to $^1\text{H}$ in the protein backbone, and which is mostly influenced by very fast (picosecond time scale) dynamics of the N-H bond. Figure 8d shows that upon heparin binding to OPN very fast motions (probed by $^{15}\text{N}-^1\text{H}$ hetNOE) increase in the region located around residue 120. The central region around residue 150, however, shows increased $^{15}\text{N}$ transverse relaxation rates $R_2$ due to decreased conformational flexibility in the binding cleft. Closer inspection of the charge distribution in OPN's primary sequence reveals that the differential mobility changes upon heparin binding are linked to the electrostatic pattern found in OPN (increased mobility in negatively charged regions and decreased mobility/rigidification in positively charged patches).
Figure 8. a) Schematic representation of the OPN - heparin interaction. b) Differential PRE values for the two central mutants (PRE of OPN and heparin; PRE of OPN). The positions of spin labels are indicated (red crosses). c) Approximate residue charge of OPN. The color code is identical to the schematic representation of the binding process in Figure 8a. d) Differential transverse relaxation and heteronuclear NOEs (OPN and heparin; OPN).

Through combination of NMR and EPR a clear picture arises of the OPN-heparin binding event. As the highly negatively charged heparin contacts OPNs positively charged core region, the structural and dynamic properties of the OPN ensemble get drastically altered. Along with an increase in dynamics along most of the proteins backbone, an average increase in distances is observed. This unfolding-upon-binding event is depicted in Figure 8a. The interaction of heparin (sticks) with OPNs
positive core (blue) leads to a displacement of the N-terminal negatively charged region (red) either by direct repulsion through heparin or by loss of contacts to the positive region, explaining both the average increase in distances and the dynamic changes.

From isothermal titration calorimetry (ITC) measurements, \( \Delta H \) and \( \Delta S \) values of \(-16.3\) kCal mol\(^{-1}\) and \(-35\) Cal mol\(^{-1}\) K\(^{-1}\), respectively, can be obtained for the heparin binding event of OPN assuming an average molecular weight of 17.5 kDa for heparin. These quite large \( \Delta H \) and \( \Delta S \) values nearly cancel each other at 293 K in the Gibbs energy \( (\Delta G = \Delta H - T\Delta S) \). Thus, although there is local rigidification in the heparin binding cleft (region around residue 155) the resulting conformational entropy penalty is reduced by a compensatory increase in conformational flexibility of the negatively charged region 90-120. The local (or segmental) unfolding and expansion of the OPN core segment thereby significantly contributes to the overall thermodynamic equilibrium balanced between counteracting contributions like solvation enthalpy, rotational and translational degrees of freedom and conformational entropy.\(^{48,49}\)

**Conclusions**

Three examples for weak and reversible protein interactions are presented in combination with magnetic resonance based experimental techniques to access these interactions. Relaxation dispersion (Car-Purcell-Meiboom-Gill, CPMG) experiments allow for determination of sparsely populated states in CspA-RNA complexation and MAX-MAX homodimerization. Since both kinetic data about complex formation (association and dissociation rates) as well as structural details of lowly populated (high-energy) conformational states are accessible by this technique, unique information about protein interactions becomes available. Further, the combination of paramagnetic relaxation enhancement (PRE) NMR and double electron-electron resonance (DEER) electron paramagnetic resonance (EPR) gives rise to the unprecedented and unexpected observation of cooperatively folded conformational states contained in the conformational ensemble of Osteopontin (OPN) and its changes in the weak OPN-heparin interaction. Our findings suggest that more elaborate
conceptual approaches are required for an adequate description of intrinsically disordered proteins and their conformational ensembles.

Proteins are characterized by significant structural plasticity and can undergo large structural rearrangements of the time-averaged conformational ensemble. It is therefore evident that classical structural biology approaches are only starting points for a comprehensive analysis of protein function. For intrinsically disordered proteins (IDPs) their flat energy landscapes allow for rapid exchange between different conformational isomers (substates). These often only sparsely populated conformational states, yet, lead to the formation of protein complexes that are essential for biological function. Detailed knowledge of the transiently formed intermediates along the reaction trajectory will be highly valuable. Further developments of new techniques but also the amendment of existing ones (as illustrated with the novel analysis technique of DEER data) will be necessary to provide a more complete picture of how proteins form biologically active molecular aggregates and perform the myriad of essential tasks and how this information can be exploited to manipulate their activities based on knowledge of the underlying chemical mechanisms.
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Chapter 3


Discussion
The historical bias towards stably folded proteins in structural biology is fading quickly as today genetic sequencing precedes all structural analysis. This has led to high research interest in the field of intrinsically disordered proteins (IDPs). The typical approach towards structure elucidation via X-ray crystallography is not feasible for these proteins. Additionally, their biophysical characterization often requires adaptation of existing methodology. In this thesis I present the efforts of our group regarding the elucidation of structural, dynamic and thermodynamic aspects in this highly relevant class of proteins.

In *Chapter 1*, we build on previous work carried out in this laboratory to demonstrate how the structural ensemble of OPN can be described using state of the art magnetic resonance methods. We are able to characterize lowly populated compact states and even demonstrate that some of them are of cooperatively folded nature.

In *Chapter 2*, we extend our approach to the analysis of the interaction of OPN with heparin. Here we can see the more compact ensembles (as demonstrated in *Chapter 1*) in action. Additionally, we demonstrate that the interaction of OPN with heparin leads to partial rigidification, while larger parts of the protein gain mobility upon interaction. Knowledge of the conformational ensemble of this IDP in its bound and unbound states aids us in our explanation of the observed binding behavior.

*Chapter 3* demonstrates the utility of new magnetic resonance methodology in both, the detection and characterization of lowly populated states and the characterization of transient complexes. The utility of the CPMG pulse sequence is demonstrated for examples of protein-protein and protein-RNA interactions and we also demonstrate the possibility of studying the interaction as seen from either partner. The detection of weak interactions and lowly populated states not accessible by CPMG are demonstrated using the OPN-heparin interaction and the methodology developed for its elucidation is explained.
Chapter 1

As we have shown in our previous publication, Osteopontin can unequivocally be classified as an IDP. In the same paper, we also detected a substantial amount of partial structuring within the ensemble of Osteopontin. Chapter 1 now demonstrates our approach to the characterization of these more compacted states. To achieve a more detailed picture of the protein's properties, we combined methods of nuclear magnetic resonance (NMR) and electron paramagnetic resonance (EPR) spectroscopy. While investigations in solution-state NMR can only detect the average of all contributing species of the conformational ensemble, pulse-sequences of EPR spectroscopy can be carried out on a freeze-quenched ensemble and, thus, report on the sum of all different states, rather than their time-average. Thus, these two techniques ideally complement each other in the case of IDP structure-elucidation.

The four single-mutants of Osteopontin available from previous studies (C54, C108, C188 and C247) were combined in such a way as to yield six different double mutants (C54-C108, C54-C188, C54-C247, C108-C188, C108-C247 and C188-C247). With these double mutants we could record double electron-electron resonance (DEER) spectra. This methodology measures the coupling of the unpaired electrons and can report on the distances between them. As the correlations result in damped cosine modulated signals, the interpretation of DEER data gained from a diverse ensemble of structures deviates from the one performed on data showing only relatively few distances. Theoretically a single distance between the two spin labels leads to a simple damped cosine-modulation, which can be detected and related to the distance. The distance distributions observed in IDPs, however, lead to the superposition of damped cosines whose summation results in signal decay. Although at first glance this simple decay might seem very uninformative, it has very interesting properties as depending on the composition of the distances present in the ensemble, the signal decays to different values at a given detection time. Importantly, as the measurement is carried out on a freeze-quenched ensemble we do not see a time-averaged signal of the ensemble, but a sum of the individual contributions of each state. Since small (inter-electron) distances contribute more strongly to the signal
decay than large distances, even low populations of compact states within the ensemble can be detected.

By applying this technique to OPN (and varying the concentration of the denaturant urea), we were able to demonstrate a sigmoidal behavior in the denaturation profile of Osteopontin. As sigmoidal behavior is a hallmark in cooperatively folded structures, we have, thus, demonstrated the presence of substructures within the observed ensemble of the IDP Osteopontin, which are cooperatively folded. It should be noted that a gradual and uniform increase in the distances in all populated structures present in the ensemble would not lead to the observed sigmoidal behavior. Interestingly the denaturation with 8M urea did not lead to a complete loss of compact structures within the ensemble of OPN. The addition of large amounts of salt was required in order to achieve complete loss of any short-distance correlations in the DEER data. Thus, we can conclude that the stabilization of compact (and surprisingly stable) states within OPN is achieved through both hydrophobic and electrostatic interactions.

Urea unfolding of OPN was additionally probed by paramagnetic relaxation enhancement measurements (PREs) for individual single mutants. In addition to the measurements at standard conditions, we also recorded PREs for mutant C188 in the presence of high concentrations of salt or urea. When we compare the three sets of PREs to each other, we can clearly see, that both urea and NaCl lead to a change in the conformational ensemble of OPN. The regions affected, however, are not the same in these two cases. While urea leads to an expansion of the region 110-160, NaCl mainly affects the region 70-120. In addition to the PRE measurements we also recorded the urea-gradient with $^{15}$N-$^1$H HSQC measurements. In these measurements we can again see the same regions being affected. Although a slight deviation from linear dependence to urea concentration can be observed, we have to refrain from interpreting this in terms of a cooperative denaturation behavior as the complex contributions to chemical shifts and the time averaged ensemble allow for other explanations for the observed sigmoidality.

Using a $^{13}$C-methylation scheme for lysine residues we also probed the influence of urea on the chemical environment of side chains. The resulting data corroborate our previous findings. Taken together, our observations result in a model
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for Osteopontin that describes it as an ensemble of structures with a significant amount of compacted states. These compact structures are cooperatively folded and their compactness is highest in the core regions of OPN (100-180). Both hydrophobic interactions and electrostatic ones contribute to the formation of this core, with differing contributions as observed in ΔPREs. The latter observation can better be appreciated, when looking at the charge distribution along the primary sequence of Osteopontin.

Here, we have combined the intrinsically local probing of NMR techniques, with EPR measurements that allow for the observation of interactions over longer distances. Using both EPR/DEER data and NMR derived observations we were able to demonstrate the existence of cooperatively folded sub-states within the conformational ensemble of OPN. We also located the regions in OPN that contribute the strongest to these cooperatively folded sub-states and rationalized how they do so. Summarizing our findings we can say that:

- The conformational ensemble of OPN, although quickly interchanging and mainly consisting of ‘random-coil-like’ conformations, contains compact structures.
- Some of these compact structures are cooperatively folded
- The compact core of OPN is stabilized through electrostatic as well as hydrophobic interactions.

Chapter 2

In Chapter 1, we have demonstrated the applicability and advantages of combining EPR and NMR techniques to elucidate fundamental questions in IDPs. Our approach was centered on the solution state ensemble of the IDP Osteopontin and we have used denaturing conditions together with a combined magnetic resonance approach to elucidate specific features of its more compact substates. In Chapter 2, we apply these techniques to the interaction of Osteopontin with its natural ligand heparin. In order to generate an even more detailed picture of Osteopontin and its interaction with heparin, we additionally employed isothermal titration calorimetry
(ITC), nuclear spin relaxation measurements (R₁, R₂ and hetNOE), diffusion ordered spectroscopy measurements (DOSY) and continuous wave electron paramagnetic resonance measurements (CW-EPR).

Many intrinsically disordered proteins fulfill functions within the dynamic interaction networks of the cell. Osteopontin is no exception and interacts with various binding partners.²,³,⁴,⁵ The biological relevance of the Osteopontin-heparin interaction stems from the fact that analogous interaction modes exist for the OPN-heparan sulfate and/or -hyaluronic acid complexes. These interactions are involved in the association of OPN with the CD44 receptor, which in turn are involved in cell signalling and adhesion.⁶

We collected PRE data sets in presence and absence of heparin for four cysteine single mutants mentioned previously (C54, C108, C188 and C247). When looking at the differential PRE effects one can clearly see an expansion of Osteopontin upon binding to heparin. Diffusion ordered spectroscopy (DOSY) measurements also confirmed the binding event between Osteopontin and heparin through an increase in the observed hydrodynamic radius. As more detailed information about the binding mode is, however, not accessible by DOSY measurements, we employed PRE measurements. It is important to note that PRE effects report on ensemble averaged data and the interconversions between the different substructures of the ensemble are very fast. As the PREs report on spatial proximity to a specific position within the primary sequence, the four mutants measured do not only tell us that a general expansion of Osteopontin takes place, but also that this expansion mainly happens in the region of residue positions 120-200 for the label at C108, while the label at position C188 reports the strongest effects between positions 70 and 120. When observing the transverse relaxation rate R₂ of ¹⁵N and the heteronuclear Overhauser effect (hetNOE) between ¹⁵N and ¹H in the backbone amides, these same regions display significant changes. While the region 150-160 displays decreased mobility and, thus, a rigidification of the protein, the central segment 90-130 shows an increase in mobility.

Continuous wave (CW) electron paramagnetic resonance measurements were carried out on the four single mutants as well. Again we saw an increase in mobility for the label in the region 90-150 (C108, τₑ=0.52ns / τₑ,heparin=0.43ns) while the label
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close to position 160 (C188, $\tau_c=0.69\text{ns}$ / $\tau_{c,\text{heparin}}=0.87\text{ns}$) displays decreased mobility. The two labels C54 and C247 do not display significant changes in their correlation times upon heparin binding. Analysis of DEER data measured on Osteopontin double mutants was carried out using methodology established in Chapter 1. As in our system the effective modulation depth, $\Delta_{\text{eff}}$, can be used as a reporter of interspin distances, we compared DEER measurements with and without heparin to gain additional information on the updated structural ensemble of OPN upon interaction. The six double mutants investigated all showed a decrease in $\Delta_{\text{eff}}$, and thus an increase in distance, upon interaction with heparin. The strongest change in $\Delta_{\text{eff}}$ was observed for the double mutant 108-188, further corroborating the idea of an expansion of region 90-130 upon interaction. The specific charge distribution of Osteopontin, which was already mentioned in Chapter 1, can give us further indications as to why the observed changes occur. As heparin carries the highest negative charge density of any known biological macromolecule, an interaction with Osteopontin would be expected in the mainly positively charged region 145-165. The negatively charged region 75-125, however, also displays drastic changes. Remembering the conclusions drawn from Chapter 1, we know that the negatively and positively charged patches of Osteopontin interact with each other in the apo-state. If we consider the patches themselves to be stabilized by hydrophobic interactions, while their interaction with each other is predominantly electrostatic in character, we can expect the high amount of additional charge brought by an interaction with heparin to have dramatic effects. Indeed the positive patch of OPN interacts with the negatively charged heparin, thus rigidifying its compaction as seen in $\Delta R_2$, while the negatively charged patch looses its contact with the positive charges and is expelled from the heparin binding site as seen in $\Delta \text{PREs}$. The loose attachment (and subsequent increased mobility) of the negatively charged regions in the complex is further supported by nuclear spin relaxation data. Together with the observation that $\Delta_{\text{eff}}$ decreases for the double mutant 54-108, we can further conclude that the negative patch itself becomes less compact upon interaction with heparin.

The relevance of electrostatics for the OPN-heparin interaction was further demonstrated with DOSY, PRE, ITC and chemical shift measurements under high salt conditions, all of which demonstrate loss of interaction.
Isothermal titration calorimetry measurements of Osteopontin with heparin were also carried out and yielded a dissociation constant of roughly 34 µM. Interestingly, this affinity is achieved with very high contributions from both $\Delta S$ and $\Delta H$, which nearly cancel each other at ambient temperature. Additionally a positive differential heat capacity $\Delta C_p$ was observed when performing ITC measurements at various temperatures. Positive differential heat capacity changes are regularly found for protein unfolding measurements, while interactions that require folding upon binding are associated with negative $\Delta C_p$. Increases in entropy of the protein chain and positive $\Delta C_p$ for the hydration of apolar groups confer the positive effect observed with protein unfolding. As in the interaction of Osteopontin and heparin the protein is already hydrated, displays many polar groups and the interaction is being driven by electrostatics, it is unlikely that we can see positive contributions from hydration. Thus, the observation of a positive $\Delta C_p$ is best explained by an increase in conformational flexibility, supporting our conclusion of increased overall flexibility upon interaction.

We have demonstrated that for the IDP Osteopontin segmental expansion and an increase in flexibility are observed upon interaction with heparin. This ‘unfolding upon binding’ adds to the vast repertoire of IDP interaction mechanisms and is most likely used to tune the contributions of entropy to binding events in various electrostatically governed IDP interactions. Summarizing this paper we would like to note that:

- Osteopontin displays a specific interaction with heparin.
- The conformational ensemble of OPN is considerably changed upon interaction.
- In contrast to a slight compaction of the binding site residues, other parts of OPN loose compaction and gain mobility upon interaction with heparin.
- These increases in mobility contribute (favorably) to the entropy of binding.
- We have demonstrated a novel ‘unfolding upon binding’ mechanism for this IDP.
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Chapter 3

In Chapter 3, we describe the methods used in magnetic resonance spectroscopy to gain information on transiently formed protein complexes. The methods themselves are introduced briefly and research examples are presented for each of them. As IDPs are often involved in signalling and, thus, typically display high values for their dissociation constants, their interactions are very often transient in nature. This is not to say that only IDPs display transient interactions, they are also found for well-folded proteins. Both IDP and folded protein transient interactions play key roles in processes of molecular biology, such as post-translational modifications, cellular trafficking, transcription, translational regulation and cell signalling.

As transiently interacting protein complexes are not readily crystallized, information on their structures from x-ray diffraction is all but completely absent. NMR, on the other hand, can access these transiently formed complexes much more readily. The standard methodologies of chemical shift mapping, resonance intensity tracking and saturation techniques can be used to determine the interaction sites and also often allow for quantification of the dissociation constant. Efforts to perform detailed structural characterization of transient complexes by NMR are usually hampered by severe line broadening caused by the unfavorable exchange rate of these complexes. However, this complicacy can be turned into a strength and source of information. Depending on the exchange rate, minor (high energy) states can have relatively drastic effects on the observed average. The transverse relaxation rate $R_2$ is particularly strongly affected by exchange on the high microsecond to mid millisecond timescale. In Car-Purcell-Meiboom-Gill (CPMG) measurements, this effect can be quenched depending on the repetition frequency of the applied CPMG pulse-train. By recording spectra with varying CPMG-frequency ($\nu_{\text{CPMG}}$) we can fit the observed transverse relaxation rate ($R_{2,\text{eff}}$) as a function of $\nu_{\text{CPMG}}$ and, thus, the exchange rate between low energy (major) and the high energy (minor) states for each spin can be delineated as well as their relative quantities. Usually, a global fit for all residues reveals the exchange rate between the two states. As the conformational exchange shows variation on the residue level (for example through flipping of aromatic side
chains) a detailed analysis of the $\nu_{\text{CPMG}}$ dependence of $R_{2,\text{eff}}$ for each observed spin can lead to further insights in the structural and dynamic nature of the minor state. When recording these series of CPMG spectra at various magnetic field strengths, even the chemical shift of the minor state is accessible.

The applicability and achievable insights of the application of CPMG sequences to systems interchanging between major and high-energy states have already been demonstrated in several studies. The first application demonstrated is on the interaction of the *E.coli* cold-shock protein CspA with a fragment of its mRNA. The RNA chaperoning function of CspA is conveyed by its interaction with the 5'-untranslated region of its own mRNA (cold-box RNA, or CB RNA). For this study a partly complementary region to CB RNA, called anti-cold box RNA (ACB RNA) was used. The free state structure of this protein has been solved previously, but the bound state was not. Accessing it through NMR proved unfeasible due to drastic signal loss. CPMG experiments using a ratio of 10:1 in CspA:ACB-RNA, however, could be recorded at various spectrometer frequencies. At this molar ratio a global fit determined the population of the bound state to about 1.6% of the conformational ensemble, with an exchange frequency of 1.4kHz. Residues close to the binding site had low signal to noise ratios and were not included in the global fit. Other residues (i.e. F12 and F18) however, showed clear CPMG profiles and as they are affected by large structural rearrangements upon binding, the detected frequencies can be correlated with the exchange rate (between free and bound).

The dynamics of the CspA interaction partners, the CB and ACB RNAs themselves, were also studied using CPMG pulse schemes. $^1$H-$^{15}$N correlation spectra of RNAs do not yield interpretable data, as the nitrogen bound protons in RNA bases undergo extremely fast exchange with water and are, thus, not observable in an aqueous environment. Therefore, $^{13}$C based CPMG pulse schemata are usually employed to study the $\mu$s to ms dynamics of RNAs. Uniform labeling of RNA with $^{13}$C would create a multitude of neighboring $^{13}$C atoms and, therefore, lots of one-bond scalar couplings. As these couplings would lead to drastically more complex spectra as well as artifacts in the CPMG pulse sequences, more elaborate labeling schemes need to be used. In previous publications it was demonstrated how solid-phase synthesis can
be used to achieve specific labeling patterns.\textsuperscript{13,14,15} It can be used to incorporate $^{19}$F, which has the advantage of a much higher intrinsic NMR sensitivity than $^{13}$C and a very broad chemical shift range. Using $^{19}$F labels at specific positions, both the interaction and dynamics of anti coldbox RNA and coldbox RNA can be studied. We also carried out the more labor-intensive production of $^{13}$C-modified pyrimidine phosphoramidites. Here no artificial chemical moiety is introduced, so we gain functionally unchanged RNA molecules. CPMG experiments with both, $^{19}$F and $^{13}$C labeled samples, were carried out and indicate a dynamic hotspot in the vicinity of the G•U wobble base pair. We have demonstrated the utility of CPMG experiments performed on $^{19}$F and $^{13}$C nuclei in addition to the already mentioned $^{15}$N based ones. Using specific labeling schemes, we demonstrated the NMR accessibility of this RNA-protein interaction from the viewpoint of both interaction partners.

A third example to the applicability of CPMG pulse sequences in order to characterize transient complex formation is presented in form of the Myc-associated factor X (MAX) homodimerization. When interacting with its binding partner Myc the heterodimer Myc-Max forms and yields an active transcription factor involved in several severe diseases.\textsuperscript{16} The homodimerization of MAX can be influenced by pH and temperature, changing the monomer-dimer equilibrium. We have measured MAX in its monomeric form and used CPMG experiments to determine the fraction of homodimer in our conditions to be 0.75%. Despite this low percentage, we were able to accurately extract the $^{15}$N chemical shift expected for the bound form, which can be measured, albeit under different conditions. As the chemical shift change is influenced by molecular rearrangements, CPMG allows us to obtain unique information on high-energy states even if their low population hinders access by other experimental techniques.

In the realm of IDPs the occurrence of transiently formed protein complexes is very common. As the interchange of the conformational ensemble of IDPs is typically faster than what can be observed with CPMG-type measurements, here we also present a set of techniques that is applicable to faster exchange. With this methodology we do not only gain information on interaction of IDPs, but we can also use it to elucidate specific features of the IDP’s conformational ensemble.
In this article we have presented how CPMG methodology can be used to measure interesting features of transient protein complexes. The usage of these techniques was presented on several examples including protein-RNA, protein-protein and protein-carbohydrate complexes. Transiently formed intermediates are crucial for a vast amount of complexes formed in biology. The spectroscopic techniques presented here allow for the investigation of lowly populated states, be it transiently formed complexes or conformational intermediates, that can not be accessed by other, more conventional, methodology. Thus, we would like to emphasize that:

- CPMG measurements can access states populated as low as 0.75%.
- The calculation of the exchange rates between bound and free states is possible.
- Chemical shifts of amide nitrogens in the high energy state can be calculated and give insights into changes of the chemical environment of these amides upon interaction.
- CPMG measurements are possible with several heteronuclei and can be carried out on both protein and RNA samples.
- Information on µs to ms dynamics is accessible with CPMG

Related Work

In the papers mentioned above, we have used mainly experimental techniques to derive information on the variability of IDPs and its relevance for binding events. Although we always look at experimental data to inform our understanding of IDPs, we have also used computational approaches in order to improve descriptions of IDPs.

Protonation-Dependent Conformational Variability of Intrinsically Disordered Proteins

When using NMR to study proteins, a low pH in comparison to physiological conditions is usually beneficial to the signal to noise ratio as it slows down the amide proton exchange with water. This is especially true for IDPs as all of their amides are exposed to water. When looking at IDPs in a range of pH values, the spectra often demonstrate considerable non-linear changes. Interestingly higher aggregation
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propensities as well as increased α-helicity have already been observed in IDPs at low pH values.\textsuperscript{18} In addition, their net charge is an important factor contributing to overall compaction and hydrodynamic radii.\textsuperscript{19} We employed the meta-structure\textsuperscript{20} approach to identify expected changes of IDPs in regard to the pH value. As the calculation of meta-structure values does only rely on the primary sequence, a relatively simple computational approach for simulating low pH on a large set of sequences could be employed. In order to mimic IDPs in low pH conditions, amino acids that are protonated at low pH values (Glutamate and Aspartate) were simply changed to amino acids which are chemically comparable but do not carry a charge at neutral pH (Glutamine and Asparagine). In contrast to the protonated forms of glutamate and aspartate, these electro-neutral forms are present in the set of structures used to generate the meta-structure pairwise distribution function $\rho(\theta, A, B, l_{AB})$.

The large-scale comparison of intrinsically disordered regions revealed a tendency towards the formation of α-helices as well as an overall compaction within previously disordered regions upon pH reduction. Although these calculations assume a pH level far lower than commonly encountered in live cells, the tight regulation of pH,\textsuperscript{21} as well as the drastic differences for local pH levels encountered within cells,\textsuperscript{22} indicate that the results obtained can have physiologically relevant consequences. Two additional factors contribute to this relevance: Firstly a complete protonation of the side chain is most likely not needed to change the conformational ensemble of the protein, as partial protonation can already reduce the electrostatic repulsion between acidic side chains. Secondly the protonation does not have to be carried out via reduction of pH, it can also be achieved via electrostatic interactions where the negatively charged side chain simply acts as partial electron donor and proton acceptor. In this way an interaction with charged species leads to the preferential formation of an α-helix without the necessity of a drastic change in pH.

Examples for this mechanism are the α-helix formation of α-Synuclein upon interaction with micelles\textsuperscript{23} as well as in low pH conditions\textsuperscript{18} and the stabilization of partially pre-formed α-helices within the unstructured protein Tcf4 upon interaction with beta-catenin.\textsuperscript{24,25} In addition, we have demonstrated predictive capacity of this approach as shown with the increased α-helicity of BASP1 upon pH reduction. Thus, in addition to gaining information on compact states of specific IDPs and
demonstrating methods to investigate their interactions in the three publications that make up this thesis, we have also shown our capability in assessing the generality of mechanisms observed in select IDPs.\textsuperscript{17}

**Structure and Regulatory Interactions of the Cytoplasmic Terminal Domains of Serotonin Transporter**\textsuperscript{26}

Examples discussed in this thesis generally demonstrate our capability to investigate intrinsically disordered proteins on a per-residue level after assignment of resonances has been achieved. For assignment one typically requires a large amount of highly concentrated recombinantly expressed $^{15}$N and $^{13}$C labeled protein. With the assignment at hand, we can give detailed insights into the conformational complexities of these proteins. Even in the absence of artificially introduced NMR-active nuclei, however, NMR can contribute to a detailed picture of proteins. In the case of the human serotonin transporter (SERT), for example, the structure of the N-terminal domain (82 amino acids) was investigated. Although the structure of the transmembrane region of SERT is not known, homology modeling was possible and provides a relatively reliable estimate for this region. The terminal regions are exposed to the aqueous environments of the cytosol and synaptic cleft and computational methods only predict low amounts of secondary structure for them.

In a collaborative study our group contributed $^1$H NMR data sets as well as CD measurements to assess the structure of the 82 N-terminal residues of SERT. We demonstrated a lack of stable tertiary structure using simple proton spectra to exclude beta-sheet contributions and a stable core as seen in a lack of amide proton dispersion. A stable $\alpha$-helix could be excluded using circular dichroism (CD) measurements, which are particularly well suited to detect $\alpha$-helices as they lead to minima in ellipticity at 208 and 220 nm. Despite the lack of stable structure, diffusion ordered spectroscopy (DOSY) measurements allowed us to determine the radius of hydration to roughly 24.5 Å which is smaller than expected for a pure random coil like protein (29.6 Å), but larger than for a globular protein (17.8 Å) of the same primary sequence length.\textsuperscript{27} We also used the meta-structure\textsuperscript{20} approach to determine secondary structure propensities as well as expected compactness values. Together with bioinformatic predictors, mutagenesis, biochemical measurements and FRET microscopy, these data were used in *de novo* and homology modeling runs to generate models of full-length
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SERT that are consistent with the above mentioned as well as previously obtained experimental data. The models also predict movements in the conformational cycle that conform to the ‘rocking bundle’ hypothesis. These movements are consistent with obtained spectroscopic data as well as with structures of homologues.26

A De-Novo Disease-Modifying Compound that Targets α-Synuclein Improves Deficits in Models of PD/DLP

As alpha Synuclein (α-Syn) is involved in ‘Dementia with Lewy Bodies’, ‘Multiple System Atrophy’ and ‘Parkinson’s Disease’, which are all sicknesses with large impacts on todays society, research interest in this protein has been substantial for the last decades.28,29 As it is also an intrinsically unstructured protein, several NMR based studies exploring its conformational ensemble in its free form as well as its more structured ensemble when membrane bound have been carried out.30 In collaboration with our industry partner Neuropore Therapies Inc. and the group of Eliezer Masliah, Department of Neurology, UCSD, we have tried to elucidate the effects of the de novo-developed compound NPT100-18A on both of these states. To mimic membranes we employed liposomes generated from 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphoglycerol (POPG). α-Syn binding to these liposomes leads to signal loss, caused by the large diameter and, thus, slow tumbling of the liposomes employed. Interestingly, the signal intensities plotted along the primary sequence of α-Syn display a distinct binding profile, which corresponds to two separate binding modes of α-Syn termed SL1 and SL2 in previous publications.31 We were able to demonstrate that the developed compound does not display measurable interactions with α-Syn in its free form, but it does displace the protein from the liposome. Additionally we can demonstrate that the binding mode primarily affected (SL2) is the one involving a larger region of α-Syn. Mutational studies demonstrated the importance of residue E83 for the interaction of the compound with liposome bound α-Syn. The compound was developed on the basis of computational models and aimed to interrupt a speculative dimer formation of α-Syn in the membrane. The region it was developed for is only membrane bound in binding mode SL2. In addition a change of E83 to K was also computationally predicted to lower the affinity of the compound to α-Syn. Our NMR based analysis of the compound has helped to substantiate the proposed mechanism of action of this compound which has been shown by our collaborator to ameliorate motor deficits and reduce synaptic accumulation of α-Syn in mouse models.
Map1B Light Chain and its Interaction with Microtubules

Another system we have studied employing methodology developed for α-Synuclein and Osteopontin is the interaction of the microtubule-associated protein MAP1B with microtubules. MAP1B is a neuronal protein that is involved in the maturation of synapses and in network formation in murine brain development. As it is also implicated in human disease, its function in general and its mode of interaction with microtubules in particular are of great interest. As a start into our investigations we have already managed to assign the backbone and many side-chain resonances of MAP1B in collaboration with the group of W. Kozminski. The determined increased α-helical propensity at the N-terminus of the protein was mirrored in the meta-structure analysis of the protein. In this study we will use paramagnetic relaxation enhancements to describe the ensemble of free state structures of the protein. As we have already gathered first interaction data with microtubules, we are confident we can extend this analysis to the bound form as well. In addition to the analysis of relative heights as performed for α-Syn, we will also try to use the recently developed CEST/DEST\textsuperscript{34,35} approaches to determine a more detailed interaction of MAP1B with both: polymerized microtubules and tubulin dimers.

Concluding Remarks

Historically, the catalytic activity of enzymes and their suitability for X-ray diffraction studies made them the prime interest of structural biology. Both these traits are predominantly observed in well-folded proteins, leading them to dominate the field of structural biology. Today, however, the possibility of genome-wide sequencing and new techniques, based primarily on genetic manipulations, have made all coding sequences in the genome available to molecular biology studies. In this unrestricted set of sequences many proteins display amino acid compositions indicative of a lack of tertiary structure. These previously ignored intrinsically disordered proteins make up a large fraction of coding sequences in higher organisms and their structural characterization has only recently started.
Indeed, many proteins do display a stably folded conformation and the description and models used so far have served us very well in describing them. This is especially true for detailed descriptions of active sites and how they can catalyze chemical reactions. The idea that a well-defined structure is required for protein function and that these two properties are closely linked has allowed for great progress in structural biology and many future achievements will still build on this paradigm. All proteins, however, display varying amounts of motion and many possess so-called intrinsically unstructured regions or are entirely devoid of stable tertiary structure. This, however, does not mean that these regions can simply be written off as ‘unstructured’ and therefore ‘without function’. They have been shown to carry out essential tasks in the biological environment and are often involved in signalling cascades, which makes them both prone to disease mutation and interesting targets for drug development. If we understand that it is our idea of structure and the measurement techniques we use, that made these proteins ‘unstructured’, rather their inherent conformations, we can start to develop new ways to describe their behavior. When we go away from the dichotomic (black and white) view about protein structure, we can appreciate the conformational complexity of these proteins and devise new ways to measure and describe them.

This is what we set out to do in the papers comprising this thesis and are still doing now. With a detailed description of many properties of the conformational ensemble of Osteopontin and the influence denaturing reagents have on it, we have demonstrated that this protein, which is commonly termed ‘unstructured’, does contain cooperatively folded structures within its ensemble. To achieve this, we have combined electron paramagnetic resonance (EPR) and nuclear magnetic resonance (NMR). In the case of EPR we were even able to show that commonly recorded double electron electron resonance (DEER) measurements, which were to this date only used for stably folded proteins, yield data that can be very useful in the realm of intrinsically disordered proteins (IDPs).

In addition to an improved description of the conformational ensemble of the free state of this protein, we have used similar techniques to characterize the changes that occur upon ligand binding. To our surprise we observed an expansion, which is likely used to compensate for the high entropy loss usually incurred by an IDP when it
encounters a binding partner. Although the conformational ensemble is expected to vary greatly between various proteins commonly classified as IDPs, the detailed description of this IDP should be helpful in improving our understanding of this class of proteins generally. The feature of cooperatively folded states within the ensemble, for example, is most likely not limited to Osteopontin and its demonstration here should help to update the way we view IDPs in general. Similarly, the observed expansion upon binding adds another mode of interaction to the arsenal of IDPs which in addition to ‘conformational selection’ already includes ‘fuzzy complexes’\(^{37}\) and ‘folding upon binding’\(^{38}\). And the observed compaction of the binding site in at least some parts of the conformational ensemble strongly suggests that for IDPs at least partial ‘conformational selection’ is likely present even in interactions mostly following the proposed ‘folding upon binding’ mechanism.

We have demonstrated various techniques and how we used them to elucidate the conformational ensemble of IDPs. As these techniques are fine-tuned for the detection of lowly populated states and changes in them, they can also be used to study transient interactions. These interactions play crucial roles in biology,\(^{39,40,41}\) but they do pose problems for many conventional experimental techniques. In addition to the techniques used for IDPs we have also demonstrated the use of Car-Purcell-Meiboom-Gill (CPMG) measurements, which are ideally suited to detect fluctuations occurring on a μs to ms timescale. Using this technique we have demonstrated how we can access both the exchange between states as well as gather detailed information on the excited states themselves.

In my thesis I have provided a detailed description of the structural ensemble and the dynamics of the IDP Osteopontin in its free and heparin-bound states. Additional thermodynamic data on the interaction and a rationale for the observed changes are presented. I also explain the methodologies developed on this model system as well as the CPMG pulse sequence using several examples. Thus, my efforts in contributing to the broad field of IDPs and transient interactions in general and the OPN-heparin interaction in particular, are presented in this thesis.
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