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Abstract

Mobile computer networks have become an ubiquitous infrastructure comparable in importance to the road system or the power grid. For the operators of such networks it is fundamental to ensure high quality and react to outages and possible threats as soon as possible. To guarantee proper network operation, a high level view as well as the ability to drill down specific problems to find their root cause is needed. The main objective of this thesis is to design and evaluate a data processing system to accomplish this goal.

Traditional database and data warehouse system are still the most commonly adopted solution for storing and retrieving data today. While in database systems items may change frequently, deeper data analysis is done in data warehouse systems refreshed in time scales of days, weeks or even months. More recently, stream processing systems have been introduced. Those system focus on processing data as they are produced and provide results in real-time. For network monitoring applications, features of both types of systems are required. In fact, detection and diagnosis of network incidents requires accessing and processing current and historical information, whereas effective troubleshooting requires near real-time alarming. The main focus of this thesis is how those two processing requirements can be effectively and efficiently combined in a single computing system.

The solution proposed by this thesis is DBStream, a novel data stream warehouse system. In DBStream a continuous stream of data from a network monitoring system is split into small batches and stored in the system. The DBStream user registers queries which are continuously executed over each batch as soon as importing has finished. Query results are stored back into the system and are immediately available for further queries, live graphical visualization or can be exported to external tools for further elaboration.

In the first part of this thesis we review the design process, as well as the lessons we learned during the design of the DBStream system. We also investigate the performance of our approach by a comprehensive comparison to other competitive systems. Furthermore, we give a theoretical formulation of the properties of the query language and exploit it to achieve enhanced performance through cache-oblivious scheduling.
In the second part of this thesis, we show several applications from the network monitoring domain. Two of them are presented in full detail. The first one tackles the detection of malicious mobile botnets; the second application deals with the classification of machine-to-machine devices in mobile networks. Especially the second application clearly shows that DBStream enables network experts to focus on the task at hand rather than on the functional problem of how to process the data.

Although, in this thesis, the focus is on network traffic monitoring and analysis applications, the developed solutions can be generalized to other domains. Network data are historic by nature, that is, all reported data items refer to maybe only a few Milli seconds old, but past events. Once such a data item has been created it never changes, only new items are appended over time. Data with similar properties are collected in other application fields such as wireless sensor networks, smart grids and intelligent transportation systems. In this sense it is possible to adopt the proposed solutions to other application domains.
Zusammenfassung

Mobilfunknetzwerke sind heutzutage eine allgegenwärtige Infrastruktur, welche in ihrer Bedeutung mit dem Straßen- oder Stromnetz vergleichbar sind. Für die Betreiber solcher Netze ist es von größter Wichtigkeit, hohe Qualität sicherzustellen und auf Ausfälle und mögliche Gefahren so schnell wie möglich reagieren zu können. Um einen ordnungsgemäßen Netzbetrieb zu gewährleisten, sind eine gute Gesamtübersicht, sowie die Möglichkeit, spezielle Probleme bis ins Detail zu begutachten, um deren Ursache zu ergründen, notwendig. Das Hauptziel dieser Arbeit ist die Entwicklung und Evaluierung eines Datenverarbeitungssystems, welches in der Lage ist, oben genannte Aufgaben zu erfüllen.


Verfügung. Diese können für grafische Visualisierungen verwendet werden oder an externe Tools für die weitere Ausarbeitung exportiert werden.
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<table>
<thead>
<tr>
<th>Acronyms</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>3G</td>
<td>Third Generation</td>
</tr>
<tr>
<td>3GPP</td>
<td>3rd Generation Partnership Project</td>
</tr>
<tr>
<td>ACID</td>
<td>Atomicity, Consistency, Isolation, Durability</td>
</tr>
<tr>
<td>AVS</td>
<td>Adult Video Service</td>
</tr>
<tr>
<td>BTS</td>
<td>Base Transceiver Station</td>
</tr>
<tr>
<td>C&amp;C</td>
<td>Command and Control</td>
</tr>
<tr>
<td>CDH</td>
<td>Cloudera Distribution Including Apache Hadoop</td>
</tr>
<tr>
<td>CDN</td>
<td>Content Delivery Network</td>
</tr>
<tr>
<td>CEL</td>
<td>Continuous Execution Language</td>
</tr>
<tr>
<td>CIR</td>
<td>Cluster Internal Ratio</td>
</tr>
<tr>
<td>CN</td>
<td>Core Network</td>
</tr>
<tr>
<td>CSG</td>
<td>Candidate Search Graph</td>
</tr>
<tr>
<td>CT</td>
<td>Continuous Table</td>
</tr>
<tr>
<td>DAG</td>
<td>Directed Acyclic Graph</td>
</tr>
<tr>
<td>DBMS</td>
<td>Database Management System</td>
</tr>
<tr>
<td>DBW</td>
<td>Directed Bandwidth</td>
</tr>
<tr>
<td>DCR</td>
<td>Domain Cluster Ratio</td>
</tr>
<tr>
<td>DDoS</td>
<td>Distributed Denial of Service</td>
</tr>
<tr>
<td>DGA</td>
<td>Domain Generation Algorithm</td>
</tr>
<tr>
<td>DLA</td>
<td>Directed optimal Linear Arrangement</td>
</tr>
<tr>
<td>DNS</td>
<td>Domain Name System</td>
</tr>
<tr>
<td>DSL</td>
<td>Domain Specific Language</td>
</tr>
<tr>
<td>DSMS</td>
<td>Data Stream Management System</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>DSW</td>
<td>Data Stream Warehouse</td>
</tr>
<tr>
<td>DPI</td>
<td>Deep Packet Inspection</td>
</tr>
<tr>
<td>DWH</td>
<td>Data Warehouse</td>
</tr>
<tr>
<td>eCDF</td>
<td>Empirical Distribution Function</td>
</tr>
<tr>
<td>ELKI</td>
<td>Environment for Developing KDD-Applications Supported by Index-Structures</td>
</tr>
<tr>
<td>ETL</td>
<td>Extraction Transformation and Load</td>
</tr>
<tr>
<td>FP</td>
<td>False Positive</td>
</tr>
<tr>
<td>FPR</td>
<td>False Positive Ratio</td>
</tr>
<tr>
<td>GGSN</td>
<td>Gateway GPRS Support Node</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>GTP</td>
<td>GPRS Tunneling Protocol</td>
</tr>
<tr>
<td>LAN</td>
<td>Local Area Network</td>
</tr>
<tr>
<td>HDFS</td>
<td>Hadoop Distributed File System</td>
</tr>
<tr>
<td>HTTP</td>
<td>Hypertext Transfer Protocol</td>
</tr>
<tr>
<td>HTTPS</td>
<td>Hypertext Transfer Protocol Secure</td>
</tr>
<tr>
<td>IoE</td>
<td>Internet of Everything</td>
</tr>
<tr>
<td>IoT</td>
<td>Internet of Things</td>
</tr>
<tr>
<td>ISP</td>
<td>Internet Service Provider</td>
</tr>
<tr>
<td>M2M</td>
<td>Machine-to-Machine</td>
</tr>
<tr>
<td>MAWI</td>
<td>Measurement and Analysis on the WIDE Internet</td>
</tr>
<tr>
<td>METAWIN</td>
<td>Measurement and Traffic Analysis in Wireless Networks</td>
</tr>
<tr>
<td>MIB</td>
<td>Management Information Base</td>
</tr>
<tr>
<td>ML</td>
<td>Machine Learning</td>
</tr>
<tr>
<td>Acronym</td>
<td>Definition</td>
</tr>
<tr>
<td>---------</td>
<td>------------</td>
</tr>
<tr>
<td>MSID</td>
<td>Mobile Station Identifier</td>
</tr>
<tr>
<td>MS</td>
<td>Mobile Station</td>
</tr>
<tr>
<td>mTAN</td>
<td>mobile Transaction Authentication Number</td>
</tr>
<tr>
<td>MTRAC</td>
<td>M2M TRAffic Classification</td>
</tr>
<tr>
<td>NAS</td>
<td>Network-Attached Storage</td>
</tr>
<tr>
<td>NoSQL</td>
<td>Not only SQL</td>
</tr>
<tr>
<td>NTMA</td>
<td>Network Traffic Monitoring and Analysis</td>
</tr>
<tr>
<td>OLAP</td>
<td>On-Line Analytical Processing</td>
</tr>
<tr>
<td>OLTP</td>
<td>On-Line Transaction Processing</td>
</tr>
<tr>
<td>OS</td>
<td>Operating System</td>
</tr>
<tr>
<td>P2P</td>
<td>Peer-to-Peer</td>
</tr>
<tr>
<td>POS</td>
<td>point-of-sale</td>
</tr>
<tr>
<td>RAN</td>
<td>Radio Access Network</td>
</tr>
<tr>
<td>RDBMS</td>
<td>Relational Database Management System</td>
</tr>
<tr>
<td>RNC</td>
<td>Radio Network Controller</td>
</tr>
<tr>
<td>RTT</td>
<td>Round-Trip Time</td>
</tr>
<tr>
<td>SD</td>
<td>Standard Deviation</td>
</tr>
<tr>
<td>SDA</td>
<td>Simple Daily Aggregation</td>
</tr>
<tr>
<td>SGSN</td>
<td>Serving GPRS Support Node</td>
</tr>
<tr>
<td>SNMP</td>
<td>Simple Network Management Protocol</td>
</tr>
<tr>
<td>SLD</td>
<td>Second Level Domain</td>
</tr>
<tr>
<td>SPEC</td>
<td>Standard Performance Evaluation Corporation</td>
</tr>
<tr>
<td>SQL</td>
<td>Structured Query Language</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machine</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------------------------------</td>
</tr>
<tr>
<td>TAC</td>
<td>Type Allocation Code</td>
</tr>
<tr>
<td>TBA</td>
<td>Threshold Based Aggregation</td>
</tr>
<tr>
<td>TLD</td>
<td>Top Level Domain</td>
</tr>
<tr>
<td>TMB</td>
<td>Total Maximum Bandwidth</td>
</tr>
<tr>
<td>TP</td>
<td>True Positive</td>
</tr>
<tr>
<td>TPR</td>
<td>True Positive Ratio</td>
</tr>
<tr>
<td>TPC</td>
<td>Transaction Processing Performance Council</td>
</tr>
<tr>
<td>TCP</td>
<td>Transmission Control Protocol</td>
</tr>
<tr>
<td>UDF</td>
<td>User Defined Function</td>
</tr>
<tr>
<td>UDP</td>
<td>User Datagram Protocol</td>
</tr>
<tr>
<td>UMTS</td>
<td>Universal Mobile Telecommunications System</td>
</tr>
<tr>
<td>USB</td>
<td>Universal Serial Bus</td>
</tr>
<tr>
<td>VNI</td>
<td>Visual Networking Index</td>
</tr>
<tr>
<td>VP</td>
<td>Vantage Point</td>
</tr>
<tr>
<td>WTMB</td>
<td>Weighted Total Maximum Bandwidth</td>
</tr>
</tbody>
</table>
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1. General Introduction

Since the introduction of computer networks in general and the Internet more specifically, networked computer systems have become more and more important to modern society. Today's Internet is a highly complex, distributed system, spanning the globe and reaching even into outer space to the International Space Station. Human communication relies to a large extend on emails, (mobile) phone calls and social media. It has become normal to buy electronics, cloth or even cars, book flights and make bank transfers over the Internet. The stock market exchanges large amounts of stocks via interconnected high frequency trading systems. This shows that computer networks have become a cornerstone of today's modern society.

Network operators are responsible for the proper functioning of those highly complex networks. They face the challenge to detect and react very quickly to network anomalies, security breaches and, at the same time, plan ahead to adopt their networks to novel usage patterns.

Network monitoring systems are designed to support operators in this task. The above challenges pose several requirements to such systems. A system should be: (i) able to store data over extended time periods, (ii) make results available quickly in the order of minutes or even seconds and (iii) network experts should be able to easily specify and extend typical analysis tasks. Whereas, many isolated systems and approaches have been proposed to capture and analyze network data [113, 81, 57, 60], there is still a clear lack of comprehensive approaches, integrating, combining and post processing data from multiple sources.

In this thesis, we propose the DBStream system, a novel Data Stream Warehouse (DSW) based on traditional database techniques, as a solution for comprehensive network monitoring. We show that DBStream is performance-wise at least on par with the most recent large-scale data processing frameworks such as Hadoop and Spark. Finally, we present several novel network monitoring applications we designed and implemented and show how we can make the best use of the DBStream system.
1. General Introduction

1.1. Contributions

The major contributions of this thesis can be summarized as follows.

- We introduce the high performance network data analysis system TicketDB and compare its performance to Hadoop.
- We show which parts of TicketDB can be improved to develop a system of higher performance and flexibility.
- We introduce the DBStream system along with its flexible and easy to use processing language CEL.
- We compare the performance of DBStream to modern large-scale data processing frameworks and locate performance bottlenecks in those systems.
- We define the problem of cache-oblivious scheduling and present and evaluate novel scheduling algorithms to efficiently produce schedules of higher performance.
- We give an overview of several Network Traffic Monitoring and Analysis (NTMA) applications and report on operating DBStream at large-scale.
- We present a novel botnet detection approach based on Domain Name System (DNS) failure graphs extracted from mobile network data.
- We introduce the M2M TRAffic Classification (MTRAC) approach, able to detect Machine-to-Machine (M2M) devices using machine learning on coarse-grained traffic descriptors.

1.2. Thesis Organization

The main organizational element of this thesis is its separation into two parts. This separation is a result of the discussion of two different research domains. In Part I, database and DSW topics are introduced and discussed in detail. Part II describes the application of the principles introduced in the first part onto typical NTMA applications.

The first part is subdivided into the following chapters. Chapter 2 starts with an introduction into database and DSW related topics, relevant for this thesis. In Chapter 3, the design and implementation of the early TicketDB system and its evolved predecessor DBStream along with its SQL-based processing language CEL are described in detail.
1.2. Thesis Organization

A performance evaluation of the presented systems, in comparison with other state-of-the-art large-scale data processing frameworks, like e.g. Hadoop and Spark, is given in Chapter 4. The first part is ended by a theoretical study of multiple scheduling algorithms to solve the problem of efficiently ordering a shared workload, optimizing for cache reuse, which is presented in Chapter 5.

In the second part of this thesis, applications of the approaches presented in the first part to NTMA problems are given. Chapter 6 gives an introduction into terms and definitions commonly used for describing and analyzing mobile networks. We continue with a general overview of several applications of TicketDB and DBStream and statistics from operating DBStream at scale in Chapter 7. In Chapter 8 an approach for the detection and tracking of networks of malicious hosts, called botnets, is presented. In the last chapter, Chapter 9, a continuous machine learning approach for the classification of M2M traffic is presented.

The thesis is ended by a comprehensive conclusion and future work given in Chapter 10.

Please note, that the related work is presented at the beginning of each chapter in a separate section.
Part I.

Data Stream Warehouse Systems
2. Introduction

The complexity of large-scale, Internet-like networks is constantly increasing. With more and more Internet services, the massive adoption of Content Delivery Networks (CDNs) and Cloud solutions for content hosting and delivery, and the continuous growth of bandwidth-hungry video-streaming services, network and data center infrastructures are becoming extremely difficult to understand and track. NTMA has taken an important role to understand the functioning of the network, especially to get a broader and clearer visibility of unexpected events. One of the major challenges faced by large-scale NTMA applications is the processing and analysis of big amounts of heterogeneous and fast network monitoring data. By nature, this data is heterogeneous as it consists of multiple types of measurements coming from different kinds of logging systems. In addition, network monitoring data comes in form of high-speed data streams, which need to be rapidly and continuously processed and analyzed.

A variety of methodologies and tools have been devised to passively monitor network traffic. Although all these solutions are capable of extracting large amounts of detailed information from live networks, they lack the ability to integrate multiple heterogeneous data sources. What is needed is a flexible system able to store and post-process the data from those rich and heterogeneous sources in order to understand the complex dynamics of nowadays Internet. Such a system should be capable of handling different types of NTMA applications, from high velocity, near real-time data processing applications such as service performance tracking, anomaly detection and alerting, to more complex high volume analysis tasks involving the processing of large amounts of stored historical data. The Data Stream Warehouse (DSW) paradigm [67] provides the means to handle both types of monitoring applications within a single system, combining the real-time capabilities of Data Stream Management System (DSMS) with the deep analytic processing of traditional data warehouses, storing long-term historical data.

The main research question to be addressed by this thesis is whether it is possible to design a system which is able to handle the challenges posed above. An overview of the final system we present in this thesis, called DBStream, is given in Figure 2.1. It is shown how data from multiple vantage points in the network is collected, merged with
2. Introduction

Figure 2.1.: A standard deployment of DBStream in an Internet Service Provider (ISP) network. DBStream is a data repository capable of processing data streams coming from a wide variety of sources.

external information and finally made available to external applications for visualization purposes.

2.1. Organization of Part I

The remainder of this part is organized as follows. The next Section 2.2 gives a short introduction into the basic principles of database systems, as well as Data Warehouse (DWH), DSMS and DSW systems.

Chapter 3 is split into two major sections. In Section 3.2 the predecessor system of DBStream called TicketDB is presented. It follows Section 3.3, which presents the lessons learned from designing and implementing such a system as well as some of the issues with the design of TicketDB. Next, Section 3.4 describes the design of the final DBStream system.

In Chapter 4, performance results for both systems are provided and compared to MapReduce based data processing solutions. Section 4.2 compares the early TicketDB system with an enhanced version of the MapReduce system Hadoop, given processing jobs typically found in NTMA. The performance of DBStream is compared to the large-scale data processing framework Spark in Section 4.3.
Finally, in Chapter 5 a theoretical approach to improve the performance of shared workload systems is presented. This approach applies cache-oblivious techniques to the domain of precedence constraint shared workload scheduling and is evaluated using standard database benchmarks from the TPC-DS benchmark [93].

2.2. Database Principles

In this section, we give a short overview of the most basic principles of database systems. This section is intended to increase the readability of Part I of this thesis. We begin by an introduction of Database Management Systems (DBMSs) and Relational Database Management Systems (RDBMSs), which we generally refer to simply as ”databases” in the follow-up of this thesis. Next, we describe the concept of DWHs. Then we give a short description of DSMSs. We conclude this section with an introduction to DSWs, which combine some of the principles of DSMSs and DWHs.

An overview of Not only SQL (NoSQL) systems, like e.g. Hadoop, can be found in Section 3.1. We refer the interested reader to [106] and [107] for a good overview of the inner workings of distributed parallel database systems.

Database Management Systems (DBMSs)

The history of database systems goes back to the 1960’s, with the first commercial database systems appearing in the late 1960’s. A DBMS is a computing system used for accessing, changing and storing data in an organized way, over extended time periods. Data stored in such a system can typically be accessed by a specialized language called query language. The authors of [61] give a complete overview of DBMS with a focus on RDBMS. Typically, database systems are expected to provide the following benefits over storing data in regular file systems:

- Allow the creation of databases and their logical organization referred to as schema.
- Provide a declarative query language for accessing and modifying stored data.
- Enable efficient access to large amounts of data over extended time periods.
- Durability: even in case of a hardware failure the system should be recoverable.
- Isolation: allow data access by multiple users without unexpected interactions.
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Relational Database Management Systems (RDBMSs)

In 1971, Edgar F. Codd changed database systems significantly with his ground breaking paper [38], describing a novel way to logically design database systems. In this work, he introduced the relational model and formulated the mathematical foundation of database systems called \textit{relational algebra}. Even today, this model remains the basis of most commercial and open source database systems. The main novelty are tables, which are a logical, abstract representation of the stored data. Tables help the programmer to access data in an easy, structured way. The application of this model enables the database to store data in different formats without changing the access to the data. The most widely used declarative \textit{query language} based on the relational model is the Structured Query Language (SQL).

Transaction Processing

In a typical database data are accessed by multiple users concurrently. Therefore, a structured approach on handling concurrency is essential. Transaction processing is one approach to solve this issue implemented by many database systems. A transaction is a group of one or more database operations which is executed \textit{atomically} and \textit{isolated} from other transactions. In order to ensure durability, the database system writes all changes separately into a log file before they are applied to the database. In case a hardware failure or programming error occurs during the execution of a transaction, the system is able to revert all already completed steps. Thus, leaving the system always in a consistent state.

In 1983, the authors of [73] introduced the terminology of Atomicity, Consistency, Isolation, Durability (ACID) constraints to database systems. The main achievement of this paper was the introduction of general terms to describe certain transaction related system properties in a unified, implementation independent way. The acronym ACID is a combination of four terms with the following meaning:

- **Atomicity:** each transaction is executed as one atomic operation, which either completes successfully or completely fails. In case of a failure, all steps of the transaction are rolled back and the system is put back into the state before the execution of the transaction started.

- **Consistency:** at the end of a transaction all consistency constraints have to be met. E.g. a bank account balance can not be less than zero.
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- **Isolation**: all transactions are executed as if they would be running sequentially and not in parallel. Isolation is typically implemented using locking mechanisms.

- **Durability**: after a transaction has been successfully completed, the effect of this transaction can not be lost.

**Data Warehouses (DWHs)**

Data Warehouse (DWH) systems are used in large corporations and enterprises for reporting, analytical and predictive purposes. Typically data in DWHs is organized in a *star schema* as presented in [32]. For example, an operational database system may be used to handle sales. This database executes transactions whenever items are bought, new items become available or stock is refilled. From this database, aggregated data, e.g. how many users bought item A today, are transferred to the DWH. This process is referred to as Extraction Transformation and Load (ETL), in which data are pre-aggregated and transformed into the *star schema* of the DWH.

In the *star schema* data are split into *dimension* and *fact* tables and referenced via unique identifiers. In the above example, *dimensional* data would be, e.g. details about the user buying items like the region she is coming from, the phone number or ZIP code. *Fact* data would be information such as: when did she buy which item. This information is stored in separate tables, whereas typically *fact* tables are time partitioned in case they are becoming large. Reports are then created by aggregating over a subset of dimensions during query time. Those reports might be used by the management to identify regions where sales decreased and take appropriate counter measures.

**Data Stream Management Systems (DSMSs)**

In a database system, data are static and are only changed or accessed by queries. DSMS follow a different approach and invert this model. They treat queries as the static part, which are installed into the system. Whereas, data is flowing through the system as a continuous stream, which is presented to each installed query. Typically, data are not stored at all, only the results of the installed queries are reported periodically to external systems.

The first such system introduced in [27] was called Aurora. After which many other systems were designed to follow the same principles. A good overview of DSMS can be found in [69].
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Data Stream Warehouses (DSWs)

Data Stream Warehouse (DSW) system have been proposed recently to handle big and fast data in one single system. This approach can be seen as an extension to DSMS, adding a very long history to such systems. Thus enabling the system to e.g. replay old data to learn new patterns which where not detected with already implemented approaches. Another approach is to extend regular DWHs by the capability to digest and integrate new data very fast into the reports generated by the system. The resulting system is a DWH, extended by streaming capabilities.

DSW systems can be categorized into the following three categories:

**DBMS based systems** adding new capabilities like the fast import of data arriving at the system and the ability to evaluate queries over data streams. Those systems include DataDepot [66] which is based on a AT&T proprietary DBMS, DejaVu [46], based on MySQL and the TruViso [82] system which is based on PostgreSQL.

**DSMS based systems** like the Moirae system [13], which is based on Borealis [1] and adds a PostgreSQL based storage layer.

**MapReduce based systems** which use e.g. Hadoop [140] and add continuous data processing capabilities. Examples of such systems include the Muppet [85] system adding update functionalities to the Map part of Hadoop jobs and the Nova system [104] which is based on Pig latin [105].

The DBStream system presented in this thesis falls into the category of DBMS based systems and utilizes the PostgreSQL database engine.
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In this chapter, we describe the evolution of our approach for network data storage and analysis. The first step in this evolution is a system called TicketDB, which is described in detail in Section 3.2. The main focus of TicketDB is on data imports and parallel queries, enabling very high import and query processing performance. In the following Section 3.3 we describe some of the issues with the TicketDB approach leading to the design of a novel system. This novel system is called DBStream and is described in full detail in Section 3.4. The focus of DBStream lies on the continuous processing of data arriving in time windowed batches. Queries on the imported data continuously transform them into materialized views. With this novel approach we were able to achieve the following benefits:

- Writing stream processing queries is nearly as simple as writing regular SQL.
- DBStream automatically processes data as they arrive and stores the result in materialized views. This approach enables DBStream to answer previously known queries much faster, without processing huge amounts of raw data.
- The windowing mechanism of DBStream allows efficient incremental queries, which are particularly useful for network monitoring.

This chapter is based on the following publications. The TicketDB system was introduced in [15]. The DBStream system was introduced in [16] and its performance was described in more detail in [18]. The author of this thesis was responsible for the design and implementation of the TicketDB and DBStream system as well as the main writing of the papers mentioned above. Fabio Ricciato helped in designing the network data analysis jobs used to evaluate the performance of TicketDB and with the writing of the paper. Antonio Barbuzzi and Pietro Michiardi, helped in comparing TicketDB to Hadoop and implemented all Hadoop related experiments. Pedro Casas, Marco Mellia and Alessandro Finamore, helped in describing the applications of DBStream. Whereas Alessandro Finamore is responsible for the improvement and execution of the Spark related benchmarks. Lukasz Golab helped with the integration of DBStream into the general database context.
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3.1. Related Work

The introduction of Big Data processing lead to a new era in the design and development of a large-scale data processing system. Many novel data processing and storage systems have been redesigned from scratch to improve both performance and scalability. Most of them achieve increased performance by re-implementing the data processing engine, relaxing ACID constraints \cite{129} and/or applying novel data processing paradigms. Still, a major limitation of such systems is the inability to cope with continuous analytics. DSMSs, such as Gigascope \cite{40}, Borealis \cite{2}, Esper \cite{52} or the more recent Streambase system \cite{130}, support continuous processing, but they cannot support analytics over historical data, as it is required in NTMA applications.

DSW systems extend traditional databases and DWH with the ability to ingest and process new data in near real-time. DataCell \cite{92} and DataDepot \cite{67} are two examples, as well as the DBStream system presented in this thesis. Another important development are NoSQL systems based on the MapReduce framework made popular in \cite{45}. Those systems use a key-value interface rather than a high level declarative language, like SQL, typically supported by DBMSs. Hadoop \cite{140} and Hive \cite{134} are two popular open source implementations of the MapReduce framework. Dremel \cite{98} is a Google proprietary technology that exploits the MapReduce paradigm and uses a column oriented database to optimize web search. Spark \cite{146} is another interesting system, promising an approx. 100x scale up factor with respect to Hadoop by utilizing an in-memory processing architecture.

MapReduce systems focus on processing data in large batches rather than streams as it is required as well in the case of NTMA purposes. There has been some recent work on enabling real-time analytics in NoSQL systems, such as Muppet \cite{85}, SCALLA \cite{91} and Spark Streaming \cite{147}. At the moment, the main focus of Spark Streaming lies on the processing of real-time data, e.g., a stream of twitter feeds. Unfortunately, it is not possible out-of-the-box to perform non real-time processing, where data arrive with delay. Nevertheless, Spark Streaming seems to be an interesting candidate for future network monitoring solutions.

Another class of systems are hybrid systems, which integrate SQL and NoSQL technologies into one system. For instance, HadoopDB \cite{3} connects multiple single-node database systems and utilizes Hadoop for scale-out. Processing can be parallelized using Hadoop MapReduce, but within each MapReduce task, data processing is pushed into the relational database system PostgreSQL, installed on each cluster node. Other approaches include the proposal to combine DSMS with DBMS for the improvement of
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From a query language point of view, many novel, continuous and streaming processing languages have been proposed [40, 67, 34, 10, 47]. All of them assume that persistent data storage is handled by external systems and queries can only refer to temporary memory-resident state (e.g., a current window of time). In contrast, many DBMSs support the definition of materialized views using SQL queries over large historical tables, but continuous view maintenance over time is limited to simple types of queries such as filters and joins, without the ability to formulate more complex aggregations. DBStream enables users and applications to declaratively specify, using full SQL including User Defined Functions (UDFs), exactly how to update a view when new data arrive at the system. DBStream CEL queries may even refer to previously generated results that are stored in the same view that is currently updated. To the best of our knowledge, this is not declaratively supported by any other system. In particular, there has been recent work in the networking community on extending SQL with additional functionalities required for network monitoring. Examples include complex window expressions [25] and sequential patterns [67]. However, none of these proposals include the declarative, incremental processing that is supported by DBStream.

Systems for complex analytics have attracted the attention of the research community as well as many large companies. For example, Facebook [26] and RIPE\footnote{Hadoop and HBase at RIPE NCC, \url{http://blog.cloudera.com/blog/2010/11/hadoop-and-hbase-at-ripe-ncc/}} have already integrated the MapReduce system Hadoop into the core of their end-user service provisioning systems. However, with the exception of the proprietary, closed-source DataDepot system, none of these systems were designed to address continuous data processing, required for NTMA applications. Furthermore, to the best of our knowledge, DBStream is the only available system that supports incremental queries defined through a declarative language. As we will show in this thesis, the continuous analytical capabilities and incremental query processing make DBStream particularly useful for tracking the status of large-scale mobile networks.

3.2. TicketDB Architecture

The constantly increasing data rates of mobile and fixed-line computer networks force monitoring solutions to constantly increase their performance accordingly. Therefore, systems storing and analyzing network data in a centralized location need highly optimized and efficient import and query mechanisms. In this section, we describe the design
and implementation of TicketDB, a parallel database system based on the PostgreSQL database engine, tailored to achieve this task.

One important aspect of network monitoring data is its historical nature. Once a certain network event has been recorded and timestamped, it never changes again. Therefore, we consider network data analysis as a typical On-Line Analytical Processing (OLAP) application and adopt widely used OLAP techniques in the design of TicketDB. First, we apply the star schema presented in [32] to split data into fact and dimension tables (see Section 2.2 for details on the star schema). Second, we utilize a two stage table partitioning approach, splitting data into smaller batches. Data is partitioned by time and each time partition is further split into several hash partitions. The hash partitioning applies a hash function on the primary key column of the table, like e.g. the Mobile Station Identifier (MSID), to assign a data item to a certain partition. This approach allows us to import multiple partitions in parallel, thus speeding up the import process. At query time, data can be processed in parallel on each partition, followed by a final aggregation step.

The overall architecture of TicketDB is presented in Figure 3.1. The current implementation of TicketDB utilizes the scale-up approach. That means, TicketDB is installed on a single high performance server, with many CPU cores, a huge amount of RAM and two fiber-channel attached RAID arrays for data storage.

During data import, input data is first split into fact and dimension information. In the next step, time partitioning, as shown in Figure 3.2 is applied, which in the current setup uses one hour partitions. Next, hash partitioning as shown in Figure 3.3 is used to distribute data over several database nodes, each residing on a different RAID array. The TicketDB master node stores a data directory containing information about the placement of hash and time partitions among database nodes. The application of data partitioning has the following benefits:

- Data import can be parallelized.
- A single query, accessing several hours or even days of data can be executed in parallel on multiple partitions at the same time.
- Indices on tables can be created on each partition separately. If a new partition is added to the system a new index is created for that partition and all already existing indices do not have to be changed.
- Indices can be created on each partition separately, in parallel.
If data needs to be deleted from a table, full partitions can be dropped, which is much more efficient than deleting data from a very large unpartitioned table.

In TicketDB each hash partition of a time partition is stored in a separate PostgreSQL database node. All database nodes are hosted on the same high-end server machine. Although data is stored on two distinct RAID-6 disk arrays and therefore safe towards up to two disk failures per array, our current version does not support replication or hot-standby. In contrast to a cluster system like Hadoop, which can overcome node failures, if the TicketDB server stops working, the whole system becomes unavailable.

### 3.2.1. Data Processing in TicketDB

In this section we describe how data is imported and queried in TicketDB. We use the following example processing job to demonstrate the inner workings of TicketDB. For
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### Figure 3.2.: Time partitioning of continuous tables.

```
<table>
<thead>
<tr>
<th>part 1</th>
<th>part 2</th>
<th>...</th>
<th>part n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>t</td>
<td></td>
</tr>
</tbody>
</table>
```

### Figure 3.3.: Optional hash partitioning of continuous tables.

```
<table>
<thead>
<tr>
<th>part 1</th>
<th>part 2</th>
<th>part 3, 1</th>
<th>part 3, 2</th>
<th>part 4, 1</th>
<th>part 4, 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>t</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>time partitioning</td>
<td>time and hash partitioning</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
```

every IP address we compute the number of uploaded, downloaded and total exchanged (upload + download) bytes. We refer to this processing job as **Heavy User Job** in the remainder of this section. As input data, we use a dataset extracted from the publicly available Measurement and Analysis on the WIDE Internet (MAWI) archive, captured from a trans-Pacific link between the United Stated and Japan [35]. Packet payload is omitted from the trace and IP addresses are anonymized. The format of the extracted dataset as well as the assignment of the columns to the dimension and fact tables is shown in Table 3.1.

<table>
<thead>
<tr>
<th>Name</th>
<th>Target</th>
<th>Data Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timestamp</td>
<td>Fact</td>
<td>integer</td>
</tr>
<tr>
<td>Source IP Address</td>
<td>Dimension</td>
<td>inet</td>
</tr>
<tr>
<td>Destination IP Address</td>
<td>Dimension</td>
<td>inet</td>
</tr>
<tr>
<td>Source Port</td>
<td>Dimension</td>
<td>smallint</td>
</tr>
<tr>
<td>Destination Port</td>
<td>Dimension</td>
<td>smallint</td>
</tr>
<tr>
<td>TCP flags</td>
<td>Fact</td>
<td>smallint</td>
</tr>
<tr>
<td>Protocol</td>
<td>Dimension</td>
<td>smallint</td>
</tr>
<tr>
<td>Exchanged bytes</td>
<td>Fact</td>
<td>bigint</td>
</tr>
<tr>
<td>Exchanged packets</td>
<td>Fact</td>
<td>bigint</td>
</tr>
</tbody>
</table>

Table 3.1.: Data format extracted from MAWI traces.

**Data Import**

The first step is to import data into TicketDB. Therefore, a highly optimized C program splits data into fact and dimension information, as specified in the target column of
Table 3.1. In addition, unique primary keys are generated to be able to join those two tables later on. Data is first split into time partitions, which then are split into hash partitions before import. All hash partitions of the same time partition are then imported in parallel, resulting in an increased import performance. Another performance optimization we use is that instead of regular `insert` statements to import the data into tables, we import data in batches of 100 thousand rows at once using the much more efficient `copy` command. In this way we are able to increase the import performance by one order of magnitude.

Another important measure to take into account is that in PostgreSQL the physical storage size of partitions plays an important role in the overall system performance. Although we do not know the ultimate reason, we noticed that if a table is becomes larger than 1 GB, performance suffers. One reason for this might be that each table is written into one or more files, whereas the maximum size of a file is 1 GB. If a table is larger than 1 GB, it is split into multiple files. This seems to have a negative impact on performance, since more files have to be opened for reading and writing. In addition, if the tables used as hash partitions get bigger the memory available to each database connection has to be increased. Otherwise, more complex operations like, e.g. sort have to be executed on the much slower disk storage. If this is the case, not only the performance of the sort operation is decreased since the slower disk system is used instead of the RAM, but also other concurrent queries are affected since the overall disk I/O is increased. Therefore, we optimize the size of partitions to stay below 1 GB, even in times of high network load, when more data are generated by the network vantage points.

**Example Processing Job Implementation**

Queries posed to TicketDB can run in parallel on multiple time and hash partitions. We will now explain how to implement such queries and how they are executed inside TicketDB by an illustrative example. Let us assume we want to compute the number of uploaded and downloaded bytes on a given link in one day, as in the Heavy User Job. If data is time partitioned per hour and each time partition is further split into two hash partitions, each stored in a separate database node, 48 partitions need to be processed to answer our query.

Figure 3.4 shows an overview of the data flow in TicketDB for only four time partitions. Starting from the top, first a new `outer` database connection is created for each hour which needs to be processed. Then, since each hour is split into two hash partitions per hour, two `inner` database connections are created. In each of the `inner` connections we
compute the sum over the total exchanged packets field per source and destination IP and the results are returned to the outer connections. In each outer connection, the sum over the results of the inner connections is computed. Ultimately, the results from all time partitions are merged into the final query result.

Although the query parallelization is not fully automatized in TicketDB, a query framework supports the user in writing those queries. As also shown in Algorithm 1, two functions help the user to formulate those queries. The first function is called \texttt{qf\_dist\_sql\_outer} and handles the creation of the outer connections, the second function is called \texttt{qf\_dist\_sql\_inner} and handles the creation of the inner database connection. It is possible to limit the maximum number of parallel database connections used by a single TicketDB query with a global configuration parameter. To run a query using the query framework, a user has to specify three parts, (i) which query to run on the raw data stored in the hash partitions, (ii) how data between hash partitions is merged and (iii) how data from different time partitions is merged.

We now explain the \textbf{Heavy user Job} shown in Algorithm 1 in full detail. In the inner most query, exchanged bytes are aggregated per IP address by joining a partition of the \texttt{fact\_ip} containing the exchanged bytes, with the \texttt{dim\_ip} table containing the actual IP addresses. Since there is no information about upload and download, but only exchanged bytes between two IPs, we create this information, by using the \texttt{union all} operator over two subqueries. The first subquery counts all exchanged bytes where a IP appears as the source IP as uploaded bytes. The second subquery counts all exchanged bytes as the
Algorithm 1 Query implementation for Heavy User Job.

```sql
1:   select * from qf_dist_sql_outer($outer$
2:   insert into heavy_users_TIMESTAMP ( 
3:     select ts, ip, sum(up) up, sum(down) down, 
4:       sum(total) total 
5:   from qf_dist_sql_inner($inner$
6:     with t as 
7:       (select ts, source_ip, dest_ip, up bytes from 
8:         (select timestamp - (timestamp 
9:           id, sum(bytes) up 
10:             from fact_ip group by ts, id) as f 
11:         join dim_ip d on (f.id=d.id)) 
12:     select ts, ip, sum(up) up, sum(down) down, 
13:       sum(tot) tot 
14:   from ( 
15:     select ts, source_ip ip, bytes up, 0 down, 
16:       bytes tot from t 
17:     union all 
18:     select ts, dest_ip ip, 0 up, bytes down, 
19:       bytes tot from t 
20:   ) foo 
21:   group by ts, ip order by ts, tot desc 
22:   $inner$, TIMESTAMP) 
23:   group by ts, ip) 
24: ) 
25: $outer$, start_timestamp, end_timestamp);
```

downloaded bytes for the destination IP. In addition, the sum of uploaded and downloaded bytes is calculated at the same time and stored in the total bytes field. Now, we aggregate over the result of the union using the group by operator and as a result get data in the following format: <ts, IP, uploaded bytes, downloaded bytes, total bytes>. Since the function qf_dist_sql_inner returns the concatenation of all results from each hash partition, we aggregate by timestamp and IP. Finally, in the last step, we aggregate the output of the qf_dist_sql_outer function by timestamp and IP and write the results into the output table which we call heavy_user_TIMESTAMP. Please note that TIMESTAMP will be automatically replace by the actual timestamp this query was started with. If the query covers more time partitions than the maximum amount of available database connections the query is executed in multiple rounds, each running with the maximum number of connections available or the number of remaining time partitions. A further optimization to this approach is to reuse the connection as soon as
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A single query has finished. The current implementation does not include this feature, which is left to future work.

3.3. TicketDB — Lessons Learned

In this section, we describe some limitations and drawbacks of the TicketDB approach, which ultimately lead to the design and implementation of DBStream.

Usability Considerations

Although the query performance, presented in Section 4.2, of TicketDB is very high, for a typical user it is cumbersome and time consuming to write parallel queries like the one presented in Algorithm 1. Most of the people working in network monitoring and network data analysis have an electrical engineering background and are not familiar with the details of SQL. Therefore, we decided to design a language which is flexible and more easy to use.

Another usability problem of TicketDB is that the output of queries cannot be stored systematically. Often an analysis should run over extended time periods over historical and newly imported data, which is not directly supported by TicketDB. Let's imagine a network problem was detected by running an analysis on data from the last two weeks. The operator now took a counter measure to fix the problem or improved the performance of the monitored network. Obviously, it is very interesting to run the same analysis again and to compare the results to the previously obtained results. In TicketDB this means that the whole query has to be repeated and extended to the new data.

Performance drawbacks

Running a parallel query over a huge dataset also consumes a huge amount of resources. Therefore, in many cases it is beneficial to keep intermediate results to avoid computing the same intermediate steps over and over again. In TicketDB, handling such situations is not supported by the system.

For instance, if one query was executed over the last two weeks, e.g. from 2014-11-03 17:16 to 2014-11-17 17:16, if the results should be updated at the 2014-11-21 at 14:56, one has to manually calculate the start and end of the new query. In the next step, even if the results of the first query were stored in a table, the results of the new query need to be merged, which results in a huge manual query writing overhead in TicketDB.
Another issue was that the imported data are very big, therefore it is not always feasible to keep them over extended time periods. In contrast, many applications do not need all imported data, but only access a small fraction. Therefore, filtering and aggregating data automatically would provide a natural way of data compression without the need to store excessive amounts of data.

**Novel System Requirements**

A novel system, replacing TicketDB should have the following properties:

- Queries should be easy to write.
- Queries should still execute fast.
- The whole system should be easy to configure.
- There should be a structured approach on storing intermediate results.
- Time partition handling should be supported by the system as much as possible.

### 3.4. DBStream Architecture

In this section, we describe the overall architecture of the DBStream system.

In Figure 3.5 a high-level overview of the DBStream architecture is shown. The DBStream system is designed as a set of modules, each executed as a separate operating system process. The most important module is the so called **Scheduler**, it dictates the ordering in which jobs are executed. Data is imported and if necessary cleaned by one or more **Import** modules, signaling the availability of new data to the **Scheduler**. Imported data are stored in time partitioned Continuous Tables (CTs). Jobs registered in the **View Generation** module read data from one or more CTs and write the result into a new CT, which is created automatically if needed. This transformation is achieved by a novel batched data stream processing language called CEL, which is explained in full detail in Section 3.5. The **Retention** module monitors the size of CTs and deletes old data if a certain pre-configured size limit is exceeded. This module is essential for a stable operation of DBStream over extended time periods. Since data are imported continuously, there is a non-negligible risk of filling up all available disk space, which may ultimately lead to a complete stop of the whole system. If configured correctly, the **Retention** module avoids those situations automatically.
The **Scheduler** is the central module of DBStream. All other modules register jobs they want to execute at the scheduler. As soon as the **Scheduler** decides that a certain job can be executed now, it sends a message back to the corresponding module, which now starts the execution of the job immediately. The decision when to execute a job is based on two facts. First, data has to be available for all input time windows, meaning that all **precedence constraints** of a job have to be met. Second, as we will show in detail in Chapter 5, it might not always be efficient to execute a job right away. Therefore, in specific situations, e.g. the maximum number of parallel jobs is exceeded, the **Scheduler** blocks the execution of certain jobs. This is also a counter measure to avoid resource contention and system overload. The point in time until which a job has finished processing is stored in an internal state of a job, which is also persisted on disk in the data dictionary whenever the internal state of the job is advanced. In case the system crashed during the execution of a certain job and is restarted again, the data dictionary is checked until which point in time the job was finished. All intermediate tables which might be created before the crash but did not finish, are deleted. This guarantees the **Atomicity** property of the ACID constraints (please refer to Section 2.2 for details) in DBStream.

As shown in Figure 3.5, all modules mentioned above, are started and monitored by
an application server process called hydra. It reads the DBStream configuration file and starts all listed modules. Each module has a standardized interface to provide log information. The hydra periodically fetches this log information and makes it available in a centralized location. Another crucial function of the hydra is restarting crashed modules. Since modules might depend on external processes potentially running on remote machines, they might crash at unpredictable moments. Therefore, all DBStream modules are designed and implemented such that they can crash at any point in time and leave the whole system in a recoverable state. This provides the guarantees of the Durability property of the ACID constraints to DBStream.

The communication with hydra as well as the communication between modules, like e.g. between the Scheduler and the View Generation, is implemented using remote procedure calls over a HTTP interface. Therefore, it is easily possible to distribute certain modules of DBStream over several machines.

### 3.5. Materialized View Generation

In this section, we detail the materialized view generation module of DBStream, focusing on the novel batched stream processing language CEL.

In DBStream raw data are imported into base tables. Jobs process data batches from those base tables and store the output into materialized views. Each job can have multiple inputs, which can be either be base tables or materialized views. From each input, the job fetches a certain time slice, e.g. 5 minutes, which is available to the SQL query inside the job like a regular table. Those SQL queries are executed in PostgreSQL and their output is stored as regular time partitioned tables. We refer to a time partitioned base table or materialized view in DBStream as a Continuous Table (CT), since both are handled in the same way. Please note, that in contrast to a DSMS, in DBStream all data are stored on disk and can be used in processing jobs over extended time periods, only limited by the available disk space. For example, a job can compare the current hour of data with the same hour of the day one month ago, without keeping a full month of data in memory.

#### 3.5.1. Definitions

In this section, we introduce several concepts which help to better understand the underlying mechanisms of DBStream and its stream processing language CEL.

A window is a time slice of a data stream, e.g. the last 5 minutes from any CT. Since jobs can have more than one input window, one of them needs to be defined as
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the primary window. This primary window is used by the view generation module to advance the processing of this job. For example, if a job J has two windows A and B, where A is the primary window and has a size of 1 minute and B has a size of 3 minutes. Then, J is executed every minute, whereas B always contains the last 3 minutes, starting from the end of A and reaching 3 minutes into the past. This concept is visualized in Figure 3.7.

A job definition has multiple inputs, one single output, a SQL query and a schema, defining the data types of the output CT. In addition, DBStream keeps track of an internal state of the job which is simply the timestamp until which all processing has finished. For every new time slice of the primary window, a task is generated.

A task is a SQL query, automatically generated from the job definition, where all inputs are realized as slices of the input CTs. Each task execution advances the internal state of a job by the size of one primary window. For instance, if the primary window A of a task is 1 minute and the internal state of the job is '2014-11-03 11:55:00', the data used to represent this window in the next task of this job starts from '2014-11-03 11:55:00' and ends before '2014-11-03 11:56:00'. If the other window has a length of 3 minutes, it will start at '2014-11-03 11:53:00' and end as well before '2014-11-03 11:56:00'.

DBStream is a DSW and therefore similar to a stream processing system in many ways. In contrast to typical database applications, where time often is modeled as a column with a specific data type, time is an essential part of the architecture of DBStream. Therefore, the exact definition of time is a crucial, determining how the system works and what kind of problems it can solve. The authors of [47] give an interesting overview of different methodologies for time handling. Two of their definitions are very important in understanding the time handling in DBStream. First, the term system time is defined to be the wall-clock-time at the system processing the data. Second, the application time is used for timestamps which are part of the data processed by the system. Network monitoring systems typically assigning a timestamp to observed events and use their wall-clock-time for this purpose. Since such systems are typically implemented as some sort of stream processing system, and one of the purposes of stream processing systems is to generalize the design of such systems, using the wall-clock-time directly is a reasonable choice. The situation is very different for systems like DBStream. Here, the target is to store and analyze the output of other, typically remote systems which are stream processing systems themself. Data arriving at DBStream already have a timestamp, assigned by a stream processing system in a higher layer of the processing chain. It would not be very helpful to add another wall-clock-time timestamp to the data. But
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<table>
<thead>
<tr>
<th>Term</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>window</td>
<td>A time slice of a stream, defined by stream_name (window N [delay M] [primary]) [as window_name] [, ...]</td>
</tr>
<tr>
<td>primary</td>
<td>Marks the window along which processing is advanced. primary can only be used once per job.</td>
</tr>
<tr>
<td>_STARTTS</td>
<td>Is replace in a query with the start of the primary window.</td>
</tr>
<tr>
<td>_ENDTS</td>
<td>Is replace in a query with the end of the primary window.</td>
</tr>
<tr>
<td>delay</td>
<td>Can be used to shift a window into the past.</td>
</tr>
<tr>
<td>job</td>
<td>Defines how inputs are transformed into the output stream. Its State tracks the application time until which the job has been finished.</td>
</tr>
<tr>
<td>task</td>
<td>Concrete unit of work which is executed to advance the state of a job.</td>
</tr>
<tr>
<td>application time</td>
<td>Time of the application, contained in the processed data.</td>
</tr>
<tr>
<td>system time</td>
<td>Time of the processing system, often referred to as wall-clock time.</td>
</tr>
</tbody>
</table>

Table 3.2.: Definition of the most important terms of CEL.

instead, the time the event was created, already contained in the data, is of importance. Therefore, DBStream always uses the application time contained in the data for time windows.

One open issue with the current implementation of DBStream is data arriving at the system not in a monotonically increasing time order. In DBStream, there is no implicit handling of this type of out-of-order data. The rule is that the timestamp provided to DBStream has to be monotonically increasing. Therefore, either data has to be sorted before the import into DBStream, or a new monotonically increasing timestamp has to be generated and attached to the data. The Truviso system detailed in [83] solves the problem of discontinuous, out-of-order data streams in a promising way. Their proposed approach could be applied to DBStream to solve out-of-order data issue.

3.5.2. Continuous Execution Language (CEL)

In this section we describe the novel batched stream processing language CEL introduced in [18]. Table 3.2 gives an overview of the important terms of CEL. We explain CEL by giving several examples taken from network monitoring applications and explain the time windowing mechanisms in full detail.

We start with a very simple example of CEL. Let us assume we want to generate aggregate statistics from a router in the network under study. This router exports data on a per minute basis in the widely adopted NetFlow [37] format. Each row contains information on a per flow basis, where a flow is identified by the 5-tuple of source and destination IP, source and destination port and IP protocol number. In addition, each
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row contains information about the uploaded and downloaded bytes. Our first CEL query will compute the amount of uploaded and downloaded bytes passing through that router on a per hour basis. Such a job is expressed in the following way:

**Algorithm 2 Single window CEL job**

```
<job inputs="A (window 60min)"
  output="W"
  schema="serial_time int4, total_download int8, total_upload int8" >
  <query>
    select __STARTTS, sum(download),
    sum(upload) from A group by __STARTTS
  </query>
</job>
```

In the above example, the `inputs` XML-attribute defines the input windows and the `output` XML-attribute defines the destination Continuous Table (CT) for the result. Here, only a single input window of 60 minutes of the CT A is defined, therefore a new task represented as a SQL query is executed in the underlying DBMS for each full hour of input data. The result of this SQL query is then stored in the CT with the name W. Please note the special keyword `__STARTTS` which can be used in DBStream CEL jobs and is replaced with the start time of the primary window. In this query, one could use `min(serial_time)` as a replacement of `__STARTTS` with the same result. In W timestamps will have a granularity of one hour.

The schema of the output CT W is specified using the `schema` attribute, where the first field always has to be the application time of the output stream called `serial_time` in DBStream. The `serial_time` in DBStream is stored as the four byte Unix epoch. The text inside the `query` XML-element specifies the template SQL query which will be executed for every full hour of data of A in this example. All SQL queries which are supported by the underlying DBMS, which is PostgreSQL in the current implementation, are supported inside the `query` XML-element.

The query in the above example, calculates the sum over all uploaded and downloaded bytes in one hour. In the `from` part of the query, the name of the CT A is used, which is a place holder and is replaced by a time slice of stream A of one hour for every executed task. Finally, by using the XML-attribute `index` one can define one or more columns of the output CT for which indices will be created. Those indices are created the same way as in TicketDB, meaning that there is no global index on the whole table, but each partition has its own index.
In Figure 3.6 an overview of several possible window definitions is shown. CEL does not have an explicit definition for sliding windows, but instead, for each job one single window is marked to be the primary window by specifying the \texttt{primary} keyword in its definition. As soon as a task was executed successfully, the internal state of the corresponding job is moved into the future by the size of one primary window. When enough data in all input windows of the next task becomes available, the scheduler executes the next task if a the maximum amount of parallel tasks is not yet reached. Later implementations of the scheduler will include more sophisticated scheduling strategies, based on the work presented in Chapter 5. The second important keyword for window definitions in CEL is \texttt{delay}. It can be used to shift a window into the past by a certain amount of time. For example, if the internal state of the job is ”2014-11-21 12:20” a window of 1 minute would start at minute ”12:19” and end at ”12:20”. If this window has a delay of 1 minute, given by the following definition (\texttt{window 1min delay 1 min}), it would start instead at ”12:18” and end at ”12:19”.

The window definitions visualized in Figure 3.6 have the following properties. Part A) shows the most simple window definition similar to the window definition used in
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Algorithm 2. The single input window is also the primary window of the job. Such jobs are typically used for data projections, transformations and aggregations.

The window definition shown in part B) is an example of a sliding window. Since the primary window has a length of one minute, a task is executed every minute. The second window has a size of 3 minutes. In consecutive task executions, the time slices of the second window will overlap. For instance, if the first task has a primary window starting at "12:19" and ending at "12:20", the 3 minute window will start at "12:17" and end at "12:20". Now the next task of this job, has a primary window starting at "12:20" and ending at "12:21", whereas the 3 minutes window starts at "12:18" and ends at "12:21".

An example job implementation is given in Algorithm 3.

The most complex window definition is shown in part C). Here, the primary window is used to fetch data from CT C, whereas the other window is used to make the last minute of the output CT available as an input to the job. Such jobs are very useful whenever state information has to be kept over time. A detailed example of such a job is given in Algorithm 4.

Part D) shows a double window job. Such jobs are typically used to merge information from multiple sources, which provide different parts of the same data, e.g. two monitoring probes, each monitoring a different part of the network. Another typical usage scenario is information enrichment, e.g. one source could contain information about contacted IP addresses and another source contains DNS information, i.e. a mapping of IP addresses to host names. In this situation, a double window job can be used to combine the two information sources and produce a new stream containing contacted host names.

The concept of window definitions of CEL using primary windows is, to the best of our knowledge, a novel feature among stream processing languages. Other stream processing systems use different approaches to define windows and especially sliding windows. For instance, in the well known StreamBase [130] system windows are specified by a size and a slide definition in the following way: [SIZE x ADVANCE y TIME]. Whereas x defines the length of the window and y the amount of time after which new output is generated. The window definitions of StreamBase need the definition of a separate join statement if more than one stream should be used.

Another important improvement of the DBStream system over typical stream processing systems is that data is stored on disk after each task execution. Therefore, the state of all running jobs is always persisted to disk and can be recovered directly after a restart of DBStream. This has three advantages. First, it makes DBStream very robust against hardware failures since no state information is lost in case of a system crash or even a power outage. Second, streams can be replayed starting in the past, only limited
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Figure 3.7.: Rolling average over the last 3 minutes, updated every minute.

Figure 3.8.: Complex data processing flow for an incremental query.

by the amount of disk space available for a certain CT. Third, DBStream can efficiently process jobs accessing information which is long time in the past, e.g. a job can have the current day and the day same week day one month ago as input.

3.5.3. Incremental Data Processing

In this section, we explain a rolling window job and a complex incremental job in full detail, by giving two exhaustive examples.
Example - Rolling Window Average

In the first example, we show how a rolling average calculation can be implemented in CEL.

Algorithm 3 Sliding window CEL job

```plaintext
<job inputs="B (window 1min primary) as B1, B (window 3min) as B3"
      output="X"
      schema="serial_time int4, avg_download float8, avg_upload float8">
  <query>
    select _STARTTS, avg(download), avg(upload) from B3
  </query>
</job>
```

Algorithm 3 shows a job definition computing the average of uploaded and downloaded bytes over a sliding or rolling of three minutes. The job has two input windows, where the primary input window B1, along which processing is advanced, is one minute long. The sliding or rolling window B3, which is used for the average calculation in the SQL query, is three minutes long and uses the same CT as input. Figure 3.7 visualizes which parts of the input B are used over a period of four task executions.

Example - Rolling Active Set

In this example we show how to incrementally compute the set of IP addresses active over the last hour, updated every minute.

Traditional large-scale batch processing systems as well as stream processing systems offer two different approaches to solve the given problem. One approach is that for every minute, the last hour is queried and the active set of IP addresses is computed. This approach is similar to the previous example and can be useful in certain situations, especially if performance is not crucial on e.g. small amounts of data. Since the same minute of data is scanned over and over again, 60 times in the given example, this approach can be very resource intensive if data are large. Another approach is to keep all unique IP addresses encountered in the last hour along with a timestamp in memory, representing an intermediate state. This approach is very efficient regarding the processing time, but the active set has to stay in memory. In case the system is stopped or crashes due to a hardware failure or power outage, the in-memory state has to be rebuilt from past data, which might not be available anymore. In addition, in most Domain Specific Languages (DSLs), unlike in CEL, this type of jobs is not available right away. Typically,
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UDFs have to be used to implement such a behavior.

Algorithm 4 Incremental CEL job

```
<job inputs="C (window 1min primary), Y (window 1min delay 1min)"
       output="Y"
       schema="serial_time int4, last int4, ip inet" >
<query>
  select _STARTTS, max(last), ip
  from ( 
    select _STARTTS as last, ip from C group by 1,2
    union all
    select last, ip from Y where last <= _STARTTS-60 group by 1,2
  ) t group by 1,3
</query>
</job>
```

In the job implementation shown in Algorithm 4 we show how an incremental job is used to calculate the set of IP addresses active over the last hour, updated every minute. This is achieved by using the past output of the job as an input, delayed by one minute. As we will show in Section 4.3, this approach is much more efficient than traditional approaches. In addition, such a query stores all intermediate state on disk and can therefore be restarted at any time by just loading one minute of output data.

The input to this query is C which holds, the IP addresses of active terminals. We now want to transform CT E into a new CT Y which contains for each minute, the distinct set of IP addresses active in the last hour. Therefore, we first add a timestamp called last to Y storing the time of the last activity of an IP address. Next, from the current minute of E, we generate a new tuple for each unique IP and set the last activity to the start of the window using the _STARTTS keyword. From the previous minute of the output stream Y we select all IP addresses, which were active less than 60 minutes ago. Now, we merge both results using the SQL UNION ALL operator and select from the result, for each distinct IP address, the current time, the maximum value of the last activity and the IP itself. This feedback loop allows us to efficiently compute the set of IP addresses active in the last hour every minute, without keeping any explicit state information. The windows used in this computation are shown in Figure 3.8.
In this chapter, we presented two system architectures for the processing of network monitoring data. The first system, called TicketDB had a focus on the parallel execution of long running analytical queries. The second system, DBStream is tailored for data stream processing of large shared workloads. We presented the flexible batched data stream processing language CEL and showed how it can be used in a network monitoring environment. In Chapter 4 we analyze the performance of both systems and compare them to modern NoSQL systems. The TicketDB system was used in the Comet project DARWIN3 [132]. The DARWIN3 project focuses on traffic monitoring and network-level measurements in a mobile networks. The DBStream system was the main analysis system used in the Comet project DARWIN4 [133], where it processed multiple terabytes of data every day. The DARWIN4 is a follow-up project to DARWIN3 with a similar objectives, here the focus is more on operational and real-time analysis of data from operational mobile networks. DBStream was used as well at Politecnico di Torino for processing data of the EU FP7 project mPlane [101]. The mPlane project is about the design of a distributed measurement infrastructure to perform active, passive and hybrid measurements. In the future, DBStream will serve as one of the main repositories for network monitoring data in the mPlane project.

In our opinion, the future of large-scale data processing appliances found in typical big data scenarios lies in distributed cluster processing systems like e.g. Spark [146] or the parallel database system Greenplum [110]. Especially, the newest branch of Spark which was called Shark [145] and now became Spark SQL\(^2\) is very interesting. At the time we were designing DBStream, Spark and Spark SQL were not available yet. Now Spark SQL seems to be usable and a good candidate for replacing PostgreSQL as a data processing engine in DBStream. Another option would be to utilize the parallel database system Greenplum [110] as a data processing back-end. Since Greenplum is based on PostgreSQL, it seems a natural choice for the data processing and storage engine of DBStream.

\(^2\)http://spark.apache.org/sql/
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In this chapter we compare the performance of the TicketDB and DBStream system to well-known large-scale batch processing systems such as Hadoop and Spark. We start with an overview of typical benchmarks for Big Data systems in Section 4.1. We continue with Section 4.2, where we give a detailed performance comparison of the TicketDB system, presented in Section 3.2, to the well-known MapReduce system Hadoop. We finalize this chapter with Section 4.3, where we present a comprehensive comparison of the DBStream system, detailed in Section 3.4, to the well-known large-scale data processing engine Spark [146].

4.1. Related Work

Designing and developing a proper benchmark for Big Data solutions is a cumbersome task. In this section, we present an overview of already existing benchmarks and their applicability to the domain of assessing the performance of DSWs. Benchmarking computer systems has a long tradition and many different benchmarks have been developed over time. The two most renowned organizations providing benchmarks are the Standard Performance Evaluation Corporation (SPEC) [116] and the Transaction Processing Performance Council (TPC) [93], both founded already in 1988. The benchmarks published by SPEC mainly focus on evaluating CPU and hardware performance, whereas software performance is not very important in the benchmark. Their most famous benchmark is the SPEC CPU2006, which is implemented as a combination of the CINT2006 benchmark, measuring integer performance, and the CFP2006 benchmark, measuring floating point performance.

The focus of the TPC benchmarks lies, as already indicated in the name, on transaction processing and therefore the combination of database software and hardware performance. In the early days of database system the main goal was on increasing the transaction throughput, which is important for On-Line Transaction Processing (OLTP)
workloads. This aspect is covered by the widely used TPC-C and E benchmarks, focusing on OLTP performance. Recently, long running analytical queries, typically used in OLAP workloads became more and more important. Therefore, the TPC-H and TPC-DS benchmarks were developed to measure the performance of decision support system used for executing OLAP workloads. Although the TPC-DS benchmark is the most evolved OLAP benchmark offered by the TPC, providing a good fit for evaluating system performance based on large-scale datasets, it is not very well suited for research purposes. Datasets can be produced from 10 GB of data up to 100 TB. But, in total 99 queries have to be executed and multiple rounds of updates have to be processed to be able to calculate the final benchmark score. The whole process of implementing the full benchmark is very time consuming and is not feasible for scientific performance evaluations, where the focus typically lies on improving only a specific part of the system. However, the datasets and some selected queries can be useful when evaluating system performance also for research purposes.

The recent growth of Big Data processing systems also inspired a growth of benchmarks for such systems. Among them are the Hive Benchmark [78], Gridmix [48], HiBench [75] and the Berkeley Big Data Benchmark [22]. All of which evaluate the performance of large-scale batch processing systems. The Linear Road benchmark [11] evaluates the performance of DSMSs, focusing on the processing of real-time data in second or milliseconds granularities. The main evaluation metric is latency, whereas throughput is not as important.

In DSWs latency is important as well, but typically latencies in the order of minutes are still acceptable. To the best of our knowledge no benchmark focuses on the performance of DSW, where data are imported and processed at the same time. Since this aspect is very important for network data processing, we propose two novel benchmarks for the evaluation of DSWs in the follow-up of this chapter.

4.2. Comparing TicketDB with Hadoop

In this section we compare the performance of the TicketDB system presented in Section 3.2 to the well known large-scale batch processing system Hadoop [140]. To evaluate the performance of the two systems, we define a novel benchmark and extract a dataset from publicly available network traces of a trans-pacific Internet link. On this dataset, in addition to the import, we define four processing jobs representing typical monitoring tasks performed in operational mobile and fixed-line networks. Since the details of the TicketDB system have already been presented in Section 3.2 we focus here on the design
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considerations and specific implementation details of the benchmark and dataset. For the details of how the processing jobs were implemented in Hadoop we refer the interested reader to the following paper [15]. We conclude this section by a discussion of the lessons we learned from implementing and running this benchmark in two orthogonal approaches for the analysis of large amounts of data.

This section is based on the publication [15] which was done together with Fabio Ricciato, Pietro Michiardi and Antonio Barbuzzi. The part describing the benchmark implementation on the Hadoop system is the work of Pietro Michiardi and Antonio Barbuzzi and is included in this thesis for completeness reasons, to better understand the outcomes of the benchmark comparison with the TicketDB system. Fabio Ricciato helped with the design of the benchmark jobs from the network monitoring domain and improved the writing of the paper significantly.

4.2.1. Network Data Description

The input to our benchmark jobs are textual CSV files extracted from network traces from the publicly available MAWI archive. Those traces were originally captured from a trans-pacific link between the United States and Japan [35]. In particular, we use traces from sample-point F collected from 2009/03/30 to 2009/04/02. Packet payload is omitted and IP addresses are anonymized in the original trace. From this data we extract CSV files consisting of one record per packet. Each record has a size of approximately 64 Bytes and includes information like the timestamp, source and destination IP addresses, ports, flags, used protocol and packet length. The original trace consists of 432 GB raw data, resulting in several CSV files of roughly 100 GB in total. For a detailed description how this dataset is organized in TicketDB, please refer to Section 3.2.1.

Benchmark Jobs

We now specify four benchmark jobs representative for typical analysis tasks executed by network experts. In each job we compute statistics per hour, day and for the whole trace duration.

- **User Ranking (J1).** For every IP address, we compute the number of uploaded, downloaded and total exchanged (upload + download) bytes.

- **Frequent IP/Port by Heavy Users (J2).** Heavy users are defined as the top 10 IP addresses from job J1 in terms of total exchanged bytes. In this job we compute the top IP address/Port pairs for all heavy users.
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- **Service Ranking (J3).** In this job, we split the set of all IP addresses found in the dataset arbitrarily into two subsets, \( A \) (servers) and \( B \) (clients). For every IP address in \( A \), this job computes the total number of connection requests arriving from IP addresses in \( B \).

- **Unanswered TCP Flows (J4).** For every IP address, this job computes the number of unanswered TCP flows. A TCP flow is considered *answered* if the initial SYN packet is acknowledged by a SYN-ACK within 3 seconds.

4.2.2. Hadoop Benchmark Design

MapReduce, popularized by Google with their work in [44], consists of two parts. A programming model and an execution framework that is deployed on a cluster of machines connected by a Local Area Network (LAN).

In MapReduce, input data are appropriately partitioned and typically stored on a distributed file system such as the Hadoop Distributed File System (HDFS). The execution of a job is split into three phases. The first phase is called the *Map* phase, in which a function specified by the user is applied on each entry in the dataset. The *Map* phase can be highly parallelized, in theory each entry can be "mapped" in a separate thread. The produced intermediate results are then stored locally on the file system of the node running the *Map* function. Before data is written on disk it is sorted and again partitioned appropriately. The second phase is called *Shuffle* and routes the intermediate data produced in the first phase to their corresponding *Reduce* nodes. The *Reduce* phase is the final step in the job execution of MapReduce. Here, the intermediate data received from one or more mappers is sorted and aggregated. The final data is then stored back into the distributed file system, from where it is available for users, other applications or further MapReduce jobs. The implementation of more complicated data analysis jobs typically requires the sequential execution of multiple MapReduce steps.

We now describe the main factors which need to be considered to optimize the performance of a job in terms of its makespan\(^1\). For the data analysis jobs presented later in this chapter, disk and network I/O turned out to be the most resource consuming. Therefore, the task of the job designer is to carefully assign the right amount of memory to mappers and reducers, in order to minimize disk and network I/O. Another optimization approach is to introduce an optional *Combiner* phase which can be used to aggregate intermediate data before it is sent to the reducer nodes. This additional *Combiner*\

---

\(^1\)The makespan is the wall clock time it takes to finish processing the whole job. It does not include any measurements of how many parallel workers are used to finish the job.
phase can help to reduce network I/O drastically. The optimization of jobs requires many manual steps and good knowledge of the underlying cluster infrastructure. The size of intermediate data, the number of available CPU cores, the total amount of available memory as well as the speed of the network connecting the cluster are parameters which need to be considered carefully.

4.2.3. Job Implementation in MapReduce

As most general purpose data processing frameworks also MapReduce offers multiple possible implementations of a single processing task. During the design and implementation of the benchmark, we evaluated multiple different implementations of the jobs of which we only present the best performing implementations in this section.

One commonality among all our jobs is that they aggregate data on different time scales, i.e. per hour, per day and per week. In the most simplest implementation, one can just launch one MapReduce job for each time granularity. But, since this would lead to multiple scans of the same input data unnecessary I/O overhead is the result. As we will show, it is possible, by carefully specifying the *Reduce, Grouping, Sorting* and *Partitioning* phases, to reduce the number of scans on the input data and therefore increase the performance of the processing jobs.

In this section, we introduce a novel design pattern that we call *in-reducer grouping*. This design pattern is somehow similar to *grouping sets* or the *ROLLUP* and *CUBE* operators found in commercial parallel SQL database systems, but applied to MapReduce in our implementation.

In Hadoop, the *Grouping* phase is used to prepare the intermediate data before they are send to the reducers. Therefore, key/value pairs are grouped by the key. Then, the reducers receive sets of *(key, list<value>)* from which the final results are computed. Normally, the *Grouping* phase is implicit in Hadoop and executed automatically by the framework.

The main idea of our approach is to move the definition and execution of the *Grouping* from the framework level to the user-code level and execute multiple grouping stages with only one pass over the data. Figure 4.1 gives a general overview of our *in-reducer grouping* technique. It is shown how a single reduce node is executing the adapted *Reduce* phase. In our approach, the key/value pairs are sorted and processed by the reduce function in sort order. This enables us to process the same input item with multiple reduce functions. In Figure 4.1 we show the use of two reduce functions named *Reduce 1* and *Reduce 2*. Please note, that that *in-reducer grouping* approach benefits the most from hierarchical grouping stages, where all grouping stages share the same grouping
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![Diagram showing reduce call ordering based on sorted keys](image)

Figure 4.1.: An illustration of the in-reducer grouping technique.

key. In this case, higher grouping levels are exact inclusion of lower grouping levels, leading to the highest performance increases of our approach. For instance in our later job executions we aggregate data per hour, per day and per week. In this special case we can directly use the output of one reduce phase as the input to the next, indicated by the dotted lines in Figure 4.1.

Although we are aware that other high-level languages for Hadoop like e.g. Pig Latin [105], Hive QL [134] and JAQL [24] exist, at the time of executing the presented benchmark none of those were offering a performance comparable to a plain MapReduce implementation. An extensive comparison of those data processing language in terms of expressiveness as well as processing performance is given in [127]. Please note, that none of those languages is able to handle in-reducer groupings as presented above out-of-the-box.

4.2.4. Performance Evaluation

In the following, we present a performance evaluation, comparing the two parallel approaches TicketDB and Hadoop MapReduce. This comparison should not be understood as a general comparison of parallel database systems against MapReduce systems such as Hadoop. Instead, we would like to understand the performance differences of certain parts of the system, as well as their impact on overall performance, given a network monitoring setting.
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The Hadoop platform is designed to run on a cluster of machines, which are interconnected via a fast network. In contrast, the TicketDB system, in its current implementation, only supports single node parallel installations. Therefore, the choice of comparable hardware was very tough. Finally, we decided to run DBStream on a single high-performance server machine and Hadoop on a set of 11 cluster nodes which have similar hardware costs as the single server machine. Both deployments had a cost of approximately 15 thousand € at the time the experiments were executed. Please note that those costs only include the hardware purchase, whereas other costs like energy, cooling or maintenance overhead are not included in the given costs. In addition, scaling the performance of each system does result in different cost scalings. Whereas MapReduce systems are supposed to scale linearly in terms of performance (although we will show this is not always the case in Section 4.3) and money, scaling up a single high performance server machine can be very expensive. The authors of [99] compare the scale-out and scale-up paradigms in terms of performance and costs. They conclude that for highly parallel workloads, like e.g. web search, scale-out outperforms scale-up in terms of hardware costs, but they also note that management and maintenance costs increase linearly with the number of nodes in the cluster.

The TicketDB system was installed on a single high-performance server machine, hosting two hexa-core Intel XEON X5670 CPUs at 2.93 GHz with 48 GB of RAM installed. As a storage subsystem two fiber channel attached storages with twelve 750 GB disks each, running RAID6 were used. The Hadoop system was installed on 11 Amazon EC2 nodes running Hadoop 0.21. All EC2 nodes were interconnected via a 10 GBit Ethernet and had 7.5 GB of available RAM, two virtual CPU cores and 850 GB of disk space.

![Figure 4.2.: Summary of job durations in both parallel systems.](image-url)
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In Figure 4.2 the processing times of the import and each individual job are shown. During the run of the experiments, we also measured the maximum aggregated I/O throughput of both systems. The Hadoop cluster achieved a maximum I/O read of approx. 200 MB/s. In contrast, the TicketDB system was able to achieve up to approx. 650 MB/s. This difference partially explains the different job executions timings. Please also note, that given the setup of the Amazon EC2 cluster it is possible that multiple virtual machines are launched on the same physical machine during the run of the benchmark. This could lead to performance degradation. The authors of [76] report a high variability in the processing time of consecutive executions of the same task in the Amazon EC2 cloud. In order to avoid such issues we were executing the same job 10 times and report only the average score in Figure 4.2.

For an overview of the TicketDB system, including an description of how jobs were implemented please refer to Section 3.2. In the TicketDB system, input data is only scanned completely once during the import. Especially the split into dimension and fact data takes a considerable amount of time, thus decreasing the import performance as compared to Hadoop, where importing data is just a copy to the HDFS. After this initial scan, data are stored in the PostgreSQL format in fact and dimension tables. The execution of J2 can benefit hugely from this split, since only the smaller dimension table has to be accessed. However, the other jobs need still to access and join dimension and fact data, but are still much faster then their counterparts in Hadoop.

Although, the import takes longer time in the TicketDB system, all executed jobs are up to a factor of 6 times faster than in the optimized version of Hadoop used for the experiments.

4.2.5. Lessons learned

In this section we compared two different approaches to large-scale network data analysis in terms of performance. We compared the TicketDB system presented in detail in Section 3.2 to an alternative system based on Hadoop MapReduce. Our experiences can be summarized as follows.

In the TicketDB case, we designed a system from scratch: thus, a major development effort has been put in building key components such as data management and partitioning. Although the SQL statements implementing the sample analysis jobs considered in this section are not at all trivial, they are much more concise than their MapReduce counterparts.

In the Hadoop case, major effort was put into the design and implementation of the MapReduce jobs. This also involved ”hacking” the underlying framework for more
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computationally efficient job execution. For complex operations, the same job could be implemented in several ways: our results show that the naive approach of concatenating simple jobs was far from being efficient. Instead, a common design pattern, we called in-reducer grouping, produced the best performing implementations for the given jobs. This involved using MapReduce as system to partition and route data to complex Reduce functions. Moreover, a substantial amount of work has been devoted to the optimization of Hadoop, by appropriately tuning its several parameters to minimize I/O operations, which are the main cause for the decreased performance of the jobs.

In conclusion, this performance comparison has shed light on why large-scale network analytic applications require a deep understand of both system and algorithmic aspects of data processing. We showed that although MapReduce has the potential of decoupling system design from the actual data analysis tasks, in reality the boundary between these tasks is often very small, especially in case of optimizations. We also showed that, despite the lack of open-source implementations of parallel databases, the design of the key component of a shared-nothing architecture is not a daunting task. However, the expressiveness of standard query languages such as SQL can not be immediately exploited, since schema design and query optimization is tightly coupled with data partitioning.
4. Experimental Data Stream Warehouse Performance Analysis

4.3. Comparing DBStream with Spark

In this Section, we compare the performance of the DBStream system presented in Section 3.4 to the state-of-the-art Big Data framework Spark.

Please note that this Section is largely based on the publication [18]. The design and implementation of the benchmark was done by the author of this thesis. Whereas an optimization and the execution of the benchmark on the Spark cluster were done by people from Politecnico di Turino.

4.3.1. Spark Introduction

Spark is an open-source MapReduce solution proposed by the UC Berkley AMPLab. It exploits Resilient Distributed Datasets (RDDs), i.e., a distributed data abstraction which allows in-memory operations on large clusters in a fault-tolerant manner [146]. This approach has been demonstrated to be particularly efficient [22] enabling both iterative and interactive applications in Scala, Java and Python. Moreover, an application does not strictly require the presence of a Hadoop cluster to take advantage of Spark. In fact, the system offers a resource manager and supports different data access mechanisms. However, it is most commonly used in combination with Hadoop and the Hadoop Distributed File System (HDFS).

In this context, it is also important to mention Spark Streaming [147], a recent evolution of Spark, enabling real-time analysis through the processing of small time batches. Of particular interest are the system primitives for defining sliding windows and develop continuous queries similarly to what was discussed in Section 3.5.2. Unfortunately, the time batches used in Spark are defined by the system time and not by the application time embedded in the data. Therefore, Spark Streaming targets mainly real-time analysis scenarios but offers limited support for processing already collected data. On the one hand, the purpose of NTMA is to perform analysis in real-time, on the other hand it is common that monitoring solutions generate high precision timestamps already during the generation of the data. Therefore, the post-processing of already collected data for NTMA applications targeted in this thesis is not possible with Spark Streaming. Recent discussions on the mailing list of Spark Streaming suggest some possible workarounds\(^2\). Although, very interesting, we leave the evaluation of Spark Streaming in the context of network monitoring applications as future work.

\(^2\)http://apache-spark-user-list.1001560.n3.nabble.com/window-analysis-with-Spark-and-Spark-streaming-td8806.html#a9185
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4.3.2. System Setup and Datasets

We installed Spark on a set of eleven machines of the following identical hardware: a 6 core XEON E5 2640, 32 GB of RAM and a 5 disks of 3 TB each. One of those eleven machines has been dedicated to DBStream, recombining 4 of the available disks in a RAID10. We use PostgreSQL in version 9.2.4 as the underlying DBMS. The remaining 10 machines compose a Hadoop cluster. The cluster runs Cloudera Distribution Including Apache Hadoop (CDH) 4.6 with the MapReduce v1 Job Tracker enabled. On the cluster we also installed Spark v1.0.0 but we were only able to use the standalone resource manager\(^3\).

All machines are located within the same rack connected through a 1Gb/s switch. The rack also contains a 40 TB Network-Attached Storage (NAS) used to collect historical data. In particular, in this work we use four, 5 day-long datasets, each collected at a different vantage point in a real ISP network from the 3. to the 7. of February 2014. Each vantage point is instrumented with Tstat \([57]\) to produce per-flow text log files from monitoring the traffic of more than 20,000 ADLS households. For each TCP connection, Tstat reports more than 100 network statistics and generates a new log file each hour. Overall, each of the four dataset corresponds to approx. 160 GB of raw data, about 5 times the memory available on a single cluster node. In total, the four datasets sum up to approx. 650 GB, which is about twice as large as the total amount of memory available in the whole cluster.

4.3.3. Job Definition

Based on our experience in the design of network monitoring applications and benchmarks for large-scale data processing systems, we define a set of 7 jobs that are representative of the daily operations we perform on our production Hadoop cluster. We chose those jobs also based on the experience we gathered in designing and executing

\(^3\)Apparently the implementation of Yarn provided in CDH 4.6 has some incompatibilities with Spark. These seem to be solved in CDH 5 providing Yarn by default and a package for Spark v1.0.0. Unfortunately, testing such configuration requires an upgrade of the operating system of each cluster node, i.e., a sensible modification for our production environment.
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the benchmark for TicketDB and Hadoop discussed in Section 4.2.1.

**Import** imports the data into the system from the NAS, where raw data is stored in files of one hour each.

**J1** for every 10 minutes i) map each destination IP address to its organization name through the Maxmind Orgname\(^4\) database and ii) for each found organization, compute aggregated traffic statistics, i.e. min/max/avg Round Trip Time, number of distinct server IP addresses, total number of uploaded/downloaded bytes.

**J2** for every hour, i) compute the organization name-IP mapping as in J1, ii) collect all data having organization names related to the Akamai CDN, and iii) compute some statistics, i.e. min/max/average Round-Trip Time (RTT), aggregated for the whole Akamai service.

**J3** for every hour, i) compute the organization name-IP mapping as in J1, and ii) select the top 10 organization names having the highest number of distinct IP addresses connecting to them.

**J4** for every hour, i) transform the destination IP address into a /24 subnet, and ii) select the top 10 /24 subnets having the highest number of flows.

**J5** for every minute, for each source IP address, compute the total number of uploaded/downloaded bytes and the number of flows.

**J6** for every minute, i) find the set of distinct destination IP addresses, and ii) use it to update the set of IP addresses that were active over the past 60 minutes.

**J7** for every minute, i) compute the total uploaded/downloaded bytes for each source IP address, and ii) compute the average over the past 60 minutes.

Overall, these jobs define network statistics related to CDNs and other organizations (J1 to J4), statistics related to the monitored households (J5) and two incremental queries (J6 and J7) computing aggregated statistics over rolling sets of IP addresses.

### 4.3.4. Benchmark Implementation

Each analysis engine has different peculiarities, properties and tuning options. In addition, different implementations are possible for the specified benchmark jobs. In this

---

\(^4\)The Maxmind Orgname database provides a mapping between IPs and Organization names see [www.maxmind.com](http://www.maxmind.com).
section, we provide an implementation which we consider reasonable and discuss possible modifications that could affect overall performance.

**DBStream Benchmark Implementation**

All queries are implemented in the Continuous Execution Language (CEL) of DBStream, described in Section 3.5. The fact that the output of a job is stored on disk and can be used as input to another job is exploited to achieve increased processing performance. Figure 4.3 shows the resulting job dependencies, where the nodes represent the jobs and an arrow from e.g. job J1 to J2 means that the output of J1 is used as input to J2. The number next to each arrow indicates the size of the input window in minutes. For example, in order to compute the results of J6 we first gather the set of active IP addresses per minute in J6 prepare. Then, J6 uses J6 prepare and its own past output as input for the computation of the next output time window. This is indicated by the reflexive arrow starting from and going back into J6.

![Job inter-dependencies for the DBStream job implementation.](image)

The main bottleneck of the DBStream system in this setup is the disk sub-system. Therefore, we were trying to minimize the amount disk I/O by intelligent scheduling. Typically tasks are scheduled in FIFO order in DBStream. Since we set the number of parallel tasks to 64, FIFO effectively results in all tasks being executed as soon as the input data is ready. The effect of the FIFO scheduling is shown in Figure 4.4 (top),
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where each point in the plot corresponds to the execution of one window. The x-axis of this figure corresponds to the time after the start of the experiment at which a certain task finished execution. The y-axis corresponds to the time when the data item was created by the vantage point, normalized to the start of the whole dataset. Since some jobs process faster than others, in the FIFO case, the time distance between those jobs increases over the run of the experiment. The first step is the data import, which not only puts data onto the disk, but also into the disk cache of the Operating System (OS). As soon as the difference in progress of different jobs needing the same input gets too big, the data of the input drops out of the cache and has to be read from disk again. This increases the I/O overhead and, at the same time, decreases the overall system performance of DBStream.

Let us explain the underlying processes in more detail. For example, let’s imagine the import has a fixed size of 8 GB per hour of data and takes 1 minute to finish processing. Let’s assume as well, that there are only two jobs A and B defined on top of the import and A needs 1 minute to process and B 2 minutes. Now we start the experiment and the first job which can execute is the import which needs one minute to finish. Then, both jobs A and B start to process hour 1 and the import starts processing hour 2. All those three tasks are executed in parallel in DBStream. After another minute has past, the import has finished hour 2 and starts processing hour 3. Job A has finished hour 1 and now starts processing hour 2. Since the import and job A have the same processing time, their progress will only get, in the worst case, one hour apart form each other. One hour of data corresponds to 8 GB and lets assume that there are 16 GB of RAM available for disk cache. After the import has finished processing one hour, this hour automatically is available in the cache from where it can be used by job A. Since the import and job A never get more then one hour apart from each other, no data has to be read from disk twice. In contrast, for job B, the situation is very different. Since the processing time of job B is 2 minutes and therefore twice as long as the import, for every imported hour, the time difference between job B and the import increases by one hour. Therefore as soon as this difference gets longer than 2 hours, imported data does not fit in the disk cache anymore and has to be fetched from disk again when it is needed by job B. This results in an increased I/O overhead since data need to be read from disk multiple times, thus decreasing the performance of the whole system. In the following Chapter 5, we discuss how to schedule processing jobs in order to reduce the maximum amount of needed cache. Although the approach presented there is already able to improve the performance for the single threaded case it is not yet ready to be applied in DBStream.
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Figure 4.4.: DBStream task execution over time for FIFO and Shared scheduling.

Figure 4.4 (bottom) shows execution of the same set of jobs using a "shared" scheduling strategy. In the "shared" case, a new hour is only imported if the difference in time between the imported hour $t_i$ and the hour $t_j$ for which all jobs have finished processing is smaller than $x$.

$$t_i - t_j < x$$  

(4.1)

In this case, data stays in the OS cache and fewer IO operations are needed to complete the experiment. By setting $x = 1$, we are able to reduce the execution time of 4 Vantage Points (VPs) by a factor of 45% from 808 minutes to 446 minutes.

Spark Benchmark Implementation

Each job is implemented as a separate Spark application using Scala. The program receives a list of files located on HDFS as input and processes them sequentially. The jobs J1 to J5 have a straightforward implementation, since they do not have strong data dependencies and data are already split per hour. However, the two incremental queries are more complex to implement. In fact, we were forced to implement the logic to store and update the time windows from scratch. For this purpose, we consider a very simple
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Figure 4.5.: Performance numbers for different setups using Spark.

approach composed of two nested loops. We first loop over the list of files creating an RDD collecting per-minute time windows. Then, we loop over each new time window, re-aggregating it with an array of data storing the previous 60 minute time windows. After applying several optimizations, like e.g. changing the internal storage of IP addresses, we were able to reduce the processing time for J6 from 366 to 318 minutes for the one VP case. Typical optimizations used for such a problem like skip lists or complex tree structures are hard to parallelize and would not be a fair comparison to a declarative language like CEL.

Figure 4.5 shows the results we were able to achieve running Spark on our cluster of 10 nodes. For the jobs J1 to J5, Spark offers great performance and the whole cluster is perfectly able to parallelize processing, resulting in very high performance. However, the jobs J6 and J7 are not processed very fast. Especially J6 can not be parallelized very well, which is mainly influenced by two factors:

1. Since data have to be synchronized and merged in one single location after each minute job parallelization suffers.

2. Distinct sets have to be computed for every minute in the data. In typical MapReduce applications the number of data items is brought down significantly by each reduce stage. In contrast, in the given application the number of data items is not reduced much since the set of used IP addresses stays rather stable over consecutive minutes. Therefore, huge amounts of data have to be moved between nodes in the reduce phase. We think the network interconnection between the nodes gets overloaded causing the bottle neck of J6.
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Also for J7 the computation has to be synchronized for every minute. Although also this job does not parallelize very well, the effect is not as strong as for J6. In this case, the amount of data which needs to be exchanged between nodes is much smaller, since the output for every minute is only one single number.

4.3.5. System comparison

In our first experiment, we show the efficiency of incrementally computing the set of active IP addresses as compared to re-computing the result from scratch for each individual minute. The results of this comparison are visualized in Figure 4.6. We use the DBStream job presented in Section 3.5.3, calculating the set of IPs active over a moving window (of e.g. 60 minutes) and compare its performance to a regular PostgreSQL implementation of the same job. We fix the primary window to be one minute long and vary the size of the secondary, sliding window, evaluating three variants: finding all the active IP addresses within the past 10 minutes, 30 minutes and 60 minutes. Intuitively, as the length of the sliding window referenced by the query increases, we expect the performance advantage of incremental processing to increase. For example, in case of a 60 minute window, computing a new partition of the view from scratch requires accessing 60 separate partitions of the base table. In contrast, incremental processing requires accessing only two partitions: the previous result and the new window of base data. The results of this experiment, shown in Figure 4.6, confirm the hypothesis. The provided numbers correspond to the execution time on one day of data. For a 10 minute time window, the incremental approach shows only a very slight advantage over the regular
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Figure 4.7.: Comparison of DBStream and Spark.

PostgreSQL approach. However, for 30 minute time windows, the incremental approach is noticeably faster, and for the 60 minute time window, the incremental approach is over three times faster than the regular approach.

Finally, in Figure 4.7 we compare the performance of Spark and DBStream in terms of makespan. In DBStream, the total execution time is measured from the start of the import of the first hour of data until all jobs finished processing the last hour of data. For Spark all jobs were started at the same time in parallel. We report the total execution time of the job finishing last, which was J6 in this experiment. Since for Spark, the import is done before the jobs start processing the data, we also report the job processing time plus the time it takes to import the data separately.

For DBStream, the execution time increases nearly linearly with the number of VP and therefore the amount of data to process. In contrast, for Spark the main factor is the execution time of J6. The total execution time does not increase much with more VPs, since multiple instances of J6 run in parallel. Therefore, Spark is able to utilize its parallel nature better the more jobs are running, whereas DBStream shows better performance for incremental jobs. For the one VP case, Spark, running on a 10 node cluster, takes 2.6 times longer than DBStream, running on a single node of the same hardware, to finish importing and processing the data.
4.4. Summary

In this chapter, we analyzed the performance of the two data stream warehouse systems we proposed in this thesis. The TicketDB system showed a very good performance as compared to the widely adopted Hadoop system. DBStream was compared to the novel high performance large-scale data processing engine Spark and was able to be on par with a cluster of 10 nodes for certain selected queries.

In the future, we plan to extend DBStream and further increase its performance. Especially, we want to design and implement an extended version of the scheduling presented in Section 5 and apply it to the DBStream system. In addition, we also plan to design an open source benchmark for DSW systems, using either a synthetic data generator or publicly available data. This novel benchmark would be a good contribution to the research community since there is a clear lack of benchmarks focusing on fast Big Data applications.
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Shared workload optimization is feasible if the set of tasks to be executed is known in advance, as is the case in updating a set of materialized views or executing an Extraction Transformation and Load (ETL) workflow. In this chapter, we consider data-intensive workloads with precedence constraints arising from data dependencies. While there has been previous work on identifying common subexpressions and task re-ordering to enable shared scans, in this chapter we solve the problem of scheduling shared data-intensive workloads in a cache-oblivious way. Our solution relies on a novel formulation of precedence constrained scheduling with the additional constraint that once a data item is in the cache, all tasks that require this item should be executed as soon as possible thereafter. We give an optimal algorithm using A* search over the space of possible schedules. In addition, we propose efficient and effective heuristics that obtain nearly-optimal schedules in much less time. We present experimental results on real-world data warehouse workloads and the TPC-DS benchmark to validate our claims.

Several data management scenarios exist in which the workload consists of a set of tasks known in advance. For example, ETL processing involves executing a predefined workload of operations that pre-process data before inserting them into the database. Another example is data stream processing and publish-subscribe systems, in which a predefined set of queries is continuously executed on incoming data. Also, in data warehouses, materialized view maintenance is often done periodically, in which all views are updated together.

Previous work has recognized optimization opportunities in these scenarios, referred to as shared workloads, including scan sharing, shared query plans and evaluating common sub-expressions only once [111]. In this chapter, we address the following problem: given a shared workload, even after identifying common sub-expressions and shared scan opportunities, it is still not clear what is an optimal ordering of tasks that minimizes cache misses? Furthermore, since we may not know the exact amount of cache that is available to the data management system at a given time, we want to generate the task
ordering in a \textit{cache-oblivious way}, i.e., in a way that exploits caching without knowing the cache size.

Throughout this chapter, we will use the term “cached results” in a general sense. Depending on the application, this could refer to the disk-RAM hierarchy or the RAM-cache hierarchy.

This chapter is based on the publication \cite{19}, which will be presented in April 2015 at 31st IEEE International Conference on Data Engineering (ICDE) 2015. The paper is a joint work done together with Lukasz Golab, Stefan Ruehrup, Mirko Schiavone and Pedro Casas. Lukasz Golab helped with the introduction and forming and advancing the main idea of this work. Stefan Ruehrup helped with the theoretical parts of the paper and the development of the WTMB cost function. Mirko Schiavone is responsible for running most of the experiments on the database machine. Last but not least, Pedro Casas provided general guidance and helped with the introduction as well as the motivation of this work.

\section{5. Related Work}

The work presented in this chapter is related to three research areas: cache-oblivious algorithms, shared workload optimization and scheduling.

\textbf{Cache-oblivious algorithms} have been studied for over a decade, beginning with Frigo et al. \cite{59}. The idea is to make nearly optimal use of the cache without knowing its size. A common approach has been to divide-and-conquer a given problem so that at some level the resulting sub-problems are small enough to fit in the cache, regardless of the size of the cache. There has been some very recent work on cache-oblivious scheduling \cite{5}, but only for the special case of a chain of streaming operators, which is not directly applicable to our problem of scheduling a DAG of update tasks.

In \textbf{shared workload optimization}, there has been work on efficiently refreshing a data warehouse consisting of a collection of materialized views. One set of optimizations focuses on sharing work among similar views; examples include finding common sub-expressions among similar views \cite{90, 100} and choosing an optimal view graph when there are many possible source views to choose from \cite{58}. There is also similar work in shared data processing systems, e.g., computing a global query plan \cite{12, 64}, sharing work across MapReduce jobs \cite{103} and enabling shared table scans \cite{65, 94, 148}. In this chapter, we address a complementary issue: once a shared query plan is found, we order the execution of the tasks to maximize the chances of reusing cached results.

The other set of optimizations addresses ordering of view updates and, to the best of
our knowledge, there is no prior work on cache-oblivious ordering. Labio et al. considered select-project-join views and ordered the updates according to whichever view has the smallest delta [84]. Golab et al. proposed a scheduling algorithm for view refresh in an online data warehouse, which orders jobs by their improvement in freshness divided by their processing time [68]. Their algorithm is for an online setting, where new data arrive asynchronously and the full workload is not known upfront, therefore work sharing may not be feasible.

Similarly, there has been work on query re-ordering to maximize sharing opportunities. Agrawal et al. addressed the problem of scheduling file scans given an expected frequency of queries accessing each file [6]. Ahmad et al. [7] studied query re-ordering to take advantage of positive interactions among queries. Wolf et al. [142] considers reordering MapReduce jobs to enable shared scans. In our solution, we also reorder tasks to take advantage of sharing, but in a cache-oblivious way. Gupta et al. studied the problem of choosing which common sub-expressions to materialize in order to speed up the evaluation of a sequence of queries, given a fixed-sized cache to store the subexpressions [71]. In contrast, our solution does not require the knowledge of the cache size.

Finally, from a scheduling point of view, as we mentioned earlier, previous work on precedence constrained scheduling [33], directed optimal linear arrangement and directed bandwidth [41] cannot model our objective of minimizing the distance between related tasks that require the same data item. Scheduling with sequence-dependent setup times [9] is also related to our approach. In this problem, the execution time of each task includes some setup time that depends on all the tasks that have been executed up to now, plus the actual task processing time. However, this work mostly considers production scheduling where physical objects are involved, leading to different assumptions and objectives.

5.2. Motivating Example

While the solution presented in this chapter is applicable to any data-intensive shared workload (i.e., where data I/O is the bottleneck, not CPU), our motivation for studying cache-oblivious task ordering comes from Data Stream Warehouses (DSWs) such as DataDepot [66] and the DBStream system presented in Section 3.4. DSWs are a combination of traditional data warehouse systems and stream engines. They support very large fact tables, materialized view hierarchies and complex analytics; however, in contrast to traditional data warehouses that are usually updated once a day or once a
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week, DSWs are refreshed more often (e.g., every 5 minutes) to enable near real-time processing and queries over historical data. Example applications include network, data center or infrastructure monitoring, data analysis for intelligent transportation systems and smart grid monitoring.

Since the “claim to fame” of DSW systems is their ability to ingest new data and refresh materialized views frequently, view maintenance must be performed efficiently. The system must finish propagating one batch of new data throughout the view hierarchy before the next batch arrives. Otherwise, at best a backlog of buffered data will build up, at worst data will be lost and is not available for future analysis.

For example, consider the simple view hierarchy shown in Figure 5.1, with 0 and 1 being base tables and the other nodes corresponding to materialized views. Note that some views (e.g., 2 and 4) are computed directly over base tables while others are computed over other views (e.g., 5). This is an example of a predefined workload that a DSW might repeatedly execute when a batch of new data for tables 0 and 1 arrives.

The view hierarchy forms a precedence graph. When a batch of new data arrives for table 1, we first insert it into table 1 and then we can use it to update views 2 and 4. Since view 5 needs view 2 as an input, it can only start processing after view 2 was updated. Thus, a legal ordering of view updates must satisfy the given precedence constraints i.e., we cannot update view 5 if we have not yet updated view 2.

However, different legal orderings may lead to different cache performance. For example, right after updating table 1 with new data, that new batch of data is likely to be in the cache. Therefore, we should then update the views 2 and 4 while the new batch of data is still in the cache. On the other hand, if we update table 0 in between views 2 and 4, then the new batch of data from table 1 is more likely to be evicted and will have to be reloaded before updating view 4. Put another way, we would need a larger cache to avoid cache misses.

5.3. Challenges and Contributions

Even in the simple example shown in Figure 5.1, it is not obvious which ordering minimizes cache misses. It makes sense to update views 2 and 4 immediately after updating table 1, but should we update view 2 before 4 or vice versa? As the number of tasks in the workload and their data dependencies increase, so does the complexity of choosing an efficient ordering. Furthermore, in practice we usually do not know exactly how much cache is available for a given task at a given time. For instance, in a DSW, view updates compete for resources with ad-hoc queries.
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![Figure 5.1: A precedence graph corresponding to two base tables (0, 1) and four materialized views (2, 3, 4, 5).](image)

The intuition behind our solution is simple: tasks that require a certain data item should be scheduled as soon as possible after this item is placed in the cache. Otherwise, other tasks that require other data items will be scheduled, increasing the likelihood that the original data item will be evicted from the cache. In other words, we need to minimize the amount of time a data item (e.g., a new batch of data loaded into a materialized view) spends in the cache until all the subsequent tasks that need it have been executed.

For example, Figure 5.2 illustrates two possible legal orderings of the five tasks from Figure 5.1, obtained by linearizing the view precedence graph. For each node that includes at least one outgoing edge (e.g., each task that produces data required by other task(s)), we can compute how long these data must remain in the cache. At the top of the figure, the “distance” between table 0 and view 3, which requires data from table 0, is four, i.e., three other tasks will run in between. For view 2, the maximum distance is three, since both view 3 and view 5 need data from view 2 and a total of three view updates will run from the time view 2 data are inserted into the cache until the updates of view 3 and view 5 are completed. On the other hand, the ordering shown at the bottom of the figure has a distance of only one between table 0 and view 3—they are executed one after the other and data from table 0 is more likely to still be in the cache at the time of execution of view 3. The idea behind our approach is to minimize the distance between related tasks and therefore decrease the possibility of cache misses, without having to know the cache size (our notion of distance will be formalized in Section 5.4).

The specific contributions of the work presented in this chapter are as follows.

1. We formalize our objective of minimizing the distances between related tasks as minimizing the WTMB cost of the resulting schedule, which extends two related
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Figure 5.2.: A simple and an optimized ordering of the tasks from Figure 5.1.

classical problems: directed bandwidth and directed optimal linear arrangement [41, 62] (details in Section 5.4).

2. We transform the problem into a shortest path problem and give an algorithm for finding an optimal ordering that uses A* search to efficiently examine the space of all possible orderings.

3. Since the optimal A*-based algorithm is infeasible in practice for all except for the simplest workloads, we propose two heuristics that search a small subspace of possible orderings and return good orderings in much less time.

4. We experimentally show that the proposed heuristics obtain nearly-optimal answers on small problem instances, where it is feasible to compute an optimal solution. Further more, we show the effectiveness and efficiency advantages of the heuristic against a baseline algorithm using real DSW workloads and the TPC-DS decision support benchmark.

5.4. Problem Statement

The general problem we investigate in this paper is the scheduling of tasks with precedence constraints corresponding to data dependencies. Precedence constraints impose a partial order on the tasks. This partial order is given as input in the form of a DAG $G = (V,E)$, where each node $v \in V$ represent a task and each directed edge $e = (u,v) \in E$ is a precedence constraint, which requires that task $u$ has to be scheduled before task $v$. Optionally, the input may include the size of the output of each
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task, which will be discussed later in this section. In addition to satisfying the given precedence constraints, we will impose optimization goals on the generated ordering to minimize cache misses.

$G$ may consist of a number of connected components, e.g., a view hierarchy that uses some set of base tables and another view hierarchy that is sourced from a different set of base tables. Since inter-dependencies and therefore cache optimization opportunities only exist in each connected component, we can deal with each connected component separately and thus we assume from now on that $G$ is connected.

We assume the tasks are data-intensive. That is, the bottleneck is loading the data into the cache rather than the subsequent processing; otherwise, even having an unlimited cache would not help much. In addition, we assume a cache-oblivious setting, in which we do not know the size or granularity of the cache. Further more, we assume that the tasks belonging to a given connected component are to be scheduled serially on a single machine, although separate connected components may be scheduled in parallel. We defer a full treatment of multi-threaded scheduling in our context, as well as handling task priorities, to future work.

Let $\sigma : V \rightarrow \{0, 1, ..., |V|\}$ be a schedule function that orders the tasks (i.e., the nodes in the precedence graph) in a given workload. The precedence constrained scheduling problem as formulated in [62] asks whether a schedule can meet a deadline. On a single-processor system, the problem of scheduling tasks with precedence constrains, without taking caching into account, is solvable in polynomial time [62]. However, real systems benefit from caching: the result of a preceding task $u$ can be retrieved from the cache for task $v$, if the cache has enough capacity to keep the results of $u$ despite other tasks that are scheduled between $u$ and $v$. Therefore, minimizing the distance between $u$ and $v$ in the schedule $\sigma$, which is expressed by $|\sigma(u) - \sigma(v)|$, increases the likelihood of a cache hit.

There are two classical problems that express related objectives: (1) Directed Bandwidth (DBW), which aims to construct a schedule with a bound on the maximum distance of an edge in the precedence graph and (2) Directed optimal Linear Arrangement (DLA), which aims to construct a schedule with a bound on the sum of the distances for all edges:

**Directed Bandwidth (DBW)** (GT41 in [62], GT43 in [41]): Given a graph $G = (V, E)$ and a positive integer $K$, is there a schedule function $\sigma : V \rightarrow \{1, ..., |V|\}$ such that $
abla (u, v) \in E : \sigma(u) < \sigma(v)$ and

$$\max |\sigma(v) - \sigma(u)| \leq K \ ? \quad (5.1)$$
5. Cache-Oblivious Scheduling of Shared Workloads

Directed optimal Linear Arrangement (DLA) (GT42 in 62, cf. GT44 in 41): Given a graph \( G = (V, E) \) and a positive integer \( K \), is there a schedule function \( \sigma : V \rightarrow \{1, ..., |V|\} \) such that \( \forall (u, v) \in E : \sigma(u) < \sigma(v) \) and

\[
\sum_{(u,v) \in E} |\sigma(v) - \sigma(u)| \leq K ? \tag{5.2}
\]

Both of the above problems are NP-complete [63, 109]. Note that the problems are defined as decision problems, for which the corresponding optimization problems can be shown to be equally complex.

In our context, solving the DBW problem only optimizes for the single longest edge in the entire workload and does not take any other data dependencies into account. The DLA approach is not suitable in the context of caching as it was originally intended for scheduling of manufacturing workloads, in which a task produces multiple items, one for each subsequent tasks it is connected to. For example, recall Figure 5.2 and note the edges from task 2 to tasks 3 and 5. DLA counts both of these edges, effectively assuming that two copies of the output of task 2 need to be stored. However, we are only interested in the longest edge from a task to any subsequent task that depends on it, as that determines how long the data generated by the initial task need to stay in the cache.

Based on the above observations, we formulate a new problem, TMB, that reflects our objective, which is a combination of DBW and DLA:

Total Maximum Bandwidth (TMB): Given a graph \( G = (V, E) \) and a positive integer \( K \), is there a schedule function \( \sigma : V \rightarrow \{1, ..., |V|\} \) such that \( \forall (u, v) \in E : \sigma(u) < \sigma(v) \) and

\[
\sum_{u \in V} \max_{v \in \{v \mid (u, v) \in E\}} |\sigma(v) - \sigma(u)| \leq K ? \tag{5.3}
\]

If the input also includes the size of the output of each task \( u \), call it \( \omega_u \), then we can extend TMB to the Weighted Total Maximum Bandwidth (WTMB) by optimizing for the weighted distance of the longest edge from any task to a dependent task. For WTMB, the optimization problem becomes:

\[
\sum_{u \in V} \omega_u \max_{v \in \{v \mid (u, v) \in E\}} |\sigma(v) - \sigma(u)| \leq K ? \tag{5.4}
\]
5.4. Problem Statement

Figure 5.3.: An example comparing DBW with TMB.

Examples

We close this section with two examples, one comparing the TMB and DBW cost functions and the other comparing TMB with WTMB.

Figure 5.3 shows a precedence graph for five tasks (top), followed by two possible schedules (bottom). At the bottom of each schedule, we show the minimal cache contents at every step to avoid cache misses (labeled min. cache). The first schedule has an optimal DBW cost of only 2, the length of the longest edge. Its TMB cost is 7, which is the distance between A and C (of 2) plus the distance between B and D (of 2) plus the distance between C and E (of 2) plus the distance between D and E (of 1). To understand the cache contents illustrated below the schedule, note that when A is done, its output should be cached to be later used efficiently by C. Then, when B is done, its output is cached to be used by D. When C is done, its output is cached for use by E, but the output of A is no longer needed. When D is done, its output and C’s output are cached for use by E and B’s output is no longer needed.

The lower schedule in Figure 5.3 has an optimal TMB cost of 6, but its DBW cost is higher than that of the first schedule—here, the longest edge has a length of 3. This schedule requires less cache over time to avoid cache misses since only one item (namely C) has to be stored in the second step.
Figure 5.4.: An example comparing TMB with WTMB assuming we know the size of the output of each task.

Figure 5.4 compares two schedules in terms of TMB and WTMB costs for the same precedence graph as in Figure 5.3. But here we also know the sizes of the tasks. The notation A(3) indicates that the size of the output of A is 3. Both schedules have the same TMB cost of 6, but the second one has a lower WTMB cost of 10 (which is the distance between B and D of 1, plus the distance between D and E of 3, plus the distance between A and C multiplied by the size of A of 3, plus the distance between C and E multiplied by the size of E of 3). The minimal cache contents are shown below as before. Note that the output of A and C now has size 3 and therefore both take up 3 cache slots, as illustrated. The bottom schedule has a lower WTMB cost and requires less cache over time and is therefore more likely to avoid cache misses.

5.5. Scheduling Algorithms

In this section, we present algorithms that take a precedence graph as input and output a schedule optimized for TMB or WTBM if the task output sizes are known, utilizing Equations 5.3 or 5.4, respectively. In Section 5.5.1, we define the concepts and subroutines that will be used by the algorithms. We then present an optimal algorithm based on A*-search of the complete space of possible schedules in Section 5.5.2. Followed
by three approximate algorithms that examine a subset of possible schedules: a simple breadth-first baseline approach, presented in Section 5.5.3, and present two heuristics, a greedy algorithm that always chooses a task whose distance to its predecessor is the smallest in Section 5.5.4 and an algorithm that applies a dept-first heuristic to choose efficient schedules in Section 5.5.5.

5.5.1. Preliminaries

First, we define the Candidate Search Graph (CSG), $\overline{G} = (\overline{V}, \overline{E})$, in which the sequence of edge labels along every path from the start to the sink is a feasible schedule that obeys the precedence constraints encoded by the given precedence graph $G = (V, E)$\(^1\). For example, the CSG corresponding to the precedence graph from Figure 5.1 is shown in Figure 5.5. Each node $\overline{v} \in \overline{V}$ denotes the schedulable tasks at that point in the schedule, i.e., those which can now be executed because all their precedence constraints have been met. Each edge $(\overline{u}, \overline{v}) \in \overline{E}$ is labeled with the name of the task that is to be executed at that step. The start node at the top of Figure 5.5 contains tasks 0 and 1, which must run before any other tasks. If we follow the right edge, labeled 1, the schedulable tasks are now 0, 2 and 4 and so on.

We can construct $\overline{G}$ from $G$ in a straightforward way. In the first step, the source node in $\overline{G}$ contains all the root nodes in $G$, i.e., the tasks without any predecessors. In each subsequent step, we create edges for all tasks contained in the labels of nodes created in the previous step, labeled with the task number. For each of the created edges, we create a new node in $\overline{G}$ that contains the tasks that are now schedulable, only if such a node has not already been created. Finally, if no more nodes are schedulable, the edges are connected to the sink node, labeled with $\emptyset$.

Since we create $\overline{G}$ on-the-fly, the following definitions are based on a partial schedule. Let $s$ be a possibly partial schedule of $|s|$ tasks. Let $\text{get.cands}(G, s) := \{v : (u, v) \in E \text{ and } u \in s \text{ and } v \notin s\}$. That is, get.cands returns the set of schedulable tasks that can now be appended to $s$ assuming that all the tasks in $s$ have already been executed. Furthermore, for a task $u$, let $\text{successors}(u)$ be the set of tasks that depend on $u$, i.e., $\text{successors}(u) = \{v : (u, v) \in E(G)\}$.

Finally, we define a $\text{wtmb.cost}(s, G)$ function that evaluates the WTMB cost of a possibly partial schedule $s$ according to Equation 5.4\(^2\). Let $\sigma$ be the ordering function

---

\(^1\)A similar search graph was used in [137] in the context of the direct optimal linear arrangement problem.

\(^2\)Please note that if the TMB cost needs to be calculated all weights $\omega_u$ are just set to 1.
of $s$ (recall Section 5.4). For each task $u$ in $s$, we compute $wmb_{cost}(s, G)$ as follows.

1. If $u$ has no successors, do nothing;
2. else if all of $u$'s successors are already in $s$, add to the total cost the distance between $u$’s last successor and $u$, i.e., $\max_{v \in \text{successors}(u)} |\sigma(v) - \sigma(u)|$, multiplied by $\omega_u$.
3. else (if not all of $u$’s successors are in $s$), add to the total cost the quantity $|s| + 1 - \sigma(u)$, which is a lower bound on the distance between $u$’s last successor (which has not yet been scheduled) and $u$. (again, multiplied by $\omega_u$ if given and 1 otherwise).

Algorithm 5 shows the pseudo code for the WTMB cost function. Each task in the
Algorithm 5 (Weighted) wtmb_cost

1: cost = 0  // the overall cost of the schedule
2: for task in s do
3:     stepCost = 0
4:     maxOutPos = 0  // position of furthest successor
5:     outTasksDone = 0
6:     for outTask in successors(task) do
7:         if outTask in s then
8:             outTasksDone++
9:             maxOutPos = max(σ[outTask], maxOutPos)
10:     end if
11: end for
12: ℓ = len(successors(task))
13: if ℓ == 0 then
14:     do nothing  // no successors
15: else if outTasksDone == ℓ then
16:     stepCost = maxOutPos - σ(task)
17: else
18:     stepCost = len(s) - σ(task)
19: end if
20: cost += ω(task) * stepCost
21: end for
22: return cost

possibly partial schedule s is considered sequentially. Lines 6 through 11 count how many of the current task’s successors are in s and record the position in s of the furthest successor of the current task. Note the use of the position function σ to find the position of outTask in s. Line 12 counts the total number of successors of a given task. If this number is 0, the current task does not incur any WTMB cost. Otherwise, if all the successors have already been scheduled, we can precisely compute the WTMB cost in line 16, which is simply the difference in the position of the furthest successor and the task itself. Otherwise, line 18 computes a lower bound on the given task’s WTMB cost. In line 20, we add the cost of the current task to the total cost of the schedule. Note the ω function that determines the output sizes for WTMB. In case of TMB, ωu is simply 1 for every task.

For example, consider the partial schedule $s = \langle 0, 1, 2, 4 \rangle$ for the precedence graph from Figure 5.1. For task zero, the cost is four since its successor, task 3, appears four positions later in the sequence. For task 1, the cost is two since its successor, task 4, appears two positions later. The cost for task 2 is two, which is a lower bound for its true cost, since its successor, task 3, has not been scheduled yet. Finally, the cost for
task 4 is zero since it has no successors. Thus, \( wtmb_{\text{cost}}(s, G) = 4 + 2 + 2 + 0 = 8 \).

5.5.2. Optimal Algorithm Based on A* Search

We begin with an optimal algorithm based on A* search that considers every possible schedule and selects an optimal one with the lowest \( wtmb_{\text{cost}} \). As we will experimentally show in Section 5.6, this algorithm is not feasible in practice for non-trivial problem instances because the number of possible schedules considered by the A* algorithm can be prohibitively large in real-world scenarios.

A* search finds a least-cost path between two nodes, in our case the start node and the sink node of the CSG. Please note that a least-cost path in the CSG corresponds to a least-cost schedule. For each node \( x \), the cost function used by A* includes two parts: \( g(x) \), which is the cost of the path from the start node to \( x \) and \( h(x) \) which is a heuristic function that approximates, but must not overestimate, the cost of the path from \( x \) to the sink node. In our problem, \( g(x) \) is simply the \( wtmb_{\text{cost}}(s, G) \) function, where \( s \) is the schedule corresponding to the path from the start node to \( x \) and \( G \) is the precedence graph. The more interesting part is the definition of \( h(x) \).

To solve our problem, we define \( h(x) \) as the sum of the outgoing edges present in the precedence graph for each task that has not yet been scheduled along the path from the start node to \( x \). To understand why this is an admissible function for A* search (i.e., one that does not overestimate the remaining cost of the path), note that if a task node has an outgoing edge in the precedence graph, then there is a successor task that must be scheduled after that node. Thus, a lower bound on the total maximum bandwidth cost for the given task is the number of its outgoing edges in the precedence graph, i.e., the number of its successors. This lower bound occurs if all the successors are scheduled immediately after the given task. If any other task is scheduled before the last successor, the cost can only increase.

For example, consider the partial schedule \( s = \langle 0, 1, 4 \rangle \) based on Figure 5.1. The \( g(x) \) function of the node in the CSG corresponding to this partial schedule is simply \( wtmb_{\text{cost}}(s, G) \), which is 5 (three for task 0 plus two for task 1, since not all of their successors have been scheduled and zero for task 4 because it does not have any successors). To compute \( h(x) \), note that tasks 2, 3 and 5 are yet to be scheduled. The sum of the outgoing edges of these three nodes in the given precedence graph is two, which gives us \( h(x) \). Thus, the total cost of \( s \) as computed by A* search is \( g(x) + h(x) = 7 \). It is easy to verify that no complete schedule with \( s = \langle 0, 1, 4 \rangle \) as its prefix can have a \( wtmb_{\text{cost}} \) of less than 7.
5.5.3. Baseline Algorithm

We now present the first of three algorithms that consider a subset of the possible schedules and therefore are faster than the A*-based algorithm, but are not guaranteed to find a good solution. The first such algorithm is the simplest and fastest approach we refer to as Baseline: at every step, it schedules the currently-schedulable tasks in random order, executes $\text{get\_cands}(G, s)$ and schedules the next layer of the precedence graph. Thus, using the precedence graph from Figure 5.1 as input, in the first step, Baseline executes tasks 0 and 1 in random order, then tasks 2 and 4 in random order and then tasks 3 and 5, again in random order. The running time of Baseline corresponds to that of breadth-first-search, which is $\mathcal{O}(|V| + |E|)$.

5.5.4. Greedy Algorithm

The next algorithm is the standard greedy heuristic applied to our problem: at every step, it chooses a schedulable task that yields the lowest $\text{wtmb\_cost}(s, G)$ when added to the current partial schedule $s$. Ties are broken randomly.

Using the precedence graph from Figure 5.1 as input, the greedy heuristic first decides between tasks 0 and 1. For both $s=\langle 0 \rangle$ and $s=\langle 1 \rangle$, $\text{wtmb\_cost}(s, G) = 1$ since not all of 0’s or 1’s successors, respectively, have been scheduled. Suppose the tie-break results in task 1 being scheduled first. In the next step, the schedulable tasks are still 0, 2 and 4. For $s=\langle 1, 0 \rangle$, $\text{wtmb\_cost}(s, G)$ is two. For $s=\langle 1, 2 \rangle$, $\text{wtmb\_cost}(s, G)$ is two due to task 1 plus one due to task 2, which gives three. For $s=\langle 1, 4 \rangle$, $\text{wtmb\_cost}(s, G)$ is two due to task 1, plus zero since task 4 has no successors. Thus, the greedy algorithm randomly chooses between task 0 and 4 to after task 1. We omit the remaining steps for brevity.

We now analyze the runtime complexity of the greedy algorithm. It uses the $\text{get\_cands}$ function to retrieve the set of currently schedulable tasks. However, since each step of the algorithm adds one task to the schedule, only the successors of this new task need to be added to the schedulable set. This gives $\mathcal{O}(|V| + |E|)$ for all $\text{get\_cands}$ calls over all the iterations.

The runtime is dominated by calling $\text{wtmb\_cost}$ for the considered schedules, which requires looping over all the outgoing edges of the tasks already in the schedule. This gives $\mathcal{O}(|E|)$ per call. Since the algorithm iterates $|V|$ times and, clearly, at every iteration there are no more than $|V|$ schedulable tasks, for which $\text{wtmb\_cost}$ is evaluated, the overall complexity of the greedy algorithm is $\mathcal{O}(|V|^2|E|)$. 
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Our final algorithm is called Heuristic. In contrast to the greedy algorithm, which only examines the $wmb_{cost}$ of adding every schedulable task to the current schedule in each iteration, the heuristic algorithm computes a complete feasible schedule for each schedulable task in every iteration and chooses the task with the lowest cost complete schedule. However, to keep the running time manageable, the heuristic algorithm cannot explore every possible feasible schedule, as done by the A* algorithm. Instead, the complete schedules for each schedulable task are heuristically computed via deepest-first traversal, as explained below.

First, the heuristic algorithm pre-processes the precedence graph $G$ by adding depth information to each node, corresponding to the distance to the furthest ancestor. For instance, in Figure 5.1, the depth of tasks 0 and 1 is zero, the depth of tasks 2 and 4 is one, the depth of task 5 is two and the depth of task 3 is also two, its distance to task 0 is one, but the distance to its other ancestor, task 1, is two.

Next, we illustrate what happens in the first iteration using the graph from Figure 5.1 as input. Initially, the only schedulable tasks are 0 and 1. We need to build complete schedules starting with 0 and 1, respectively, compute their $wmb_{cost}$ and choose the task whose complete schedule has the lowest $wmb_{cost}$. Again, ties are broken randomly.

The complete depth-first schedule that starts with task 1 is computed as follows. After task 1 has been scheduled, the schedulable tasks are 0, 2 and 4, of which both 2 and 4 have the largest depth. Let us assume task 2 is chosen next. The schedulable tasks then become 0, 4 and 5, of which 5 is chosen because its depth is the largest. With the partial schedule now $\langle 1, 2, 5 \rangle$, the schedulable tasks are 0 and 4. We choose 4 and finally 0 and then 3. This gives the complete schedule $s = \langle 1, 2, 5, 4, 0, 3 \rangle$. Its $wmb_{cost}$ is three for task 1, four for task 2 and one for task 0, which gives eight.

Similarly, the complete depth-first schedule that starts with task 0 is computed as follows. After task 0 has been scheduled, the only schedulable task is 1, so we choose it. Next, we have a choice between tasks 2 and 4, both of which have the same depth, so let us say we choose task 2. Then, the schedulable tasks are 3, 4 and 5, of which 3 and 5 have the highest depth, so let us say we choose task 3. This leaves tasks 4 and 5 and we choose 5 first because its depth is higher. This gives a complete schedule of $\langle 0, 1, 2, 3, 5, 4 \rangle$, whose $wmb_{cost}$ is three for task 0, four for task 1 and two for task 2, which is nine in total.

Thus, at the end of the first iteration, the Heuristic algorithm chooses task 1 and the second iteration begins. Note that the complete schedules calculated in the first iteration are now discarded and new complete schedules will be built in the second iteration, all
of which will have task 1 scheduled first.

Figure 5.6 summarizes the way in which the heuristic algorithm traverses the candidate search graph using the graph from Figure 5.1 as input. As we describe above, in the first iteration, two complete schedules are built, one starting with task 0 and one starting with task 1. The latter is chosen by the heuristic algorithm, indicated by the bold arrow. The \textit{wtmb\_cost} is also shown in the figure; note the cost of nine if we choose task 0, versus the cost of eight if we choose task 1. In the second iteration, the heuristic algorithm considers tasks 0, 2 and 4 and computes the corresponding three depth-first schedules. Choosing task 4 next is the best option. After task 4 has been selected, the algorithm computes two new depth-first complete schedules corresponding to adding tasks 0 and 2, respectively, to the existing partial schedule of \{1, 4\}. Adding task 2 is cheaper, as shown in Figure 5.6. The complete schedule generated by the heuristic algorithm is indicated by the bold arrows: \{1, 4, 2, 0, 3, 5\} and has a \textit{wtmb\_cost} of six.
The intuition behind computing complete schedules in a depth-first manner is to schedule successors right after their ancestors; notice that when a task with a higher depth than the previous task is chosen, these two tasks should be very close together in the topological sort of the precedence graph. However, any other heuristic for building possible complete schedules for a given schedule prefix is compatible with the framework we have described in this section.

Finally, we discuss the time complexity of the heuristic algorithm. Pre-processing the precedence graph to compute depth information, i.e. longest paths to a root in $G$, can be done via a linear-time shortest-path algorithm on $G$ with negative edge weights. This is only possible because $G$ is a DAG, where after edge weight negation no negative cycles are possible. Now, one iteration of the algorithm involves computing multiple complete schedules in a deepest-first manner. For each such complete schedule, exactly one task is moved from the schedulable set to the actual schedule and the successors of this task are added to the schedulable set. Therefore, each node and edge in $G$ need to be visited only once. If the set of schedulable tasks is maintained in a data structure such as a binary heap that allows retrieval and deletion of the minimum-depth node and insertion in $O(\log |V|)$, computing one complete schedule requires $O(|E| + |V| \log |V|)$.

The overall heuristic algorithm iterates $|V|$ times. In each iteration, there are at most $|V|$ schedulable tasks, each of which requires a complete schedule to be built, at a cost of $O(|E| + |V| \log |V|)$ and its $wtmb\_cost$ must be computed, but the former dominates the runtime. This gives the overall runtime complexity of the heuristic algorithm as $O(|V| \cdot |V| \cdot (|E| + |V| \log |V|)) = O(|E| \cdot |V|^2 + |V|^3 \log |V|)$.

5.6. Experimental Evaluation

This section presents our experimental findings on the effectiveness and efficiency for both TMB and WTMB of the algorithms we presented in Section 5.5 (A*, Baseline, Greedy and Heuristic). We start with a description of our data sets and experimental environment (Section 5.6.1), followed by the results.

In Section 5.6.2, we experiment with different precedence graphs as inputs and we
report the TMB/WTMB scores obtained by each algorithm as well as the time it took to generate the schedules. In general, we find that Heuristic obtains nearly-optimal schedules, but is slower than Greedy and Baseline (but still much faster than A*). Furthermore, both Greedy and Heuristic generate significantly better schedules than Baseline. In Section 5.6.3, we run the proposed algorithms (except A*) on very large random precedence graphs to see if they can efficiently compute schedules for complex workloads. We found that Heuristic does not scale as well as Baseline and Greedy, but can still handle large precedence graphs. In Section 5.6.4, we execute various workloads in PostgreSQL and show the real-world performance improvements due to our scheduling algorithms. Again, Heuristic and Greedy outperform Baseline.

5.6.1. Experimental Setup

We used a dual CPU Xeon E5-2630 server machine, with 64 GB of RAM and a 10-disk RAID10 storage subsystem. As a database we use PostgreSQL in version 9.2.4. We implemented all the algorithms presented in Section 5.5 in the Go language\(^3\).

The pgfincore\(^4\) library is used to advise the operating system to drop tables from the disk cache. We use this functionality to evict tables from the cache when they are no longer needed. We will explicitly state whenever we make use of this function. The purpose of using this function is to reduce the amount of used cache to the minimum number of items which are still needed by pending tasks.

We use the following groups of data sets. The number of nodes and edges in the corresponding precedence graphs are shown in Table 5.1 under the columns labeled |V| and |E|. Below, we also provide the depth of each precedence graph, measured as the number of nodes on the longest path. Further details on the precedence graphs, as well as the source code of our algorithms and the random graph generator, may be found at https://github.com/arbaer/schedule.

- **running** corresponds to the running example from Figure 5.1 with a depth of 3.
- **test1**, **test2**, **test3** and **test5** correspond to small hand-crafted workloads with various features. Their depths are three, four, five and four, respectively; however, **test5** additionally contains a node with a very high fan-out.
- **realworld1** and **realworld2** are two network monitoring workloads from data warehouses we were operating at the time of writing using the DBStream DSW presented in Section 3.4. The tasks are base tables and materialized view updates.

\(^3\)http://golang.org

\(^4\)http://pgfoundry.org/projects/pgfincore/
realworld1 has a depth of 5 and contains two nodes with a high fan-out, whereas realworld2’s depth is 6, but the overall fan-out is lower.

- tpc-ds-scan, tpc-ds-7q, tpc-ds-11q and tpc-ds-63q are based on the TPC-DS decision support benchmark [136]. TPC-DS contains 24 base tables (7 fact tables and 17 dimension tables) and 99 predefined queries over the base tables. The number of tables required by a query ranges from one to 13, with an average of 4. We generated two versions of the benchmark: one with a scale factor of 10 and one with 100. All TPC-based precedence graphs have a depth of 2 since they consist of a layer of queries accessing a set of tables.

The tpc-ds-scan workload consists of scan queries over the largest base tables: catalog_sales, web_sales and store_sales. These three tables account for 8.4 GB at a scale factor of 10. The other three workloads contain 7, 11 and 63 queries from TPC-DS; the corresponding precedence graphs get progressively more complex. We do not use all 99 queries as not all of them are data-intensive and benefit from caching. As an example, we show the smallest tpc-ds-7q precedence graph in Figure 5.7.

- In one experiment, we also use large randomly-generated precedence graphs to test the scalability of our algorithms. These will be described later.

We use the small running and test workloads to test how close the solutions obtained by the heuristics are to an optimal solution; these are the only workloads on which it was feasible to run the A* algorithm. The realworld and TPC-DS workloads show that Greedy and Heuristic are scalable and outperform Baseline. We have the task output sizes $\omega_u$ for the realworld and tpc-ds workloads, which we use to test the WTMB version of our problem.

### 5.6.2. Scheduling Algorithm Comparison

In the first set of experiments, we generate schedules using all algorithms presented in Section 5.5 and report how long it takes to create the schedules and the TMB cost of the schedules, even though we know the output sizes for some workloads, we ignore them for now and will consider WTMB shortly. In this experiment, we do not actually run the workloads in a database system. Table 5.1 shows the results. Each row corresponds to a different workload (we omit tpc-ds-scan as it is only relevant to the PostgreSQL experiments later in this section). For Baseline, Greedy and Heuristic, we report the mean TMB score and the Standard Deviation (SD) over 100 runs, since these algorithms
Table 5.1.: Performance comparison of the implemented algorithms. Times marked with * indicate that the experiment was stopped after 1 hour of wall clock time.

<table>
<thead>
<tr>
<th>Graph</th>
<th></th>
<th></th>
<th></th>
<th>Baseline</th>
<th>Greedy</th>
<th>Heuristic</th>
<th>A*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$</td>
<td>V</td>
<td>$</td>
<td>$</td>
<td>E</td>
<td>$</td>
<td>TMB</td>
</tr>
<tr>
<td>running</td>
<td>6</td>
<td>5</td>
<td>9</td>
<td>0.00</td>
<td>0.010s</td>
<td>8</td>
<td>0.00</td>
</tr>
<tr>
<td>test1</td>
<td>5</td>
<td>4</td>
<td>6</td>
<td>0.00</td>
<td>0.010s</td>
<td>5</td>
<td>0.00</td>
</tr>
<tr>
<td>test2</td>
<td>11</td>
<td>10</td>
<td>16.16</td>
<td>0.64</td>
<td>0.010s</td>
<td>16.16</td>
<td>1.32</td>
</tr>
<tr>
<td>test3</td>
<td>22</td>
<td>21</td>
<td>65.54</td>
<td>3.69</td>
<td>0.010s</td>
<td>47.52</td>
<td>6.62</td>
</tr>
<tr>
<td>test5</td>
<td>25</td>
<td>30</td>
<td>91.58</td>
<td>12.96</td>
<td>0.010s</td>
<td>66.68</td>
<td>5.91</td>
</tr>
<tr>
<td>realworld1</td>
<td>43</td>
<td>48</td>
<td>269.11</td>
<td>11.8</td>
<td>0.048s</td>
<td>107.2</td>
<td>16.9</td>
</tr>
<tr>
<td>realworld2</td>
<td>57</td>
<td>69</td>
<td>297.6</td>
<td>24.6</td>
<td>0.028s</td>
<td>120.4</td>
<td>10.3</td>
</tr>
<tr>
<td>tpc-ds-7q</td>
<td>14</td>
<td>25</td>
<td>62.0</td>
<td>2.9</td>
<td>0.017s</td>
<td>52.8</td>
<td>3.7</td>
</tr>
<tr>
<td>tpc-ds-11q</td>
<td>31</td>
<td>70</td>
<td>362.4</td>
<td>13.3</td>
<td>0.028s</td>
<td>311.7</td>
<td>15.3</td>
</tr>
<tr>
<td>tpc-ds-63q</td>
<td>85</td>
<td>310</td>
<td>1488.2</td>
<td>60.2</td>
<td>0.099s</td>
<td>1162.5</td>
<td>78.7</td>
</tr>
</tbody>
</table>

break ties randomly and therefore may return different schedules for the same input. Bold TMB numbers indicate the best results. For Heuristic and A*, we also count the number of node visits during their execution, the number of node visits for Baseline and Greedy is small and therefore not reported. Note that A* finished running within one hour only on small problem instances and the number of nodes it visits is generally very large.

To summarize the results so far: for the workloads where A* was able to finish, we see that Heuristic gives nearly-optimal schedules. Greedy also works well for some of the smaller problem instances. Baseline gives the most expensive schedules. On the other hand, Baseline and Greedy are extremely fast, Heuristic is still very fast and A* is the
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Figure 5.8.: Comparison of a) TMB costs, b) WTMB costs assuming the algorithms are optimizing for TMB and c) WTMB costs assuming the algorithms are optimizing for WTMB.

slowest.

Figure 5.8 compares the TMB and WTMB costs of the schedules returned by Heuristic, Greedy and Baseline for the workloads that come with output sizes, namely real-world and TPC-DS, these workloads are too large for A* to handle in reasonable time. The average costs and error bars are included, based on 100 runs of each algorithm.

Figure 5.8a starts with the TMB costs that were already reported in Table 5.1, indicating that both Greedy and Heuristic are significant improvements over Baseline and that Heuristic is the overall winner, although it takes longer to compute the schedules.

In Figure 5.8b, we show the WTMB costs of the schedules from Figure 5.8a, i.e., we have the algorithms optimize for TMB as before, but we report the WTMB score of the resulting schedules by incorporating output sizes. Heuristic continues to give the best and most stable results — note the wide error bars for Baseline and Greedy. In particular, different runs of Greedy may give widely different TMB results. For instance,
if there are several base tables with various sizes but same TMB costs, Greedy randomly
chooses a table, regardless of the size of the table. Those results indicate that even if
the table sizes are unknown, the our Heuristic approach is able to identify schedules of
better performance.

Note that the y-axis scales of Figure 5.8a and Figure 5.8b are different. TMB effec-
tively assumes that each output size is one, whereas the WTMB scores are much higher
because they reflect the true sizes of the inputs.

Figure 5.8c shows the WTMB scores assuming the algorithms know the output sizes
and are actually optimizing for WTMB, not TMB. Comparing to Figure 5.8b, which
has the same y-axis scale, knowing the output sizes clearly helps to lower the WTMB
score of the resulting schedules for Greedy and Heuristic. Interestingly, Greedy slightly
outperforms Heuristic in this experiment, meaning that greedily selecting tasks with the
lowest WTMB scores is a good strategy and there are no more ties that Greedy has
to break randomly, unless the output sizes are exactly the same. We hypothesize that
Heuristic could be tuned for the WTMB problem, e.g., by incorporating output sizes in
the deepest-first schedule generation, but even now it is not much worse than Greedy.

5.6.3. Scalability Comparison

In this experiment, we randomly generate very large precedence graphs and measure the
running time of Baseline, Greedy and Heuristic. Table 5.2 reports the number of nodes
and edges for each random graph and the running times of our algorithms. Baseline and
Greedy are very simple algorithms and scale extremely well. Heuristic does not scale as
well, but can still handle graphs with up to 1000 nodes and edges in reasonable time.
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5.6.4. PostgreSQL Experiments

In this set of experiments, we execute various workloads under various schedules in the PostgreSQL database to measure the real-world performance improvements of our techniques. Here, we focus on the disk-RAM hierarchy.

Experiment 1

We start by running the simple *tpc-ds-scan* workload of three queries that scan three base TPC-DS tables:

Q1: select count(*) from catalog_sales;
Q2: select count(*) from web_sales;
Q3: select count(*) from store_sales;

In PostgreSQL, these queries result in full table scans, resulting in an I/O intensive workload. In one schedule, we also use the following three functions calls to drop tables from the cache:

X1: select drop_table_cache(catalog_sales);
X2: select drop_table_cache(catalog_sales);
X3: select drop_table_cache(catalog_sales);

We create three schedules, $S_1$, $S_2$ and $S_3$, executing each query three times to demonstrate the differences in running time. In schedule $S_3$, we also actively evict tables from the cache when they are not needed any more, indicated by the operations X1, X2 and X3.

Schedule 1: Q1,Q2,Q3, Q1,Q2,Q3, Q1,Q2,Q3
Schedule 2: Q1,Q1,Q1, Q2,Q2,Q2, Q3,Q3,Q3
Schedule 3: Q1,Q1,Q1,X1, Q2,Q2,Q2,X2, Q3,Q3,Q3,X3

In Figure 5.9a and 5.9b, we show the processing time and read I/O, respectively, of the three schedules under varying amounts of available cache (RAM), ranging from 500MB to 10GB in steps of 100MB. We control this by running a program that allocates and fills a specific amount of memory, making that amount unavailable for caching. In each experimental iteration, we first execute one schedule, force the operating system to drop all caches and then execute the next schedule.

Figure 5.9a reports the processing times. Schedule 1 is clearly the least efficient, except either no data fit into the cache, under 2GB, or all data fit into the cache, over 8.4GB.
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Figure 5.9.: Performance analysis executing the same workload with different schedules and increasing cache size.

Schedule 2 performs much better and Schedule 3 achieves even better performance since tables that are not required any more are explicitly removed from the cache, simulating an optimal cache eviction strategy. The largest difference occurs at 4.5 GB of free RAM since now the biggest of the three tables fits entirely into the disk cache. At this point, Schedule 1 finishes in 45 seconds while Schedule 2 and Schedule 3 in 33 seconds and 26 seconds, respectively. The resulting performance increase of Schedule 3 over Schedule 1 is 73 percent.

Figure 5.9b illustrates the amount of disk read I/O during the run of this experiment under the same available cache conditions as before. These results indicate that there is a correlation between the amount of disk read I/O during the execution of a schedule and its processing time. Schedule 1 needs to fit nearly all the tables into the cache before
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Figure 5.10.: Disk read I/O for the tpc-ds-7q workload scheduled by the Heuristic and the Baseline algorithms.

(a) Algorithms not considering table sizes. 
(b) Algorithms considering sizes.

larger amounts of data can be reused. In Schedule 2, much more data can be reused through the cache, but even for larger amounts of available cache, between 4.5 and 8.4 GB, some data has to be fetched multiple times from disk. Finally, in Schedule 3 since an optimal cache eviction strategy is applied, as soon as the biggest table fits entirely into the cache, data are only fetched once from disk.

We conclude from this experiment that changing the execution order of a workload can reduce the amount of disk I/O if not all the data fit into the cache, which also influences the execution time of a workload if it is I/O bound.
5.6. Experimental Evaluation

Experiment 2

Next, we show that the reduced amounts of disk read I/O are reproducible with queries from the TPC-DS benchmark. We use the tpc-ds-7q workload, consisting of 7 data-intensive queries and execute them on TPC-DS tables generated using a scale factor of 100. This scale factor results approximately in 100GB of data. During the execution of a schedule, whenever a table is no longer needed in that schedule, it is evicted from the cache using the drop_table_cache() function, simulating an optimal cache eviction strategy.

We create schedules using Baseline, Greedy and Heuristic, each not considering the sizes of the outputs (tables), i.e., optimizing for TMB, not WTMB. We run the experiment four times and reduce the total amount of available system memory from 64 GB to 16 GB in steps of 16 GB, simulating machines with different amounts of available memory. We do this in the same manner as in the previous experiment.

Figure 5.10a shows the results, with disk read I/O on the y-axis. For 64 and 48 GB, only the Baseline schedule shows increased amounts of disk I/O. At 32 GB of available RAM, Heuristic performs better than Baseline. Although Greedy is also better than Baseline, it does not perform as well as Heuristic. Finally, for the 16 GB case all schedules perform nearly the same.

Figure 5.10b shows the results of a similar experiment, but one in which we also give the algorithms the table sizes, allowing the algorithms to optimize for WTMB.

The main difference compared to Figure 5.10a are the reduced I/O reads for the 32 GB run for Greedy and Heuristic. Even in the 16 GB case, these algorithms perform better than Baseline.

If we extrapolate the memory needs linearly, the Greedy and Heuristic schedules would reduce the memory needs from 640 GB of the Baseline schedule to only 320 GB for an execution without additional read I/O using the next larger TPC-DS scale factor of 1000.

Experiment 3

In the last experiment, we study the effect of different schedules on cache usage over time. We use the tpc-ds-63q workload, which contains the 63 most data-intensive queries. We use a TPC-DS scale factor of 10. Only the raw data are imported into the database, without creating any further auxiliary data structures such as indices. We do not optimize the queries for processing time since our focus is on I/O optimization via scheduling by minimizing the amount of needed cache. Before each experimental run, we first clear
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the cache and then execute the tpc-ds-63q workload in the order specified by the scheduling algorithm. Every second, we sample the disk cache usage. As soon as a table is no longer needed by any other query in the schedule, we remove it from the cache using the \texttt{drop\_table\_cache()} function. Note that we never actively load any data into the cache, but instead tables are loaded automatically when they are accessed by a query.

Figure 5.11a shows the cache usage (on the y-axis) as a function of time since the start of the experiment (x-axis) for Baseline, Greedy and Heuristic, optimizing for TMB, i.e., the algorithms do not know the table sizes. Figure 5.11b shows the results for WTMB. In both cases, the cache usage over time is greatly reduced by Greedy and Heuristic as compared to Baseline.

![Cache usage over time for tpc-ds-63q.](image)

Finally, we compare the algorithms by their areas under the cache usage curves. If \( c_s(t) \) denotes the cache usage of schedule \( s \) at any given point in time \( t \), we can formulate
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the average cache usage for the total execution time $\Delta T$ as $\overline{cu}_s$ as

$$\overline{cu}_s = \frac{\int_{t_0}^{t_0+\Delta T} c_u(t) \, dt}{\Delta T}.$$  \hspace{1cm} (5.5)

Table 5.3.: Average and Maximum cache usage for different schedules of the tpc-ds-63q workload.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>10.439</td>
<td>100%</td>
<td>15.025</td>
<td>100%</td>
</tr>
<tr>
<td>Greedy TMB</td>
<td>7.514</td>
<td>71%</td>
<td>13.217</td>
<td>88%</td>
</tr>
<tr>
<td>Greedy WTMB</td>
<td>4.430</td>
<td>42%</td>
<td>9.529</td>
<td>63%</td>
</tr>
<tr>
<td>Heuristic TMB</td>
<td>9.190</td>
<td>88%</td>
<td>9.586</td>
<td>63%</td>
</tr>
<tr>
<td>Heuristic WTMB</td>
<td>7.113</td>
<td>68%</td>
<td>10.511</td>
<td>70%</td>
</tr>
</tbody>
</table>

The resulting cache usages are shown in Table 5.3. The schedule of the Greedy algorithm needs on average only 42% of RAM of the Baseline schedule. This leaves either more RAM for other concurrently running applications or results in less read I/O if RAM is smaller than the workload.

5.7. Summary

In this section, we formulated and solved a novel problem in the context of shared data-intensive workload scheduling. Given a set of tasks with data dependencies, such as those corresponding to updating a DAG of materialized views, we computed an ordering of the tasks that 1) obeys the precedence constraints encoded by the data dependencies and 2) minimizes cache misses in a cache-oblivious way. Our solution relies on scheduling all tasks that need a particular data item as soon as possible after this item is available in the cache. We gave an optimal algorithm based on $A^*$ search and efficient heuristics that find nearly-optimal orderings in a fraction of the time needed to run the $A^*$ algorithm.

In the future, we plan to extend the presented approach to recurring shared workloads and parallel execution. More in detail, we think it is possible to extend this approach to recurring workloads, where the same DAG of jobs is executed over and over again. This is typically the case in systems like DBStream, presented in Section 3.4. For example, the same set of queries might be executed for each new batch of arriving data which might happen as often as once per minute. What we have in mind is an approach where multiple DAGs of sequential time batches are executed in parallel. In addition, by introducing parallelization borders we can keep the cache-oblivious property presented in this chapter.
Part II.

Network Monitoring Applications
6. Introduction

In recent years cellular network and especially mobile Internet usage has increased at a rapid pace. Just a couple of years ago mobile communication was restricted to phone calls and text messages. This usage pattern has changed drastically and nowadays people use their smart phones mainly for tasks like e.g. browsing the Internet, reading email, watching videos, social media, shopping and securing banking transactions via mobile Transaction Authentication Numbers (mTANs). In addition, novel mobile devices like e.g. M2M or wearable devices introduce unprecedented usage patterns to mobile networks. Therefore, it is very important for mobile ISPs to constantly adapt and improve their network and, if possible, protect their customers from cyber threats.

The vast amount of important information stored on smart phones and their increasing involvement in payments and banking transactions makes it very interesting for cyber criminals to steal that information or even get control over the whole mobile device. The diversity of OSs of such devices has undergone a stringent consolidation. In 2013, 78.5% of all sold smart phones were running the Android OS and only about 15.6% iOS\textsuperscript{1}. This makes finding exploits for a single mobile OS, particularly Android, more valuable since a large quantity of smart phone users might be affected. Apart from personal information fraud and identity theft, devices remotely controlled by cyber criminals via malicious software might take part in so called Distributed Denial of Service (DDoS) attacks. During such an attack, many infected devices e.g. jointly sent requests to a particular website or service over and over again in order to overload it and ultimately render it unavailable. From a network perspective, each device involved in such an attack may use a lot of bandwidth. This can cause local or even network-wide problems caused by overloaded links or other equipment.

Another important, fast growing share of mobile communication is caused by Machine-to-Machine (M2M) devices. Those devices include telemeters (e.g. used in trucks to track tolling), point-of-sale (POS) terminals (e.g. used in restaurants for paying by debit card directly at the table), but also include smart meters, health monitoring devices and many other applications. M2M devices are part of the so called Internet of Things (IoT) which

\textsuperscript{1}Please refer to \url{http://www.gartner.com/newsroom/id/2665715} for details.
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was recently extended to the even broader definition of the Internet of Everything (IoE). According to Cisco’s Visual Networking Index (VNI) [131], mobile data traffic of M2M devices has the highest yearly growth rate of 113% among all mobile device types. Therefore, many operators are interested in detecting and monitoring the novel traffic patterns introduced by such devices over extended time periods to be able to plan and adapt their networks accordingly. Another interest is the development of novel business models, such as those presented in [139], tailored to suit the demands and needs of M2M devices.

6.1. **Organization of Part II**

In the second part of this thesis, we present several NTMA applications realized with the systems presented in first part. In the following Section 6.2, we give an overview of the mobile network monitoring principles underlying the presented NTMA applications. In Chapter 7 we present a general overview of several DBStream applications and statistics form operating DBStream in the DARWIN4 [133] project for more than one year. In Chapter 8 we present an application of the field of mobile Internet security dealing with the detection of malicious botnets. We present the identification and tracking of several clusters of malicious hosts found in the live network over an extended time period. The second application is presented in Chapter 9. Here, the focus is on the identification of M2M devices in a mobile network, based on coarse-grained traffic statistics.

6.2. **Network Monitoring Principles**

In this section we introduce the principles of mobile networks and Network Traffic Monitoring and Analysis (NTMA). Although 4G networks are widely used already in countries like the US and South Korea, in this thesis we focus on studying data from a 3G network. The reason is simply that the used monitoring system offers mainly data from the 3G part of the mobile network.

In the following, we give a short overview of the inner workings of a 3G network and explain certain network monitoring methodologies. At the end of this section, we present the network monitoring system METAWIN [115], which was the source of most of the analyzed data.
In this section, we present a simplified overview of a 3G network. The focus is on the building blocks of the network, which are necessary to understand the applications presented later on. Please refer to [14] for a full overview of 3G networks with a special focus on the mobile Internet part.

A simplified view of a 3G network is shown in Figure 6.1. A 3G or Universal Mobile Telecommunications System (UMTS) network as defined by the 3rd Generation Partnership Project (3GPP) is divided into two parts. The outer part is called the Radio Access Network (RAN) and the inner part is called the Core Network (CN). In the RAN, Mobile Stations (MSs), like e.g. smart phones, tablets, Universal Serial Bus (USB) sticks offering 3G connectivity, etc., are connected to antennas referred to as Base Transceiver Stations (BTSs). Multiple such BTS are then connected to one Radio Network Controller (RNC). Again multiple RNC are connected via the so-called Iu interface to the first component of the CN, which is the Serving GPRS Support Node (SGSN). The SGSN is responsible for handling MS mobility and multiple such SGSN forward data to the Gateway GPRS Support Node (GGSN) over the Gn interface. The GGSN is the last part of a 3G network and keeps track of users connected to the network. From here data is forwarded over another interface called Gi to the Internet. When a user connects to the 3G network, the GGSN keeps track of all information regarding that
user in a so-called PDP-Context. The whole network forms a star like structure which concentrates towards the GGSN.

As shown in Figure 6.1, in our setup the network monitoring system is connected to the Gn interface. At this interface data from large parts of the network are concentrated, making it a suitable vantage location for network wide analysis. From the monitoring system, data are extracted and exported towards the DBStream system. In the whole system only anonymized data are used.

The 3GPP specified a novel protocol for the handling of mobility inside a mobile network. This protocol is called GPRS Tunneling Protocol (GTP) and is used in the mobile part of the network, from the MS until the GGSN. GTP contains several protocol layers below the traditional user IP layer. Those layers were introduced specifically to handle mobility, since typical Internet protocols like TCP/IP are not designed for moving devices. GTP enables MS to move from one geographical location to another, connecting and disconnecting from several BTS on the way, whilst they are constantly connected to the GGSN and therefore have constant Internet access. Since GTP is a tunneling protocol, user IP traffic is encapsulated into additional GTP packets. Therefore, legacy IP based network monitoring solutions can not be applied directly. All GTP and in some cases even lower protocol layers have to be parsed, extracted and recombined in mobile network monitoring software before the application of traditional IP based network monitoring approaches is feasible.

Network Monitoring

In general, network monitoring data can be collected by multiple methods, yielding multiple levels of aggregated data. The highest level of aggregated network data can be collected directly from routers and other networking devices using the Simple Network Management Protocol (SNMP). With SNMP, so called Management Information Bases (MIBs) can be polled, containing very basic information like incoming and outgoing bytes for a link, aggregated over time in between two polling intervals. More detailed information can be accessed by flow based analysis. A flow is identified by the five tuple \(<\text{Source IP, Destination IP, Source Port, Destination Port, Protocol}>\). Most routers are able to send flow data in the NetFlow [37] format containing a flow identifier and some pre-aggregated statistics about the flow. The most detailed information can be generated by looking into the contents of each packet flowing through the network, this technique is called Deep Packet Inspection (DPI). Many techniques and tools were developed using packet information at this granularity [117, 126].

Different kinds of network monitoring applications exist, based on the analysis of net-
work data depending on the interests and problems arising at the operator of a network. Network monitoring can generally be separated into the following categories: anomaly detection, traffic classification, service performance monitoring and intrusion detection. A PhD thesis [118] recently published at the University of Vienna, gives a broad overview of anomaly detection techniques and introduces novel techniques improving the state of the art. The anomaly detection approaches used there are based on a detailed analysis of the underlying feature distributions introduced in [43] and further refined in [39].

Other methods include the precise measurement of latencies in mobile networks. Whereas network-wide Transmission Control Protocol (TCP) RTTs were studied in [121]. Detailed studies of one-way-delays are provided in [119] and [120]. A comparison between the delays achieved in 3G and 4G mobile networks was conducted in [87].

A good overview of traffic classification approaches based on machine learning is given in [141]. Whereas, in [95] an algorithm to detect changes in the service performance is given. Intrusion detection is typically based on signature matching, for which the tool SNORT [117] is widely used.

The aforementioned approaches are typical tasks answered by network monitoring applications. A centralized easy to use DSW as proposed in this thesis can help in implementing those as well as to identify new threats to the network online, as they occur. The NTMA applications presented in the Chapters 7, 8 and 9 are examples of NTMA performed in a mobile and fixed-line networks.

The Online Monitoring System METAWIN

In this section, we give a brief introduction of the network monitoring system Measurement and Traffic Analysis in Wireless Networks (METAWIN) presented in [115], tailored for passively monitoring 2G and 3G networks. The METAWIN system was developed at FTW in a series of application oriented projects called METAWIN and DARWIN, before the start of this thesis. Although the METAWIN system can be used to monitor all links in the core of a 3G network, we focus in this section only on the monitoring of the \( G_n \) interface. Since, the data used for the applications presented later on, stems from this interface.

In the METAWIN system, data is first captured at a monitoring probe, running the LINUX operating system, equipped with one or more Endace capture cards [49]. Those capture cards are able to capture traffic at a very high line rate and provide the option to use Global Positioning System (GPS) clock synchronization to achieve timestamp errors as low as 100ns or better. The METAWIN system is able to parse all packets including user-data and signaling frames. For privacy reasons, IMSI and MSISDN information
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is anonymized by the system using irreversible hash functions and all user payload is
stripped away. Since the output of the anonymization is still unique per MS it is possible
to generate statistics per MS in a privacy preserving way.

In the next step, but still on the monitoring probe, aggregations are generated for
certain protocols, like e.g. DNS or Hypertext Transfer Protocol (HTTP). Those aggre-
gations are generated at line rate without applying any packet sampling, but outputs
might only be generated at certain time intervals. The aggregation results are then
stored on RAID arrays for optimized I/O as well as data safety. The TicketDB, as well
as the DBStream system fetch those stored results and import them into PostgreSQL
databases stored on a separate server.
7. DBStream Application Overview

In this chapter, we give an overview of multiple DBStream applications and discuss statistics from operating DBStream for more than one year during the DARWIN4 [133] project. In Section 7.1, we present HTTPTag, a traffic classification system for analyzing applications and services running on top of HTTP. In the following Section 7.2, we study an anomaly found while analyzing the inner workings of a widely used CDN. Finally, in Section 7.3 we report several statistics from running DBStream in the network monitoring project DARWIN4 [133]. In this project, DBStream was used as the central analysis system. In the following chapters, we present two more NTMA applications.

Although we will present four DBStream applications in detail in this thesis, there exist still many other applications, which we shortly summarize in the following. The authors of [135] describe DBStream as part of the general architecture for network monitoring envisioned in the mPlane FP7 project. In [55] several performance impairments of the CDNs hosting Facebook and Youtube are analyzed using DBStream. An early study of performance degradations in Youtube is given in [28] which was later further detailed in [29]. In addition to HTTPTag presented in Section 7.1, more detailed studies of HTTP traffic have been conducted using TicketDB in [31] and [30]. Most recently a novel approach for the characterization of M2M traffic was conducted [122] and the well-known Whatsapp chat service was studied in [56].

7.1. HTTP Classification

In nowadays Internet, HTTP traffic is responsible for the largest share of traffic. The raise of social networks like Facebook and especially the delivery of video streams via HTTP have increased its traffic volume drastically. A recent study of residential customers [96] found that 75% of all Internet traffic is transferred via HTTP. For mobile ISPs it is crucial to understand the composition of the traffic flowing through their network, to be able to plan and adapt their infrastructure accordingly. Therefore, analyzing HTTP traffic is an important task for mobile ISPs.

In this section, we present HTTPTag, a flexible online traffic classification system
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Figure 7.1.: Long term service usage patterns of frequently used anti virus services and popular video streaming services.

for analyzing applications running on top of HTTP. HTTPTag was introduced in [54]. Pierdomenico Fiadino, who is the main author of this work was responsible for designing the HTTP specific part of HTTPTag. The author of this thesis, was mainly responsible for implementing and running HTTPTag on top of TicketDB and porting it to DBStream later. Pedro Casas, is responsible for generally steering the work and many writing improvements.

7.1.1. HTTPTag - Host Name to Tag Matching

The field of traffic classification is very broad and was intensively studied during the last decade. Multiple different approaches and techniques have been evaluated in the research community to achieve this task. The authors of [42] give a comprehensive overview of traffic classification approaches. The most recent approaches, including [102] and [70] as well as the MTRAC approach presented in Chapter 9 apply machine learning techniques for traffic classification purposes. Traditional traffic classification approaches utilize TCP or User Datagram Protocol (UDP) ports to infer the application of the underlying service. Other approaches, like e.g. Tstat [57], use DPI to identify the application of a traffic flow. In contrast, HTTPTag characterizes HTTP traffic based on the host name included in the HTTP header and is therefore similar to the approaches presented in [50] and [51].

The main goal of HTTPTag is to identify how HTTP traffic is distributed among Internet services. In the first step, traffic is captured at the Gn interface (please refer to
Section 6.2 for details), where HTTP packets are identified on-the-fly by the METAWIN system [115]. In TicketDB, the hostname of each HTTP flow is matched against a table of manually created patterns. Those patterns are simple regular expressions, where for each service, multiple regular expressions might be used. For example, for Facebook we use the following two regular expressions: `^www\.facebook\..com$` and `^www\.fbcdn\..net$` since both hostnames are associated with Facebook. In the case of Google, we use a more complex regular expression: `^www\.google\.[a-z]{2,3}$` to be able to match all different country domains (like e.g. `www.google.at`) and other domains (like e.g. `www.google.com`). The inferred service, along with the sum of all bytes exchanged in the HTTP connections is aggregated and stored in TicketDB, first per hour and finally on a daily bases. Those results are stored over extended time periods and are used for live visualization in a web interface.

### 7.1.2. Long Term Service Usage Patterns

Figure 7.1 shows the results of a long term application of HTTPTag to an operational mobile network. In Figure 7.1a we visualize the tracking of anti virus services over a time period of 138 days. Especially for Symantec, there are three clearly visible spikes, which are caused by updates of the anti virus software. In Figure 7.1b, we show the traffic evolution of several video streaming and Adult Video Services (AVSs), tracked over a time period of 180 days. Please note that Megavideo was blocked starting from the 2012-02-19, this is clearly visible as the traffic volume drops to zero.

The given results show the evolution of different types of services found in a mobile network. ISPs might use this information to optimize the traffic on their core links by applying certain content caching strategies. From the long term evolution of traffic volumes, they might be able to infer when it will become necessary to upgrade a certain link in their network.

### 7.2. Tracking Anomalies in the Akamai CDN

In today's Internet infrastructure Content Delivery Networks (CDNs) play a very important role. By deploying servers in multiple locations across the Internet, content can be served to end-users with low latency, high availability and high performance. However, CDNs pose novel challenges to ISPs, since changes in the server allocation policy can cause sudden changes to the traffic patterns observed by ISPs. This impacts traffic engineering and, in the worst case, may result in a reduced end-user quality of experience. Therefore, ISPs need advanced monitoring solutions to track traffic served by CDNs.
Akamai Technologies\(^1\) is one of the leading CDN providers, delivering approx. 180 TB of HTTP content every 60 seconds\(^2\).

In this study, we use data from a fixed-line instead of a mobile network, showing that DBStream can also be successfully used in this scenario. Since the Akamai CDN is also widely used among mobile applications and in fact, many fixed-line and mobile applications like e.g. Facebook use the same infrastructure, we think that the approach presented in this section can also be applied to mobile networks.

This work was originally published as a technical report [17]. The author of this thesis, was mainly responsible for implementing and running the DBStream related tasks and investigating the anomaly. Alessandro Finamore and Ignacio Bermudez are responsible for designing and implementing statistical methods to study the found anomaly. Marco Mellia, Pedro Casas and Lukasz Golab are mainly responsible for steering the idea and the resulting work.

### 7.2.1. Fixed-line Network Data

For this study, we designed and implemented a network analysis system consisting of Tstat, used to capture network traffic, and DBStream, used to analyze the provided

\(^{1}\)http://www.akamai.com/
\(^{2}\)http://www.akamai.com/60seconds
network statistics in greater detail. An overview of this monitoring system is shown in Figure 7.2. Tstat [57] is an open-source packet analyzer capable of monitoring network links of up to several Gb/s relying only on commodity hardware. TCP connections are rebuilt in real-time by passively inspecting packets exchanged by networked devices. For each monitored flow, more than 100 different statistics are reported. In our approach, Tstat acts as the probe and generates network monitoring data. This data are first stored locally, on the Tstat probes, and are then transferred to and imported into DBStream. For this study, we used two passive Tstat probes capturing two different vantage points installed in PoPs of a major European fixed-line ISP.

DBStream was installed on a single server with 32 GB of RAM, a single XEON E5 2640 CPU, running at 2.5 GHz, and four 2TB disks (7200 RPM) combined to a RAID 10. We imported the organization database of MaxMind\(^3\) into DBStream. The MaxMind database is a commercial product providing for IP address ranges the names of the organizations registering them. It corresponds to a large table in the format 
\[\text{IP address range, Organization name}\] and is later used to map/filter flows by the organization name hosting the destination servers.

We use a one-week long dataset, collected starting from May 13th, 2012. The total dataset corresponds to approx. 496 GB of data (approx. 703 GB after importing it into DBStream), containing 1.052 billion TCP flows. Importing the whole one week long dataset into DBStream took about 14 hours. Therefore, it takes about two hours to import a single day, meaning that this rather small DBStream installation could handle an up to 12 times larger amount of traffic in an online setting.

### 7.2.2. CDN Tracking using DBStream

We now present an overview of the most important results found while studying the Akamai CDN using DBStream. In the first step, we implemented a DBStream job, using the MaxMind database to extract all flows that contain the string “akamai” in their organization name. In addition, we specifically track a single /25 subnet of the Akamai IP range, which we found to host a large cache, geographically very close to the vantage point under study. Indeed, the servers of this Akamai cache are located behind a network link which is the result of a direct peering agreement between Akamai and the local ISP. In the following, we refer to this subnet as the preferred cache.

The top of Figure 7.3 shows the evolution of the number of connections served by the Akamai CDN on Monday and Tuesday. During the peak hours, the preferred cache serves

\(^3\)http://www.maxmind.com/en/organization
Figure 7.3.: Evolution of number of connections served by Akamai CDN (top) and difference of number of connections served in consecutive 5 minutes time windows (bottom).

about 30% of all traffic exchanged between Akamai and the customers of the studied ISP network. It is clearly visible, that during this time, several notches in the number of flows of the preferred cache can be observed. These seem to be caused by the server selection policies of Akamai, shifting traffic between the preferred and other Akamai caches. In the bottom part of Figure 7.3 we visualize the evolution of the difference in number of connections served by the preferred and other caches in two consecutive 5 minute time windows. Both figures have been obtained using incremental queries as described in detail in Section 3.5.3. We found this characteristic being present for the whole week but we did not observed any clear indication of periodicity.

**User Performance Impact**

We now investigate the impact of the observed traffic shifts between different Akamai caches on the end-user performance. The top of Figure 7.4 shows the evolution of the 5th, 25th, 50th, and 75th percentile of the elaboration time for the considered time period. We define the elaboration time to be: the time between the clients first packet containing any payload, and the servers first packet containing any payload. In the
case of HTTP, these correspond to the time between the HTTP-request and the HTTP-response. In this case we consider 5 minute long time windows to retrieve accurate percentile estimations. The results show a severe impairment of the elaboration time during the traffic shift occurring on Monday. In particular, the 50-percentile grows from about 10 ms to about 20 ms before and during the shifts around 18:00. This suggests that the CDN server re-allocation could be triggered by some performance issues inside the cache. However, the same effect can not be seen on Tuesday, when no clear impact on performance is visible during the corresponding traffic shift.

Although, in the presented study, we can not give any final conclusion on how much the quality of experience of the customers was affected by the observed traffic shifts and the resulting elaboration time increases, we can conclude the following:

- During the peak hours, the CDN server allocation policy redistributes traffic between the preferred cache and nodes in other data centers.
- This clearly has an negative effect on the elaboration time.
- The network path might have an impact on the captured latency oscillations, which can not be identified by our approach.

Although we were not able to find the ultimate cause for the found anomaly, we showed with this case study that DBStream can be successfully applied on fixed-line network data.

### 7.3. Operating DBStream at Scale

In this section, we present several statistics gathered from the DBStream installation operated in the DARWIN4 [133] project. Unfortunately, due to NDA constraints with...
our operator, we are not allowed to present any further details about the applications running on top of DBStream. Therefore, we just present statistics about the general performance of DBStream rather than results from specific applications. To this date, the DBStream installation operated in DARWIN4 [133] was the largest installation.

DBStream was installed on a high performance server machine, hosting four AMD 6380 CPUs, running at 2.5 GHz. Each CPU houses 16 cores, resulting in a total of 64 cores. In total, we installed 256 GB of RAM. The disk subsystem in it’s final state consists of four fiber-channel attached RAID arrays, each with 12x 2TB disks forming a RAID10. In addition, the 24 internal disks are split into two disks for the OS, running a RAID1, the other 22x 2TB disks form a large RAID6. All disks except those used for the OS are PostgreSQL tables spaces and are used by DBStream.

In total, DBStream was operated for 385 days. On the final day of operation, the table partitioning resulted in 984 thousand tables. This is a very high number of tables, considering that most databases use several hundreds of tables and a typical database administrator know most of them by name. Those tables stored a total of 67 TB of network monitoring data and processing results on the final day. Please note that this statistic as well as number of table are only a snapshot and include only those tables and amounts of data which were not already deleted by the retention module of DBStream.

In total, over the whole run time, 9.482 million DBStream tasks (each corresponding a PostgreSQL query) were executed. Put another way, in average, each 3.5 seconds a new task, updating a time window, was executed. Those tasks produced a total of 1.999 trillion result rows. Please note that in the current version of DBStream it is not possible to track the number of rows imported into DBStream, therefore this number should be considered as a lower bound and the actual number might be more than twice as high. Last but not least, the processing time of all queries together sums up to 1.212 billion seconds or 38.45 years. In the Darwin project, many different data sources and therefore many different imports were used. As soon as an import reaches real-time processing, it e.g. takes 10 minutes to import 10 minutes of data. Thus, 38.45 years is not equivalent to 38.45 years of CPU time, but still in average 36.5 long running analytical queries were executed concurrently.

In the DARWIN4 [133] project, DBStream could successfully be used to analyze multiple network anomalies and run many continuous analysis tasks. In fact, DBStream was used as the main analysis system in this project. Although, not impossible, it would have been much more cumbersome and time consuming to implement all those applications without DBStream.
7.4. Summary

In this chapter, we gave an overview of several applications from the network monitoring domain, realized with TicketDB and DBStream. The HTTPTag approach, which was first designed and implemented in TicketDB and later ported to DBStream, demonstrated the ability of those systems to monitor the trends of applications and services implemented on top of HTTP. In the other application, we showed how DBStream was used to detect an anomaly in the Akamai CDN and evaluated the impact on the end users of the network under study. Finally, we presented a summary of operating DBStream for more than one year as the central analysis system in the DARWIN4 [133] project. By showing several high level statistics, we gave insights at the large scale at which DBStream can be successfully operated.

In the future, DBStream will serve as a repository for network monitoring data in the FP7 project mPlane [101]. There, it will receive and store a continuous stream of data from Tstat [57] probes. This data will than be processed by several analysis modules implemented in CEL and made available for visualization in other external systems. In addition, we will investigate the applicability of DBStream to the data from industry 4.0 approaches as well as other data domains where sensor or other measurements need to be continuously be analyzed.
8. Botnet Detection

In the last years, botnets have become one of the major sources of cyber-crime activities carried out via the public Internet. Typically, botnets serve a number of different malicious activities such as DDoS attacks, email spam and phishing attacks. In this chapter we validate the DNS failure graph approach introduced in [79]. We apply a modified and improved version of this approach to an operational 3G network with an user basis at least one order of magnitude larger as in [79]. Since the monitoring system METAWIN offers anonymized Mobile Station (MS) identifiers, we are able to track the identified botnets over a period of several weeks. Our approach identifies several non overlapping groups of malware infected MS which are part of botnets. In Section 8.4, we present the malicious activities of the groups of MS participating in the most suspicious activities. We end this chapter with a description of how the accuracy of our detection approach could be improved in the future by correlating the knowledge obtained by applying our method in different networks.

This chapter is based on the publication [20]. The writing of this paper was mainly done by the author of this thesis. Antonio Paciello was implementing and running most of the experiments as part of his master thesis. Peter Romrer-Maierhofer helped in improving the writing and rewrote some parts of the original paper.

8.1. Related Work

The authors of [79] detect groups of malicious hosts by the analysis of DNS failure graphs. They decompose the bipartite graph of host names interacting with failed DNS requests on a daily basis. By the application of a complex graph decomposition algorithm based on tri-nonnegative matrix factorization introduced in [80] they are able to extract dense subgraphs from the DNS failure graph. With their approach, they are able to track the largest group of malicious hosts over a period of two weeks.

Although our approach is largely based on [79] we extend the state of the art in two ways:

1. The authors of [79] apply their approach to data captured at a campus network
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of approx. 20k hosts. Whereas we apply our extended approach to data captured from an operational 3G network with an at least two orders of magnitude larger user population. This required highly optimized algorithms as well as the use of a high performance monitoring infrastructure.

2. Since we relay on the METAWIN monitoring system which provides anonymized stable MS identifiers we are able to implement a novel cluster tracking method not suffering from the effects of IP churn, detailed in [144].

Other related approaches can be summarized as follows. The authors of [97] introduce an approach for the identification of malicious botnets using Domain Generation Algorithms (DGAs) to hide suspicious activities. They analyze DNS queries for non-existing domain names, short NXDOMAIN queries, in two ways: First, they exploit string-based characteristics to cluster NXDOMAIN names into groups. Second, they filter false positive clusters by the application of a supervised classifier. Finally, they construct a DGA classifier able to identify known as well as previously unknown botnet clusters. In addition, they show the effectiveness of their approach by the application to a dataset of domain names and are able to reveal several botnets. Their work is different from our work in the following regard. Whereas we rely on graph characteristics of MS requesting NXDOMAIN names, their work is based on string similarity of the requested names.

The authors of [36] present a botnet detection system called BotGAD. In their work, they investigate host group activity based on the extraction of certain statistical features from DNS traffic, like e.g. the number of DNS queries sent per host. They show that their approach is able to detect botnets such as the Storm Peer-to-Peer (P2P) botnet. Their investigation of host group activity is similar to the work presented in this chapter. However, we focus on a graph clustering-technique and mainly rely on unproductive, NXDOMAIN DNS traffic.

Although the approaches presented in this section already exploit host group activities to identify malicious botnets, to the best of our knowledge we are the first to use stable MS identifiers. This enables us to track botnets over extended time periods of several weeks or even months. In addition, we show that the presented approach can also be applied in operational 3G networks with a much larger user basis.

8.2. Definitions

A botnet is a set of hosts that is controlled by a central malicious server instance — typically called botmaster or Command and Control (C&C) server — in order to perform
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different types of distributed malicious activities such as sending spam email, participating in DDoS attacks or stealing private information. Since we apply our botnet detection approach to a 3G network, we use the term Mobile Station (MS) instead of host in the follow-up of this chapter. Once a MS becomes infected by the botnet-specific malware it is controllable by the botmaster, typically without any knowledge of the owner of the infected MS. The main challenge of a botnet operator is to hide any information exchange which could be associated with malicious activities from both, the owner of the MS, as well as the operator of the network serving the infected MS. Accordingly, the traffic between the C&C server and its botnet clients is hidden in order to avoid the detection and removal from the botnet, by e.g. blocking the MS or the removal of the malicious software from the infected client.

One technique for hiding botnet-related traffic is called domain flux \[128\]. It is based on a Domain Generation Algorithm (DGA) used for generating pseudo-random domain names valid only for a short period at a specific point in time. The botnet owner registers the pseudo random domain name shortly before it will be used by the botnet. Therefore, the domain name of the C&C server can be changed over time and is hard to block or remove from the DNS sub-system. The algorithm for detecting malicious botnets presented in this chapter is specifically tailored for the identification of botnets based on domain flux.

With the recent spread of smartphones and tablet computers the problem of user equipment security has become highly relevant also for operators of mobile networks. For instance, the authors in \[8\] present a study of possible attack scenarios specifically affecting mobile computing devices. Mobile devices are very attractive victims for potential botnet operators, since such devices tend to be operated in an always-on manner and hence provide continuous availability of distributed computational capacity and network bandwidth. Accordingly, we believe that studying botnets in mobile networks has become an issue of critical importance.

In this chapter, we perform a validation of the basic principles presented in \[79\], and show that their approach is applicable also in our scenario of an operational 3G network. Based on the findings established in \[79\], we advance the proposed methods by \(i\). introducing stable user identifiers allowing the long-term tracking of infected hosts, and \(ii\). adapting the proposed methods for the application within a significantly larger network scenario.
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8.3. DNS Failure Graphs

In this chapter we analyze DNS traffic captured at the Gn link of an operational mobile network using the METAWIN system detailed in Section 6.2. In contrast to other approaches, based on DNS queries reaching only a single DNS server, we are able to capture all DNS queries, including those sent to provider-internal as well as external DNS servers, operated e.g. by Google Inc. In fact, one strategy of malicious software is to change the DNS server from the default to a DNS server under the control of the cyber criminals. The data used for the presented analysis was captured during the second half of 2012. Based on the analysis of 3GPP-specific tunneling messages the METAWIN system provides the assignment of an irreversibly anonymized MSID to each monitored DNS packet. It is important to note that this MSID is a stable identifier that refers anonymously to one single MS, regardless of which IP address might be dynamically assigned to the MS at any point in time. Within our analysis, DNS request and response pairs are correlated online and are forwarded to the centralized DSW TicketDB, where all subsequent analysis are performed. The architecture of the TicketDB system is presented in Section 3.2 of this thesis.

![Diagram of the DNS-based online botnet detection system]

Figure 8.1.: General overview of the whole botnet detection system.

In Figure 8.1 we give a general overview of the steps performed by our DNS-based, online botnet detection approach. We start the generation of the domain name to MS
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domain-MS graph in the following) by the separation of DNS traffic into unproductive (i.e. all DNS queries which did not receive an answer) and productive (i.e. all DNS which were answered) queries. Unproductive DNS traffic is defined as all DNS queries which are answered with the NXDOMAIN flag set, indicating that no IP address could be found for the queried name in the whole world-wide DNS subsystem. For the identification of groups of malicious hosts we mainly rely on unproductive DNS traffic. Later on, we learn from the productive DNS traffic which kind of valid domains are contacted by infected hosts. This allows us to track the active communication of the identified botnets.

In our analysis we found that many failed queries are caused by out-dated services, mis-spellings, wrongly configured clients and DNS overloading (i.e. applications using the DNS subsystem for services other than resolving host names to IP addresses). Those NXDOMAIN queries do not correspond to botnet activity and are therefore labeled accordingly. The full details of the labeling system, which assigns labels not only to domain names, but also to MSs and DNS servers, are presented in Section 8.3.2. As shown in Figure 8.1 the established labels are forwarded to the filtering process which discards all NXDOMAIN queries which are highly likely to not correspond to malicious activities. Within the filtering process the domain-MS graph of the remaining unproductive queries is analyzed in detail. Note that this graph is bipartite, i.e. all edges in the graph are connected from the set $M$ of MSs to the set $D$ of domain names. From this bipartite graph, we calculate the corresponding adjacency matrix. This matrix has one row for each MS and one column for each domain name. We then apply the Adjacency Matrix Reordering algorithm based on the Hamming distance (described in detail in Section 8.3.3) to this adjacency matrix. The algorithm works by exchanging rows with each other in such a way that more similar rows end up closer to each. It is not only applied to rows, but also to the columns of the matrix. The resulting adjacency matrix visually reveals groups of MSs contacting certain overlapping groups of NXDOMAIN names. The next challenging task is to extract those groups from the reordered matrix. For this purpose, we apply the density-based DBSCAN clustering algorithm introduced in [53]. The full details of this clustering approach are presented in Section 8.3.3.

Not all clusters extracted from the reordered matrix are associated with malicious botnet activities. Therefore, we introduce a novel sorting mechanism based on the number of unique Second Level Domains (SLDs) accessed by the MS of a cluster. We call this sorting mechanism, detailed in Section 8.3.3, SLD Ratio Analysis. We validate our approach by manually investigating the top five clusters, presented in Section 8.4. This investigation revealed that two of the clusters can be associated with the previously
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known botnets called Conficker and Torpig, another group might be involved in email spamming and yet another group show the behavior typical for a browser hijacker. After a detailed study of the last group of hosts we discovered that it is part a novel, previously unknown botnet. This botnet is used for Bitcoin mining and was also reported by other researchers in [74] nearly two years after our original study was conducted.

For further investigation of the identified Conficker cluster — which forms the largest group of malicious hosts — we finally extract the participating MSs and implemented a novel tracking approach, based on the Domain Cluster Ratio (DCR) (see also Figure 8.1). We present the results obtained from tracking the Conficker cluster over a period of two weeks and another cluster over a period of three month in Section 8.4.

8.3.1. Initial Data Processing

The first step of our botnet detection approach is the generation of the domain-MS graph. Therefore, per day we create a table from the DNS request response pairs generated by the monitoring system. This table has the following schema: anonymized MSID, DNS RCODE\(^1\) (identifying if the query was answered or not), IP address of the used DNS server and the queried domain name. From this daily table, we create three derived tables. The first contains unique domain names and RCODEs. The second table contains each distinct DNS server. The last table connects the first two and contains for each distinct MSID two sets of pointers, one referencing the accessed domain names and the other referencing the accessed domain names.

8.3.2. Labeling Unproductive DNS Traffic

In our approach, we assign labels to MS, domain names and DNS servers to separate suspicious from legitimate, non-suspicious unproductive DNS traffic. The amount of unproductive DNS traffic is a considerable share of all DNS traffic. In the 3G network under study, 13% of all distinct domain names are only used in unproductive DNS queries.

We label domain names as whitelisted by comparing them with a manually created list of non-suspicious domains. In total, this whitelist consists of 90 entries, 50 of which are derived from the top 50 Alexa domain names of Austria\(^2\). Additional whitelist entries are create by a manual inspection of unproductive domain names. We sort the domain names by the amount of unproductive DNS traffic they produce and create whitelist

---

\(^1\)Please refer to the RCODE definition in the DNS RFC [108] for the exact details.
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entries from the domain names known to be not suspicious. Most of the manually created whitelist entries are regular expressions matching domain names with a common suffix (e.g. facebook.com). Other entries contain fully-qualified domain names or IP reverse lookup domains. In total, whitelisting plus queries for non-Top Level Domain (TLD) domains (meaning the last part of the domain is not among the valid TLDs like e.g. .at, .com, .org, etc.) correspond to 41% of all unproductive DNS traffic.

Next, we also exclude DNS misconfigurations, causing approx. 5% of all distinct unproductive domain names in the first day of our analyzed dataset. A typical misconfiguration example looks like this: www.example.com.example.com. In our analysis, we consider all unproductive domains, which have a TLD as a third level domain to be misconfigurations. Although our misconfiguration analysis may produce false positives we manually verified that the amount of false positives is negligible.

Another source of failed queries is DNS overloading, where the DNS infrastructure is used for other services, like e.g. blacklist lookups. DNS overloading is responsible for approx. 4% of unproductive distinct domain names. Therefore, failed DNS queries, produced by known services are labeled as DNS overloading. In order to increase the reproducibility of the obtained results, we provide here a list of all DNS overloading domains we use: spamhaus.org, rfc-ignorant.org, surbl.org, uribl.com and spamcop.net.

Last but not least, we label DNS servers belonging to the private IP space, like e.g. 192.168.*.* as private DNS servers. We exclude unproductive DNS traffic sent exclusively to servers inside the private IP space as defined by RFC1918 [112]. This this type of legitimate unproductive DNS traffic corresponds to approx. 2% of all unproductive distinct domain names.

8.3.3. Identifying Groups of Suspicious Clients

In this section we present the algorithm we apply to the bipartite domain-MS graph to identify suspicious clusters. The idea of reordering the adjacency matrix of this graph was introduced in [79], but no specific details of the used reordering strategy are given by the authors. In this chapter, we provide the full details of our reordering approach able to detect several DGA-based malicious botnets as shown in Section 8.4.

First we exclude all legitimate unproductive domain names labeled as whitelisted, misconfiguration or DNS overloading from the list of domains. We also exclude domain names sent to DNS servers in the reserved IP address space. For each remaining unproductive domain name we count the number of distinct MSs requesting that domain name. Since we focus on the discovery of malicious group activity we exclude domain names requested only by one single MS. Next, we extract the domain-MSIDs subgraph
only for the remaining domain names. Subsequently, we export the adjacency matrix of this subgraph and apply our simple and yet effective Hamming distance based reordering algorithm presented in Algorithm 6.

Algorithm 6 Hamming distance reordering algorithm.

```python
function hamming_reorder(vectors):
    output = dict()
    next = find_longest_vector(vectors)
    output[0] = next
    for i = 1; i < len(vectors); i++ do
        min = MAXINT
        for vec in vectors do
            dist = hamming_dist(output[i], vec)
            if dist < min then
                min = dist
                next = vec
            end if
        end for
        output[i] = next
        remove(vectors, next)
    end for
    return output
end function
```

From the exported adjacency matrix, we first generate a hash table that maps each MS to the set of domain names it contacted. Now, we reorder this hash table by means of the `hamming_reorder` function. Next, we take the output and transform it into a domain name hash table, mapping each domain name to the set of MS requesting it. This step is equivalent to creating the transposed reordered adjacency matrix. Again, we apply the `hamming_reorder` algorithm to this hash table.

In Figure 8.2 the effect of our Hamming distance reordering algorithm is shown. The fully reordered matrix is shown in Part 8.2b. In this part, several groups of MS contacting sets of overlapping domain names can be visually identified. In order to automatically extract those dense groups, we apply the DBSCAN algorithm introduced in [53], using the reordered adjacency matrix as a two dimensional space. After evaluating several other clustering algorithms, we choose DBSCAN for to the following reasons:

- It is a density-based algorithm, and the groups exposed by the Hamming distance reordering are dense.
- It is very stable w.r.t. noise.
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(a) Original unsorted adjacency matrix. (b) Output of the Hamming distance based reordering algorithm.

Figure 8.2.: Visual representation of the effect of the Hamming distance based reordering algorithm.

- It does not require the number of clusters, which is typically unknown, as a parameter like e.g.
  the k-means algorithm.

We use the DBSCAN implementation provided by the tool Environment for Developing KDD-Applications Supported by Index-Structures (ELKI) [4], along with the parameters $\epsilon_{ps} = 20$ and $\text{minpts} = 50$. This parameter setting was found empirically by visually evaluating several different sets of parameters and the resulting cluster quality. The output of the DBSCAN algorithm is a cluster ID per domain name and MS pair, which we import into TicketDB for further analysis. In total we obtain 63 clusters of which not all are caused by malicious activities.

Recall that we focus on the detection of DGA-based botnets which produce pseudo random SLDs in order to make SLD-based traffic filtering more cumbersome for security experts. Accordingly, we propose a cluster sorting approach referred to as SLD ratio, which is based on the number of unique unproductive SLDs. More specifically, the SLD ratio ($SR_K$) of cluster $K$ is the number of unique SLDs ($SLD(D(K))$) divided by the number of unique domain names ($D(K)$) contacted by cluster $K$, given by

$$SR_K = \frac{SLD(D(K))}{D(K)}.$$  (8.1)

The SLD ratio analysis may exclude malicious clusters querying the same SLD over and over again. While our focus lies on the detection of botnets deploying a diverse set of SLDs, we are aware that the above introduced filtering strategy might result in botnets being undetected if they are designed to rely only on a few different SLDs. However,
our approach focuses on the detection of malicious botnets using DGAs, which explicitly rely on using many different SLDs. Finally, we order all found clusters by their SLD ratio.

8.4. Tracking Clusters of Malicious Hosts

In this section we introduce the Domain Cluster Ratio (DCR), measuring to which extent a certain productive domain name has been accessed by the hosts of a malicious cluster. In Section 8.4.1, we present the details of the top five malicious clusters according to the SLD-ratio ordering. Finally, in Section 8.4.2 we present the results of tracking two botnets over an extended time period.

Our DCR approach is based on the following idea: If a domain name is almost exclusively accessed by a cluster of malicious hosts we can identify additional infected hosts, if they access the same active domain name. This approach enables us to identify also infected hosts not generating a lot of unproductive DNS traffic.

The DCR analysis works as follows: For a malicious cluster $K$ we define $S(K)$ to be the set of MSIDs belonging to cluster $K$. We compute the DCR for all active domain names accessed by this cluster, defined as:

$$DCR(j, K) = \frac{N_K(j)}{M(j)}.$$  \hfill (8.2)

Where $M(j)$ is the set of all MSIDs requesting the domain name $j$, and $N_K(j)$ is the number of MSIDs of cluster $K$ requesting $j$.

In addition, we define the Cluster Internal Ratio (CIR) as:

$$CIR(j, K) = \frac{N_K(j)}{S(K)}.$$  \hfill (8.3)

In order to separate the malicious from non-malicious domain names, we first compute the DCR and CIR for each active domain name of cluster $K$. In a second step we filter non-malicious domain names of cluster $K$ if the $CIR(j, K) < a$ and $DCR(j, K) < b$. For each cluster the parameters $a$ and $b$ have to be found empirically, by manually investigating the distribution of the DCR and CIR values. While we are aware that the manual tuning of this threshold parameters is a critical step, the presented filtering algorithm is on-going work and subject to future refinements. In this respect, the results presented in the next section are to be considered preliminary.
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(a) Cluster A (Conficker) tracked over 14 days.

(b) Cluster B (tang0-hotel.com) tracked over 83 days.

Figure 8.3.: Number of MSIDs vs. time for clusters A and B.
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8.4.1. Dissecting Identified Clusters

In this section, we present our findings about the top five clusters of malicious hosts sorted according to their SLD ratio. Table 8.1 shows all five clusters along with their size and SLD ratio.

<table>
<thead>
<tr>
<th>ID</th>
<th>SLDs</th>
<th>SLD Ratio</th>
<th>Unique MS</th>
<th>Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>91</td>
<td>1</td>
<td>62</td>
<td>Conficker botnet</td>
</tr>
<tr>
<td>B</td>
<td>13</td>
<td>1</td>
<td>20</td>
<td>New botnet (Bitcoin mining)</td>
</tr>
<tr>
<td>C</td>
<td>44</td>
<td>1</td>
<td>7</td>
<td>Ad/Spyware</td>
</tr>
<tr>
<td>D</td>
<td>81</td>
<td>1</td>
<td>6</td>
<td>Email spam</td>
</tr>
<tr>
<td>E</td>
<td>58</td>
<td>1</td>
<td>5</td>
<td>Torpig botnet</td>
</tr>
</tbody>
</table>

Table 8.1.: Top five malicious clusters identified on day one.

**Cluster A** - The active domain names of this cluster include: e.g. lhnwrocb.org (registered by Conficker Cabal, Microsoft\(^3\)), iogwlwdyctr.info (registered by Conficker Holding Account, Afilias) and uulxrhfqnxs.cn (unknown). In total four unique IP addresses are returned for more than 100 different randomized domain names. While three IP addresses are hosted by a known Conficker honeypot, the fourth IP address is listed in the email blacklist of spamhaus.org and it resolves to an access network of an ISP providing Internet access to home customers. This strongly suggests that this IP address is in fact the operational C&C server a Conficker botnet.

**Cluster B** - Nearly all MSs of this cluster contact a domain name called tang0-hote1.com. While it is hard to get reliable information about this domain name, we discovered that two of the four associated IP addresses are blacklisted by www.apews.org. In addition, a Google search for ”tang0-hote1.com” returns around 80 results, many of them relating this domain to botnet activity. The first occurrence is from February 2012, where it is related to the ”XP Internet Security 2012” malware. Another occurrence relates it to the Dropper malware, which is then used to install a BitMiner malware.

Now, nearly two years after the original botnet detection was conducted it is known that those hosts participated in a malicious botnet. The authors of [74] report that the domain name tang0-hote1.com was used as a proxy server for the Bitcoin mining botnet ZeroAccess.

**Cluster C** - All seven unique MSs of this cluster ask for domain names related with incredimail.com. In total, they request 165 distinct domain names,\(^3\)

---

\(^3\)In this chapter details about the requested domain names (e.g. registrant, blacklist membership etc.) have been retrieved by relying on www.robertex.com.
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e.g. www.incredidating.com or www.smileymessage.com, which all resolve first to www6.incredimail.com and then to the IP address 149.126.77.220. We believe those hosts are infected with incredibar, a malicious browser hijacker, responsible for changing DNS settings (Please refer to www.2-spyware.com/remove-incredibar.html for more details).

**Cluster D** - This cluster is, to the best of our knowledge, involved in email spamming. The top MS produces 120k and the bottom MS still 14k DNS MX queries per day. DNS MX queries are used by email servers to find the mail server for a given domain. The exceptionally high amount of DNS MX queries sent by the hosts of this cluster strongly indicates that this cluster corresponds to a botnet used for email spamming.

**Cluster E** - Active domain names of this cluster often start with four random characters and end in “ierihon.com”. The IP addresses of those domain names are associated with the Torpig bot (e.g. ssahierihon.com and skohierihon.com are registered by Torpig Cabal, Holland).

### 8.4.2. Long-term Botnet Tracking

We now present our findings obtained by the long-term tracking of the cluster A and B mentioned above. Cluster A was tracked by relying on the CIR and DCR defined earlier. We manually evaluated the best values for the CIR and DCR and set them to 0.1 and 0.3 respectively, providing the best results for cluster A.

Figure 8.3a shows the evolution of the number of distinct MSs over time for cluster A evaluated over a total period of 14 days. We observe a steady increase over time in the number of distinct, participating MSs. Although the growth rate of cluster A decreases over the measurement period, even after 14 days the total number of participating MS seems not to be reached yet. Accordingly, qualifying the total amount of hosts infected by this botnet requires an extended measurement period, longer than the 14 days analyzed here. It is interesting to note that the number of unique active bots per day is around 75, while it is around 120 when measured for two consecutive days. As shown in Figure 8.3a, we observe a similar increase for measurement periods over larger time intervals.

This increase in the number of active MS may be explained by different phenomena. For instance, an infected MS might be inactive on some days, since e.g. the infected laptop was switched off on a particular day. The size of the botnet might change dynamically, increasing by newly infected MS and, at the same time, decreasing when malware is removed from previously infected hosts. Moreover, the botnet might also use other communication channels which we have not discovered yet. Ultimately, at this point we may even speculate that different bots are activated only on some days.
in order to hide the total size of the botnet infection from the network operators and security experts. The latter phenomenon is difficult to investigate when only relying on dynamically assigned IP addresses for host identification as it is the case in most botnet identification approaches. The website www.shadowserver.org tracks about 2 million unique IP addresses of Conficker-infected hosts per day. Our results indicate that the number of infected hosts might be one order of magnitude larger than the one reported there, when measured over longer periods and by means of a stable host identifier.

In order to investigate cluster B we simply track all MSs querying tang0-hote1.com. Figure 8.3b shows the evolution of cluster B over a total period of 83 days. While the qualitative shape of the time series is comparable to the one of Figure 8.3a, we observe a decrease of the number of infected hosts in the first half of the measured time period.

8.5. Summary

In this chapter we validated our approach to DNS failure graph based botnet detection originally introduced in [79] by applying it to an operational 3G network. We evaluated the performance of our approach and report in detail on five malicious clusters found in the network under study. The MS of those clusters were involved in activities such as e.g. unwillingly mining Bitcoins and browser hijacking. We also revealed communication activities with C&C servers of known botnets like e.g. Conficker and Torpig. In contrast to the work in [79] our stable MSIDs allow us to track clusters of infected hosts over extended time periods.

In the future we plan to improve our approach by integrating data from multiple separated networks. For instance, if the botnet detection approach presented in this chapter is applied only within a single network, local DNS misconfigurations or other problems affecting certain network-specific user groups may complicate the detection of actual botnets. If it is possible to demonstrate that groups of hosts showing the same suspicious behavior exist in both networks it is more likely that this behavior is caused by an external source, like e.g. a botnet. Therefore, a combination of monitoring data from different networks may increase the accuracy of our approach.
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Machine-to-Machine (M2M) network traffic is becoming highly relevant in nowadays mobile networks. The ever-increasing number of M2M devices is heavily modifying the observed traffic patterns and the interest in discovering and tracking these devices is rapidly growing among operators. In this chapter we introduce MTRAC, a complete approach for M2M TRAffic Classification, capable of discovering M2M devices from coarse-grained measurements. MTRAC uses several different Machine Learning (ML) algorithms to unveil previously undetected M2M devices in mobile networks. It relies on very simple traffic descriptors to characterize the communication patterns of each device. These descriptors are robust against traffic encryption techniques, and improve the portability of the MTRAC approach to other types of networks or usage scenarios. The MTRAC approach is implemented on top of the DBStream system presented in Section 3.4. Utilizing DBStream allows to classify M2M devices on an online basis, using different temporal and logical traffic aggregations. We study the performance of MTRAC for the online classification by applying it to more than two months of traffic observed in an operational, nationwide 3G/4G mobile network. The flexibility of DBStream enables us to compare many different ML algorithms and different traffic aggregation techniques. To the best of our knowledge, MTRAC is the first ML-based approach for automatic M2M device classification in operational mobile networks.

This chapter is based on the publication [21] accepted at IEEE International Conference on Communications 2015 (ICC) and will be presented in June of 2015. The author of this thesis is responsible for conducting the experiments, the main writing and coordination of the work. Philipp Svoboda, is responsible for analyzing and selecting the most promising features from the dataset. Pedro Casas is responsible for guiding the work in a scientific way and several writing improvements and additions as well as the name MTRAC.
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9.1. Related Work

The field of automatic network traffic classification has been extensively studied during the last decade [42, 138]. The specific application of ML techniques to the traffic classification problem has also attracted large attention from the research community. A non-exhaustive list of standard supervised ML-based approaches includes the use of Bayesian classifiers, linear discriminant analysis and \( k \)-nearest-neighbors, decision trees and feature selection techniques, and support vector machines. Many unsupervised and semi-supervised learning techniques have been used for network traffic classification, including the use of \( k \)-means, DBSCAN, and AutoClass clustering. Also the GRIDCLUST algorithm presented in [123] and its later extension to the BANG-clustering system [124] are good candidates for being used in NTMA applications, due to their computational efficiency on large datasets. We point the interested reader to [102] for a detailed survey on the different ML techniques applied to network traffic classification.

More recent approaches for traffic classification focus on the specific analysis of the applications running on top of HTTP/HTTPS [54, 23], including modern the analysis of modern Internet services such as e.g. YouTube, Facebook, WhatsApp, etc.

The particular classification and analysis of M2M traffic and M2M devices has very recently emerged as a need to understand the novel traffic patterns such devices introduce. So far only a few papers are available. The most relevant work on M2M traffic characterization is provided in [125], where authors present an extensive analysis of the traffic generated by M2M devices in the AT&T US mobile network. They apply a Type Allocation Code (TAC)-based approach to separate M2M from other devices. Finally, the authors of [89, 86, 88] have recently started to investigate the problem of M2M device classification. They mainly work with offline datasets and use fine-grained traffic descriptors at the packet level to perform the analysis.

The MTRAC approach presented in this chapter aims at the classification of M2M devices in mobile network traffic. The whole system is operated in an online basis and relies only on coarse-grained traffic descriptors at the user session level. To the best of our knowledge, MTRAC is the first system able to perform online ML-based M2M classification in operational mobile networks.

9.2. Motivation

Mobile ISPs have witnessed an astonishing increase of heterogeneous devices connected to their networks in the last years. From end-user devices such as smartphones and
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tables, to Machine-to-Machine (M2M) devices such as telemeters, POS terminals, telematic sensors, etc. These novel devices introduce new traffic patterns and impose new challenges to the operation of mobile networks. The M2M scenario is of particular interesting among mobile ISPs, as the traffic generated by M2M devices might result in difficult to handle or even harmful traffic patterns. As previous studies [125] have shown, specific M2M devices may generate traffic in a synchronized fashion, which may ultimately lead to a denial of service caused by limited resources at the Radio Access Network (RAN) or even the Core Network (CN).

In general terms, M2M traffic and M2M communication refers either to the automated transfer of data among devices and central servers or the communication between such devices connected via P2P networks [143]. The main purpose of such devices is monitoring and/or controlling of remote processes, without direct human interaction. With the availability of affordable technology and the ever-increasing penetration of mobile connectivity, billions of M2M devices will be connected to mobile networks within the next decade. In fact, the Cisco VNI forecasts about 2 billion M2M devices worldwide already by the end of 2018. Especially the data plane of current mobile networks is primarily designed and optimized for smartphone usage. The increasing population of M2M devices may very soon increase the network management complexity.

For those reasons, a main goal for mobile ISPs is to track the evolution and the traffic generated by M2M devices connected to their networks. A first step is to distinguish between M2M and non M2M devices. One standard approach followed by mobile ISPs to identify M2M devices is by its hardware model [125], which can be inferred from its TAC by using the TAC databases of the GSM Association. This hardware model information is generally complemented with device templates which provide a categorization of M2M devices, based on the device type (e.g., laptop, modem, POS, router, telemetry, etc.)\(^1\). These templates are manually produced from public information such as product brochures and specification sheets. Due to its manual construction, the TAC-based approach imposes several limitations to the classification and discovery of M2M devices. In particular, new devices which are not yet included in the templates can not be classified. In other network scenarios, like e.g. fixed-line or WiFi networks, the TAC number is not available as the used protocols do not expose TAC information. In addition, M2M devices might be connected to the 3G network via USB-sticks and multiple M2M devices might be connected over one single 3G router. Other devices might be connected via the smartphone of the user over Bluetooth. Therefore, it is also interesting for mobile

\(^{1}\)For example, the AT&T specialty vertical devices template at \url{http://www.rfwel.com/support/hw-support/ATT_SpecialtyVerticalDevices.pdf}. 
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ISP s to identify devices which show a behavior similar to M2M devices.

To avoid the limitations of the TAC-based approach, we introduce MTRAC, a novel traffic classification approach to automatically identify M2M devices in operational 3G networks. MTRAC relies on supervised machine learning algorithms to extract behavioral models reflecting the traffic patterns generated by M2M devices. These models are then applied to classify the devices observed in the network in an online basis, relying on the DBStream system presented in Section 3.4. The models are extracted in a learning phase, using the labels provided by the TAC-based approach as ground truth. One of the salient characteristics of MTRAC is that it relies only on very simple traffic descriptors or features to characterize the associated devices. In particular, for each session of a device only the total uploaded and downloaded bytes and the start and end of the session are kept as features. Multiple sessions associated with the same device are then aggregated into a single feature vector and used for classification. The notion of session used in this chapter is further described in Section 9.3. Relying only on such a simple and small number of features has multiple advantages:

1. It improves the portability of the MTRAC approach to other contexts such as fixed-line and WiFi networks, as those features are available in any ISP data warehouse.

2. It avoids visibility problems induced by traffic obfuscation and encryption approaches like e.g. Hypertext Transfer Protocol Secure (HTTPS), as the selected features are robust towards those techniques.

3. It results in an improved system efficiency in terms of computational time and storage capacity, as the data volumes that have to be stored and analyzed are highly reduced.

9.3. Feature Extraction and Selection

This section describes the features extracted from the monitored network traffic, which are used as input to MTRAC to discriminate between M2M and non M2M devices.

The authors of [86] define a set of features able to identify M2M devices with high accuracy. However, the assumption in this work is the availability of fine-grained traffic descriptors at the packet level. In contrast, in this work we rely only on coarse-grained network data on a per session level. A session in this chapter is defined to be equivalent to a PDP-context of a device in a mobile network [114], but could be defined in any other standardized way, like e.g. based on traffic time-outs common in fixed-line or
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WiFi networks. For each session we collect the following basic descriptors: \texttt{<uploaded, downloaded bytes, session start, session end, anonymized device ID>}. Generally speaking, these simple descriptors are available and collected in any mobile network for billing purposes, thus making our approach easily portable to other networks. In addition, as none of these descriptors require any information inside the payload of the traffic, they are privacy preserving and, at the same time, insensitive to encryption and obfuscation techniques.

In [89] it was shown that the statistical properties of the traffic aggregated at the session level differ significantly from those at the device level. Next, we review some of the features extracted from the aggregation of the traffic at both session and device levels, which are then used in the classification process. The curves in this section are labeled as M2M and non M2M based on the TAC-based technique described before. Figures in this section are re-normalized due to NDA constraints with the mobile network operator.

Figure 9.1 shows the impact of aggregating single sessions by the device generating them. The general rationale behind the discrimination between M2M and non M2M devices is that the former behave less randomly than the latter. As a result, we expect that by aggregating sessions per device, the resulting patterns will diverge stronger. Figure 9.1a shows the distribution of the downlink to uplink ratio of traffic volume per session and per device, for M2M and non M2M traffic. This feature has been shown to be highly efficient in discriminating between M2M and non M2M devices as reported in [125]. We calculate the Empirical Distribution Function (eCDF) of the downlink to uplink ratio once for individual sessions and once after aggregating the volume per device, considering all the sessions of a single day. Note how the separation between M2M and non M2M devices increases for the per device aggregation. This feature allows for a first strong separation of M2M and non M2M devices. However, due to difference of one
order of magnitude in population size between the two groups, the remaining FPR for the M2M class is still above 50%.

The authors of [88] have shown that M2M sessions are discrete in many dimensions, e.g., constant packet size or frequency. Therefore, we extract similar dimensions, available in our reduced dataset to be used as features in the later classification process. As an example, Figure 9.1b gives the normalized histogram of the session duration on a log-scale for both groups. As expected, the M2M group shows a high number of spikes in the histogram. Interestingly, similar spikes are also present for the non M2M group. A deeper analysis revealed that the main spikes found in the non M2M group can be accounted to timeout settings in common operating system, like e.g. Windows 7. Besides this unexpected results, there is still a very clear shift of one to two orders of magnitude between both groups, making it a good feature candidate. Similar results are observed for other dimensions such as uplink or downlink session size.

Figure 9.2 shows a similar histogram as the one presented in Figure 9.1b, but for the uplink bytes per session. The left side of the figure shows the results for non M2M group and the right side gives the M2M results. The first row depicts the estimated distribution of the bytes per session in the uplink direction. The second row shows what we call extended features, referring to additional features which are extracted from the estimated distributions. These extended features are computed from the statistical properties of different dimensions when binning the distributions around their spikes. For example, one might compute the total uplink bytes for each of the modes of the distribution (Up Bytes), or the duration of the binned spikes (Duration), or the time elapsed between the start of one session and the following (S2S), and so on. In particular, the second row of Figure 9.2 shows the mean to median ratio for some of these extended
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<table>
<thead>
<tr>
<th>ID</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Per device and day</strong></td>
</tr>
<tr>
<td>1</td>
<td>Sum of upload volume (bytes)</td>
</tr>
<tr>
<td>2</td>
<td>Sum of download volume (bytes)</td>
</tr>
<tr>
<td>3</td>
<td>Sum of connection time (seconds)</td>
</tr>
<tr>
<td></td>
<td><strong>Histogram per day</strong></td>
</tr>
<tr>
<td>4</td>
<td>Strongest spikes upload volume (bytes)</td>
</tr>
<tr>
<td>5</td>
<td>Strongest spikes download volume (bytes)</td>
</tr>
<tr>
<td>6</td>
<td>Strongest spikes connection time (seconds)</td>
</tr>
<tr>
<td>7</td>
<td>Strongest spikes time between starts (seconds)</td>
</tr>
<tr>
<td></td>
<td><strong>Variations per day</strong></td>
</tr>
<tr>
<td>8</td>
<td>(binned) Unique values upload volume (bytes)</td>
</tr>
<tr>
<td>9</td>
<td>(binned) Unique values download volume (bytes)</td>
</tr>
<tr>
<td>10</td>
<td>(binned) Unique values connection time (seconds)</td>
</tr>
<tr>
<td>11</td>
<td>(binned) Unique values between starts (seconds)</td>
</tr>
<tr>
<td></td>
<td><strong>Correlation time series per device per week</strong></td>
</tr>
<tr>
<td>12</td>
<td>Upload volume (bytes)</td>
</tr>
<tr>
<td>13</td>
<td>Download volume (bytes)</td>
</tr>
<tr>
<td>14</td>
<td>Connection time (seconds)</td>
</tr>
<tr>
<td>15</td>
<td>Time between starts (seconds)</td>
</tr>
<tr>
<td></td>
<td><strong>Per device and week</strong></td>
</tr>
<tr>
<td>16</td>
<td>Frac. of upload to download volume</td>
</tr>
<tr>
<td>17</td>
<td>Download rate (bytes/s)</td>
</tr>
<tr>
<td>18</td>
<td>Upload rate (bytes/s)</td>
</tr>
<tr>
<td></td>
<td><strong>Conditional threshold</strong></td>
</tr>
<tr>
<td>19</td>
<td>Frac. upload/download volume inside download spikes</td>
</tr>
<tr>
<td>20</td>
<td>Frac. upload/download volume inside upload spikes</td>
</tr>
<tr>
<td>21</td>
<td>Frac. upload/download volume inside duration spikes</td>
</tr>
<tr>
<td>22</td>
<td>Frac. upload/download volume inside start to start spikes</td>
</tr>
<tr>
<td></td>
<td><strong>Conditional variations per day</strong></td>
</tr>
<tr>
<td>23</td>
<td>Frac. Mean to Median of uplink rate inside duration spikes</td>
</tr>
<tr>
<td>24</td>
<td>Frac. Mean to Median of downlink rate inside start to start spikes</td>
</tr>
</tbody>
</table>

Table 9.1.: Features investigated for M2M device classification.

Features. Note that the mean to median indicator is used to flag strong variations in the underlying set of values.

Adding the extended features to the classification process results in an increase of the detection rate to more than 90%. Table 9.1 presents all different investigated features. Whereas features from ID 1 to 15 all contain direct values, derived from the monitored sessions, features with the IDs 16 to 24 correspond to the extended features. Based on these two groups, we selected the best feature set for detecting M2M traffic. We used the well known Weka ML toolbox [72] to identify the strongest candidates, using correlation-based feature selection as evaluation approach, and best first search as exploring algorithm. In the remainder of the chapter, we consider the best 10 features obtained through this selection approach. Unfortunately, due to NDA constraints we
are not allowed to reveal which exact features are used in the later classification process.

9.4. Online M2M Classification

In this section we show how the features described in Section 9.3 are used in MTRAC to identify M2M devices in the operational mobile network of a European ISP. The features extracted from the session data of each device are stored along with the corresponding ground truth of the device, obtained through the TAC-based approach. Part of these data are used to build the ML-based classification models, training different classifiers using Weka. The trained models are finally installed into DBStream, and used in an online basis to assign a class to each of the monitored devices. Recall that our classification problem is a dichotomic one, in which a device is either classified as M2M or non M2M. As described in detail in Section 9.5, we use multiple ML-based approaches to improve the classification performance of MTRAC.

9.4.1. DBStream Weka Integration

MTRAC runs on top of our operational DSW DBStream presented in Section 3.4, tailored for the analysis of network monitoring data. We would also like to point the reader to Section 3.5 for a full description of CEL used to implement the classification jobs underlying the MTRAC approach presented in this chapter.

We extended DBStream by adding a new module able to interface with Weka, to perform online classification based on ML algorithms. This interface, enables its user to write jobs which take a table of feature vectors as input and output a new table containing the classification results. This interface relies on previously trained classification models and can be used for any classification purpose. Weka is instrumented to classify an exported time window of data. Then the classification results are imported back into DBStream. As soon as the time window is imported, it becomes available to other DBStream jobs for further processing or visualization.

9.4.2. Aggregating Sessions per Device

The main challenge when aggregating sessions per device is correct and sufficient timing. In an offline setting, one can aggregate all sessions per device available in the whole dataset and select only those devices which meet certain criteria to perform the classification. For example, one might restrict the classification only to those devices for which a minimum amount of at least \( N \) sessions have been observed. In contrast, in an
operational online setting, the dataset does not have a defined end. On the one hand, the amount of sessions used as input to the aggregation should be as high as possible. For example, features based on the session inter-arrival time can only be generated if more than one session is available and many statistical features benefit from more input data. On the other hand, the time it takes until the classification results are available should be as short as possible, thus reducing the number of sessions available in the aggregation period. As we show in Section 9.5, the classification performance increases with the number of aggregated sessions. Therefore, the user of such a system is facing an interesting discrepancy. She can either wait longer time until more sessions are available for aggregation and gain a higher classification performance, or receive the results earlier and accept the resulting lower classification performance.

We implemented two different session aggregation approaches to visualize this trade off. The first approach is called Simple Daily Aggregation (SDA) and is based on time, meaning that we execute the aggregation from sessions to feature vectors e.g. after 1, 2, ..., N days. The second approach, called Threshold Based Aggregation (TBA), is based on the number of sessions observed per device. The TBA approach is implemented using a rolling DBStream job (please refer to Section 3.5.3 for details on rolling/incremental DBStream jobs). The job starts from a table A containing all sessions from all devices as they are produced. We now want to produce a new table B in which all sessions are kept, until at least S sessions for a single device have been gathered. For simplicity reasons, let us assume we update B only once a day. A new time window of B is thus created by the union over all sessions of the current day stored in A, plus all sessions of all devices from the last time window of B which have not reached S sessions yet. The CEL job updating the tables for the TBA approach is shown in Algorithm 7. The result is that a session is moved from the old to the new time window of B, until there are S sessions available for that device. The session aggregation can now be applied on those devices of B, having at least S sessions and is stored in a new DBStream CT.

9.4.3. Establishing Ground Truth

Supervised classifiers need to be trained on a dataset containing the real class of the devices, i.e., the ground truth. Getting access to such labeled datasets is generally a very cumbersome process, especially in the case of an operational network. As mentioned before, we use the TAC-based approach to label most of the M2M devices. We then train classifiers using only those devices for which the real class is known. In the later evaluation of the different algorithms we reuse this ground truth to compute the accu-
9. M2M Traffic Classification

Algorithm 7 Incremental CEL job used in the TBA approach. Sessions are gathered in table A until at least \( S \) sessions per device have been collected.

```sql
<job inputs="A (window 1day primary), B (window 1day delay 1day)"
       output="B (window 1day)"
       schema="serial_time int4, devID text, s_start int4, s_dur int4,
                bytes_up int8, bytes_down int8" >

<query>
with t as (  
    select devID, count(*) as cnt from B group by 1 having count(*) > S  
)
/* Add all new sessions to B */
select * from A
union all
/* Add all sessions of yesterdays B, if they had less than S sessions */
select __STARTTS, devID, s_start, s_dur, bytes_up, bytes_down, from B old
    where not exists (select 1 from t where old.devID=t.devID)
</query>
</job>
```

...racy, the True Positive (TP) and the False Positive (FP) ratios to evaluate the applied algorithms.

9.5. Classification Performance Evaluation

In this section, we provide a detailed evaluation of the classification performance of MTRAC. In total we evaluate six different ML algorithms.

**Decision Stump** is a decision tree algorithm generating trees of only one level, therefore only a single feature is used to decide to which class a device belongs.

**J48** is a Java implementation of the well-known C4.5 decision tree learner provided by the Weka toolkit.

**Random Forest** is an algorithm which trains an ensemble of decision tree learners, each on a randomly selected subset of the given features using bootstrapping to generate unique sample subsets for each tree.

**Hoeffding Tree** is a special decision tree learning algorithm. It produces classification models quickly, which can be updated dynamically as soon as new items arrive.
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Naive Bayes is a statistical classifier based on Bayes theorem with a strong (naive) assumption that each feature is independent from each other feature.

SVM is a non-probabilistic binary classifier. Support Vector Machines (SVMs) typically provide high classification performance at the cost of long training phases.

Figure 9.3 depicts the accuracy, False Positive Ratio (FPR) and True Positive Ratio (TPR) for different session aggregations. In this figure, we only show the results of the J48 algorithm, given its dominant performance among the tested ones. The reported values are averages over the whole investigation period, excluding the training phase. The overall accuracy is high, which is mainly caused by the rather small fraction of M2M devices in the network, reported in detail in Figure 9.6. Therefore, the most relevant metrics for the classification performance are the TPR and FPR of the M2M class. The FPR of the M2M class is around 25% for the one day SDA aggregation. It improves to around 17.8% for the 7 day SDA approach, which is similar to the M2M FPR of 18.1% for the 10 session TBA approach. We achieve the best M2M FPR of only 11.7% by aggregating 160 sessions, meaning that instead of every 4th, we only misclassify every 9th device.

In Figure 9.4 we compare the FPR achieved by different classification algorithms. Here, we aggregate device sessions through the 10 session TBA approach. The days two to eight are used as training set, therefore this period shows a decreased FPR, most prominent for the random forest algorithm. In this classification problem, complex tree algorithms like the Hoeffding, J48 and random forest achieve the lowest FPRs. The very best performance is achieved by the random forest algorithm, but its very long training phase of several hours is a major drawback. The J48 algorithm provides the
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![Graph showing FPR per day for selected classifiers.](image)

Figure 9.4.: FPR per day for selected classifiers.

best balance between training time and classification performance. Therefore, we use the J48 algorithm for the remainder of this chapter. We also trained a SVM model, which surprisingly resulted in a classifier of very low performance, where nearly all the devices where classified as non M2M. We think this is caused by a strong overfitting of the SVM model to the training data, resulting in a low classification performance in the test dataset.

As shown in Figure 9.6, the fraction of M2M devices is small but represents definitely an important share of the devices in the network. Over the weekends, the relative share of M2M devices decreases. In our opinion this is the main cause for the decrease in the classification performance during weekends, which results in the spikes of the FPR shown in Figure 9.4. Identifying a device correctly as a M2M becomes harder since the overall fraction of M2M devices is lower. We tried to overcome this limitation by training different models for week and weekend days, which did lead to a very small but not substantial classification performance improvement.

In Figure 9.5 we compare the SDA to the TBA session aggregation approach, using J48 models in both cases. In the upper Part 9.5a we show the FPR for the SDA approach, aggregating sessions based on an increasing number of days. For each aggregation we export the first part, i.e. the first day, the first two days, etc., as training set for the J48 classifier. The FPR decreases with longer aggregation intervals, although aggregation intervals longer than 7 days do not seem to decrease the FPR any further. In the lower Part 9.5b we show the classification performance for the TBA approach. In general,
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Figure 9.5.: Comparison of our different session aggregation approaches SDA and TBA using a J48 classifier.

the FPR is lower than for the SDA. Also here, longer aggregation intervals result in a decreased FPR, which can get as low as 11.6% in average for $S > 160$. In total, the TBA approach performs considerably better for longer aggregation intervals as compared to the SDA approach.

Especially for the TBA approach, it is interesting to analyze how long it takes until a device is classified. To provide this insight, Figure 9.7 shows the normalized cumulative amount of devices reaching at least $S$ sessions. It is shown that the number of devices with more than $S$ sessions grows slower for larger thresholds. For example, for the $S > 160$ TBA approach, even after an investigation period of more than two months, only 33.8% of devices pass this threshold.
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In this chapter we introduced MTRAC, a novel approach for online M2M classification based on coarse-grained measurements. We started by explaining which informative features can be extracted from high-level session data. Next, we applied multiple different machine learning algorithms to train classification models and compared their performance. We presented two different approaches to aggregate sessions per device. Whereas the SDA approach can be applied early for nearly all devices, the classification performance of the TBA approach is considerably better. However, the TBA approach might take a long time until enough sessions for a device are available. We leave it as a choice to the user of MTRAC to decide whether to favor a low FPR or the ability to
classify a device as fast as possible.

In the future, we plan to extend the MTRAC approach to work with longer periods of data. As it already appears, in the last three weeks of Fig. 9.5b the FPR gradually increases. Therefore, we plan to apply advanced online learning methods to cope with this concept drift. In addition, we want to study the increased FPR over weekends in more detail. During weekends, the FPR is up to approx. 10% worse than on weekdays. Last but not least, we are planning to extend our approach from using session based to flow based data. Since the number of flows is a lot higher than the number of sessions, more information is available per device which might improve the performance of the overall approach.
10. Conclusion and Future Research Directions

In this thesis, we presented the evolution of DBStream, a Data Stream Warehouse (DSW) tailored for, but not limited to, Network Traffic Monitoring and Analysis (NTMA) applications. We have shown, that if instrumented correctly, a PostgreSQL database engine can process big amounts of data in a fast and efficient way. Furthermore, we demonstrated the practicability of the early TicketDB system by a botnet detection approach for mobile networks. This approach lead to the detection of a previously unknown botnet, which was afterwards confirmed by other scientists [74]. From this application, as well as others, we inferred useful insights on how to improve such a system to offer increased performance and higher flexibility at the same time. In a performance study, we demonstrated that the DBStream system can, installed only on a single node, outperform a cluster of 10 Spark nodes by a factor of 2.6, running the same query workload on the same dataset. The flexibility of DBStream was presented in another application, were it was instrumented to run multiple complex machine learning tasks. The resulting MTRAC approach, based only on the analysis of coarse-grained network descriptors, shows a very high accuracy for the continuous classification of M2M devices in a 3G mobile network. Although those results indicate that the DBStream is already a very good system for network monitoring, many technical challenges and interesting research questions are still waiting to be solved.

In the future, we plan to apply DBStream to other application domains with similar properties, such as intelligent transportation systems, smart grid and smart city data. Those application domains have similar data properties, such as big data streams of append only data, and similar processing and analysis requirements. Therefore, DBStream can be used to store and analyze data from those domains as successfully as data from mobile networks.

In addition, we want to investigate if it is possible to extend the DBStream approach by replacing the database engine PostgreSQL with either the parallel database system Greenplum [110], or a MapReduce based large-scale data processing framework like,
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e.g. Spark [146]. This is a logical extension of the current single machine DBStream architecture to a cluster system, thus enabling scale-out properties found in modern big data processing frameworks.

Currently the most promising future research direction is the extension of the cache-oblivious scheduling approach to the parallel execution of recurring workloads. This can be achieved, by integrating the precedence DAGs of multiple subsequent time batches into a single precedence DAG. Then, in order to extend our approach to parallel execution, we may use the WTMB approach, but allow multiple jobs to be mapped to the same position in the schedule. All jobs in the same position would be executed in parallel. By the introduction of execution borders we make sure jobs accessing the same input data do not drift to much apart. This is possible without a negative affect on the makespan of the overall schedule. We are planning to start working on this very soon and also to evaluate if cache-oblivious scheduling is applicable to modern MapReduce cluster processing systems.
10.1. Statements of the Thesis

1. "Any big amount of data can be processed as a stream."

2. "In the beginning there are only few tasks, therefore you will try to invest as much resources as possible into a single task. After some time the question is how to spread the limited resources over multiple tasks."

3. "Stream processing does not have to be done in real-time."

4. "A problem can be called a big data problem, if in addition to functional also non-functional issues have to be solved."

5. "Do we want to live in a world where the government knows everything about us?"

6. "It is in our hands to use big data for the good or the bad of mankind."

7. "Sometimes research is not about doing something which works, but doing something which looks good on paper."

8. "It always seems impossible until it’s done."
   Nelson Mandela

9. "If we knew what it was we were doing, it would not be called research, would it?"
   Albert Einstein

10. "Peace is war, love is hate and freedom is slavery."
    George Orwell
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10.2. Vision

I personally would like to end this thesis with some of my thoughts about the future of computer science.

In the past 20 years, from about 1980 to 2000 the major challenge in computer science was to acquire data. Whenever any program should analyze data, those data typically had to first be manually entered into computers by humans. Therefore, the reach of computer system was rather limited. With the wide adoption of networked computer systems and the Internet also more and more data became available.

In the current period, which goes roughly from the year 2000 to the year 2020, the availability of data became and is still becoming the default case. To mention just a few examples, Wikipedia gave structure to human knowledge and social media involved everyone into the generation of new computerized data. The main problem nowadays is to make the most sense out of the available data. Some applications are already quite evolved, like e.g. the IBM Watson\(^1\) or the self driving cars made by Google\(^2\). Another very interesting approach is called DeepMind\(^3\) and is able to learn how to successfully play Atari games only from a visual input and the current score of the game. Still the major problem is that although those applications are astonishing, many parts are relying on scripted human made procedures. Another big problem is the integration of different types of data. Many solutions focus only on one specific problem and can solve that quite well, but they are not able to integrate with other solutions or other types of data.

In my opinion, the next period, from about 2020 to 2040 will be all about data integration, creating an virtual environment which is sophisticated enough to house the first real artificially intelligent beings. As of today, there is already working speech recognition, Watson can play Jeopardy better than humans, cars can drive automatically, humanoid robots can walk, jump, run and play soccer, Wikipedia stores a large part of human knowledge, news (of course also wrong ones) travel though Twitter faster than they are even shown on TV, automatic stock market trading and countless other amazing systems exist. Therefore, I think that this period will be all about systems which not only predict the future anymore, but actively change the future, our all future.

It is the task of all of us to ensure this change is for the best of all humankind.

---

2\(^{https://plus.google.com/+GoogleSelfDrivingCars/}\)
3\(^{http://deepmind.com/}\)
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