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Abstract

The field of cavity quantum optomechanics is now established as one of the newest branches of quantum optics. Utilising electromagnetic radiation circulating inside an optical resonator, the research field exploits optical forces for the precise control and high precision measurement of the motion of micro- and nano-fabricated mechanical oscillators. With a broad scope, the field has significant potential to contribute to applied science, e.g. by improving weak force sensing or the development of hybrid-quantum-system quantum-information applications, and fundamental science, e.g. by ultimately probing the existence of gravitationally induced wavefunction collapse or other quantum gravitational phenomena.

The research summarised in this cumulative dissertation was conducted over a period of approximately five years (March 2008 to January 2013), and made both theoretical and experimental developments towards the preparation of a non-classical motional state of a mechanical resonator. The main optomechanical system studied here is a deformable Fabry-Pérot cavity that has one large rigid input mirror, and a second mechanically compliant micro-scale back mirror, which can move simply under the reflection of light.

During the first two years, this research concentrated on experiments with a continuous interaction between an optical field and a mechanical element. We made improvements to cooling the mechanical thermal motion of a high quality factor mechanical oscillator by combining cryogenics and laser sideband cooling; and we also performed the first experimental demonstration of normal mode splitting between the cavity field and the mechanical motion, which emerges given sufficiently strong coupling. A complementary line of research also performed during this time was to study mechanical geometry dependent clamping losses, i.e. how the shape and vibrational profile of a mechanical resonator affects the mechanical quality factor by unwanted phonon coupling into the surrounding thermal bath.

In the latter three years, this research changed course from a continuous interaction and pioneered the regime of pulsed quantum optomechanics. As is detailed below, a pulsed interaction that is much shorter in duration than a mechanical period provides a number of opportunities that are not available with a continuous interaction. These include a mechanical position measurement precision that can surpass the standard quantum limit, and the ability to perform optomechanical experiments that investigate dynamics rather than the steady-state, to list two primary advantages. We theoretically developed the framework to conditionally prepare a
squeezed state of mechanical motion using a pulsed measurement, and, importantly, proposed a technique for motional quantum state tomography. These concepts were then experimentally implemented, where the position uncertainty was reduced to less than 20 pm in addition to performing full motional state tomography. A further theoretical work in this direction was to exploit the optical nonlinearity of the optomechanical interaction to allow for strong mechanical displacement squared measurements.

Using a time-domain approach also allows one to develop experimental protocols comprising several (coherent) pulsed interactions. Within this research, two protocols utilising a sequence of four pulsed optomechanical interactions were developed. Both protocols exploit a geometric phase, i.e. a phase resulting from a closed loop in phase space, albeit for quite different purposes. Our first scheme is an experimental proposal to probe quantum gravity using the tools of quantum optomechanics. The scheme uses a geometric phase imparted to the light after the four interactions to infer the mechanical commutation relation between the position and momentum. In various models of quantum gravity, including string theory for example, this commutation relation is modified to accommodate a minimum length scale in the universe. The second proposal, where the roles of light and the mechanical oscillator are reversed, uses a closed loop in optical phase space to impart a nonlinear, i.e. state dependent, phase shift onto the mechanical resonator for deterministic quantum state engineering.

Finally, an additional theoretical project was completed during the final year of this research that explored the regime between a continuous and a pulsed interaction. This project developed the theoretical framework to manipulate a mechanical resonator at the single phonon level by introducing a tool that can perform a controllably weighted superposition of phonon addition, subtraction and the identity operation. Our framework is applicable to other physical systems, such as trapped ions and spin ensembles, and can be used to perform arbitrary quantum state engineering and for mechanical resonator based quantum information applications.
Zusammenfassung


In den folgenden drei Jahren vollzogen wir einen Kurswechsel von kontinuierlichen Interaktionen hin zu Pionierarbeit im Bereich der gepulsten Optomechanik. Gepulste Interaktion auf Zeitskalen unterhalb der mechanischen Schwingungsperioden öffnen eine Anzahl an neuen Möglichkeiten die im kontinuierlichen Regime nicht zur Verfügung stehen. Diese beinhalten, unter anderem, die zwei beträchtlichen Vorteile, mechanische Positions messungen mit Präzision jenseits des Standard Quantenlim-


Ein weiteres theoretisches Projekt, das im letzten Jahr dieser Arbeit fertiggestellt wurde, befasste sich mit der Domäne zwischen einer kontinuierlichen und gepulsten Interaktion. Wir entwickelten theoretische Grundlagen um einen mechanischen Resonator im Einzel-phonon Bereich zu manipulieren, durch eine Methode die kontrollierte, gewichtete Überlagerungen von Phononen Addition, Subtraktion, und der Identitätsoperation erlaubt. Unsere Resultate können generell Anwendungen für Quanteninformationsprotokolle die auf mechanischen Resonatoren beruhen finden, und im speziellen benutzt werden um beliebige Quantenzustände herzustellen, und weiters auf andere Systeme so wie zB in Fallen gefangenen Ionen und Spinensembles angewendet werden.
1 Introduction

1.1 Optomechanics and Radiation Pressure

Radiation pressure – the force per unit area exerted by electromagnetic radiation on a surface – is the term that refers to a broad class of forces, e.g., optical gradient forces, the force due to the reflection or absorption of light, and even radiometric (light induced thermal) forces. It was realized in the early 17th century that optical radiation could exert such forces by Kepler who (correctly) believed that radiation pressure from solar radiation played a role in comet tail formation. More than a century later in 1871 Maxwell provided a rigorous theoretical description of radiation pressure due to the reflection of light, which was experimentally observed by Nichols and Hull [1, 2] and Lebedev [3] in the early 1900s. Shortly after these experiments came the dawn of relativity and quantum mechanics and research on, or utilizing, radiation pressure did not actively continue until the late 1960s. At that time, radiation pressure became one of the key tools of atomic, molecular and optical (AMO) physics for the trapping and cooling of atoms and particles [4, 5, 6].

With the exception of chapter 10, the research in this thesis utilizes radiation pressure from the reflection of light. The key to understanding the origin of a force from a reflection is that light itself carries momentum. A pulse of light with energy $E$ carries momentum $E/c$, where $c$ is the speed of light in vacuum, and a reflection, due to conservation of momentum, will transfer $2E/c$ momentum to the surface. The force, or momentum transfer per unit time, is then $F = 2P/c$, where $P$ is the optical power. Note that the radiation pressure force is halved for the case of absorption of the light by the surface.

Radiation pressure is the central interaction in the field of optomechanics, which uses light to measure and manipulate the motion of mechanical objects. The basic optomechanical system has a mechanical element that has been engineered to be sufficiently low mass and compliant to move even under the feeble force of radiation pressure. As radiation pressure is such a weak force optomechanical setups often employ an optical resonator to enhance the radiation pressure force. A typical and conceptually simple configuration is a Fabry-Pérot cavity that has one massive rigid mirror and one end mirror that is small and vibrates in a (typically harmonic) potential. Such a system is of considerable practical interest because the mechanical oscillator is susceptible to weak external forces that can be measured with high precision via the optical readout. Moreover, and of particular interest of this thesis, such
a system offers an attractive experimental route to prepare and investigate quantum mechanical behavior of the motion of the macroscopic mechanical resonator. In such a regime, i.e. quantum optomechanics, the quantum noise on the intensity of light causes a significant change to the mechanical resonator’s momentum. In this regime, the momentum carried by each photon will transfer momentum $2\hbar k = 2\hbar \omega/c$.

### 1.1.1 Some History and Motivation of Quantum Optomechanics

The field of quantum optomechanics has a history about half as long as quantum mechanics itself, i.e. four to five decades. For much of that time, research on optomechanics came under numerous different guises and it was only quite recently that such research became a field in its own right. It is not the purpose of this cumulative dissertation to provide a thorough review of the developments of the field and the reader is instead directed to the review articles, Refs. [7, 8, 9, 10, 11, 12].

The main line of research from which quantum optomechanics emerged is gravitational wave detection via optical interferometry [13, 14]. There, the stochastic back-action forces imparted to the interferometer mirrors by the reflected optical fields placed a limit (the standard quantum limit) on the sensitivity of the device and a quantum mechanical treatment of the radiation pressure interaction between the optical field and the motion of the mirrors was important [15]. Much of the discussion and thoughts of that time on the quantum optical aspects of radiation pressure can be found in the collection of conference contributions in Ref. [16]. A particularly important development of that time was that methods were conceived to circumvent the standard quantum limit, which gave rise to the concepts of back-action evading or quantum non-demolition (QND) measurements [17]. The QND concept now plays a key role throughout all of quantum optics. Both the standard quantum limit and the concept of QND measurement were developed by V. B. Braginsky [18] and undoubtedly Braginsky is the father of optomechanics. His book ‘Quantum measurement’ [19] has perhaps had the strongest influence on the field and despite being published in 1995 ‘Quantum measurement’ still serves to describe many of optomechanics’ main current research directions.

Another line of research that contributed to the birth of quantum optomechanics is nonlinear optics. The field of nonlinear optics is primarily concerned with the development and study of materials or systems that permit an optical field to interact with itself or other optical fields. In most cases the influence of light on a material is very weak and it is challenging to find a system that exhibits a sufficiently strong non-linearity to allow light-light interaction at low optical intensities. An optomechanical cavity, due to its length dependence on the optical intracavity intensity, has now become a prime example of a nonlinear optical system. For a fixed laser frequency incident upon an optomechanical cavity, the amount of light entering the cavity depends upon the cavity length, and in turn the cavity length depends upon...
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the optical intensity. This type of radiation pressure induced (Kerr) nonlinearity was observed in an early and elegant experiment by Dorsel and colleagues [20]. In their experiment a laser field with a fixed frequency was incident upon a Fabry-Pérot cavity with one large rigid mirror and a smaller low mass suspended mirror. By slowly scanning the incident optical intensity initially from a low power to a higher power and then back down, Dorsel et al. observed a sudden jump in the transmitted intensity with a hysteresis cycle that demonstrated bistability in the optomechanical system – a characteristic feature of Kerr media. Following this experiment it was considered by Mancini and Tombesi [21] and Fabre et al. [22] that for incident intensity levels close to bistability the nonlinearity can be utilised to squeeze the quantum fluctuations of the optical field. Such ponderomotive squeezing, i.e. optical squeezing resulting from a radiation pressure interaction, was recently experimentally observed with an optomechanical system of trapped cold atoms inside an optical cavity [23, 24, 25]. A potential application of such ponderomotive squeezing is that it can provide low frequency squeezing (below 1 kHz) with a spectrum well suited for injection into gravitational wave detectors [26, 27, 28].

In present day quantum optomechanics, research focus has broadened and considerable efforts are now made towards the preparation of non-classical motion of the mechanical element itself. Many of the quantum-state-engineering techniques now being employed build upon methods previously developed in cavity quantum electrodynamics [29], spin ensemble [30], trapped ion [31], and quantum optical experiments [32]. However, there are directions in quantum optomechanics that are distinctly different from established quantum optics research programs. An early notable theoretical proposal for quantum state preparation of mechanical motion using a quantum state of light and radiation pressure is that by Bose, Jacobs, and Knight [33, 34], where an optical field inside an optomechanical cavity is prepared in a quantum superposition of the vacuum and a single photon. The radiation pressure interaction between this non-classical optical field and the mechanical resonator generates a light-mechanical resonator ‘Schrödinger’s-cat-like’ entangled state, which can be used to investigate mechanisms of quantum decoherence. Another notable work is that by Mancini, Manko, and Tombesi [35] who also considered preparing ‘Schrödinger’s-cat-like’ states between light and the motion of a mechanical element. Building upon these ideas Marshall et al. [36] and Armour et al. [37] developed schemes to probe such entanglement in optomechanics and electromechanics, respectively. Experiments that realize these proposals will be able to probe so called ‘collapse models’ of the wavefunction [38, 39, 40, 41] that consider modifications to quantum dynamics for macroscopic systems that result in a degradation of large spatial superposition states. Other notable works include schemes for teleportation from an optical field to mechanical motion [42] and entanglement between two mechanical elements [43, 44, 45]. Recently the author, together with colleagues M. Aspelmeyer and M. S. Kim, proposed a technique to allow manipulation of mechan-
ical motion at the single phonon level that can be used for arbitrary quantum state preparation and quantum information applications [46]. At the time of writing this thesis it is certainly an exciting time in the field of quantum optomechanics. The first signs of quantum motion of mechanical resonators have been observed [47, 48, 49] and there are still numerous intriguing questions to answer both theoretically and experimentally.

1.1.2 The Cavity Optomechanical System

A cavity optomechanical system is shown schematically in Fig. 1.1. The system consists of a large rigid mirror and a smaller mechanically compliant mirror that is able to move under the influence of radiation pressure. Such a deformable Fabry-Pérot cavity is a common configuration for optomechanics experiments and also serves to provide a conceptually simple picture to understand and model most cavity optomechanical systems. In this thesis, and in the majority of cavity optomechanical schemes, just a single optical longitudinal mode of the cavity, here described by field operator $a$ where $[a, a^\dagger] = 1$, is excited. The cavity has a mean length $L$ and hence a mean resonance frequency $\langle \omega_c \rangle = \pi cn/L$, where $n$ is the longitudinal mode number. The cavity is driven by an external field in a coherent state, which may be detuned from the cavity resonance frequency, through the larger rigid cavity mirror. This mirror has a lower reflectivity than the mechanical mirror that allows the light to enter and exit through this mirror with minimal transmission through the mechanical mirror, i.e. the cavity is ‘single-sided’. The mechanical mirror is harmonically bound with angular frequency $\omega_M$. An important property of the mechanical oscillator is its quality factor $Q = \omega_M/\gamma_M$, where $\gamma_M$ is the mechanical amplitude decay rate. When the mechanical oscillator moves away from the equilibrium position $x_M = 0$ this causes a time-dependent modulation to the cavity resonance frequency, i.e.

$$\omega_c(x_M) = \frac{\pi cn}{L} \frac{1}{1 + x_M/L} \simeq \langle \omega_c \rangle (1 - x_M/L). \quad (1.1)$$

This expression is a convenient point to determine the quantized Hamiltonian for the optomechanical system. The form of the optomechanical Hamiltonian has been known in the quantum optics community for quite some time and an early publication that explicitly utilizes the Hamiltonian is the work by Pace, Collett, and Walls [50]. A more rigorous analysis and derivation of the optomechanical Hamiltonian can be found in the work of Law [51]. First the mechanical position is quantized, i.e.

$$\langle \omega_c \rangle (1 - x_M/L) \rightarrow \langle \omega_c \rangle \left(1 - \frac{x_0}{L} (b + b^\dagger)\right), \quad (1.2)$$

where the mechanical field operator $b$ with commutation relation $[b, b^\dagger] = 1$ has been introduced to describe the center of mass motion; $x_0 = \sqrt{\hbar/2m\omega_M}$ is the standard
deviation of the mechanical ground-state width; and \( m \) is the mechanical effective mass. To arrive at the full Hamiltonian we then consider the sum of the mechanical energy, the mechanical position dependent energy of the intracavity optical field, and the external drive. In a frame rotating at the drive frequency the Hamiltonian is then
\[
\frac{H}{\hbar} = \omega_M b^\dagger b + \Delta a^\dagger a - g_0 a^\dagger a(b + b^\dagger) + i\mathcal{E}(a^\dagger - a),
\] (1.3)
where \( \Delta \) is the detuning between the external drive and the mean cavity resonance frequency and \( \mathcal{E} \) quantifies the drive strength where the phase of the drive was chosen to give a real intracavity amplitude. An important parameter introduced here is the optomechanical coupling rate \( g_0 = \langle \omega_c \rangle x_0 / L \), which quantifies the rate at which the mechanical oscillator is displaced per photon, and concurrently, the rate at which the light accumulates a phase shift for a given mechanical displacement.

Figure 1.1: Schematic for a cavity optomechanical system. The mechanical oscillator, which forms one end mirror of a Fabry-Pérot cavity with mean length \( L \), is described by field operator \( b \), elongates the cavity by displacement \( x_M \), and has an amplitude decay rate \( \gamma_M \). The intracavity field is described by field operator \( a \) and has an amplitude decay rate of \( \kappa \).

1.1.3 System Dynamics

Before proceeding to discuss the equations of motion that describe the dynamics and stochastic processes of such an optomechanical system it is instructive to connect the above Hamiltonian description to the classical radiation pressure force described in section 1.1. Applying Hamilton’s equations to the interaction term the force is
\[
F = -\frac{\partial H_{\text{int}}}{\partial x} = \frac{\hbar \omega_c}{L} a^\dagger a.
\] (1.4)
As the optical power inside the cavity is enhanced in proportion to the cavity finesse \( \mathcal{F} = \pi c / 2 L \kappa \), where \( \kappa \) is the optical amplitude decay rate, the force is then written
as
\[ F = \frac{2\hbar \langle \omega_c \rangle a^\dagger a}{\pi c} = \frac{2P_{\text{cav}}}{c}, \] (1.5)
where the intracavity power \( P_{\text{cav}} \) has been introduced.

Returning now to the quantised Hamiltonian (1.3) we can write the stochastic differential equations of motion that describe the time evolution of the optical field inside the cavity and the mechanical field operator, i.e. the Langevin equations
\[ \frac{da}{dt} = -i \left( \Delta - g_0 (b + b^\dagger) \right) a + \mathcal{E} a - \kappa a + \sqrt{2 \kappa} a_{\text{in}}, \]
\[ \frac{db}{dt} = -i \omega_M b + ig_0 a^\dagger a - \gamma_M b + \sqrt{2 \gamma_M} b_{\text{in}}, \] (1.6)
where the noise operators \( a_{\text{in}} \) and \( b_{\text{in}} \) have been introduced. These noise operators describe any classical, e.g. thermal, noise if present and the ubiquitous quantum noise that is present in all quantum systems and is responsible to maintain the commutation relations. (An excellent text that greatly assisted the research in this thesis is *Quantum Noise* by Gardiner and Zoller [52].) Firstly, it should be noted that these are coupled equations, i.e. \( a \) depends on \( b \) and vice-versa, and secondly, the equation for \( a \) is non-linear, i.e. the optical dynamics depend upon the optical intensity and not the amplitude. For these two reasons, most works in the field of optomechanics linearise these equations, see Refs. [53, 54] and chapters 5, 6, 2, and 3, for more detail. By contrast, in chapter 8 this linearisation approximation is not made and the optical non-linearity is exploited to yield a route for a strong measurement of the mechanical position squared.

The mechanical resonator when in thermal equilibrium with its surrounding environment at temperature \( T \) has a mean thermal occupation described by Bose statistics
\[ \bar{n} = \frac{1}{\exp(\hbar \omega_M/k_B T) - 1} = \frac{k_B T}{\hbar \omega_M}, \] (1.7)
where the approximation made on the right is accurate for large thermal occupation, i.e. \( \bar{n} \gg 1 \). It should also be noted that a particular form of mechanical bath coupling is assumed in (1.6) where the noise affects the position and momentum equally. The noise has zero mean, i.e. \( \langle b_{\text{in}} \rangle = \langle b_{\text{in}}^\dagger \rangle = 0 \) and for high \( Q \) mechanical oscillators it is delta correlated, i.e. the noise is white
\[ \langle b_{\text{in}}^\dagger (t) b_{\text{in}} (t') \rangle = \bar{n} \delta (t - t') \quad \text{and} \quad \langle b_{\text{in}} (t) b_{\text{in}}^\dagger (t') \rangle = (\bar{n} + 1) \delta (t - t'). \] (1.8)
Similarly, the optical input vacuum noise has zero mean and is delta correlated, however, has zero thermal occupation so \( \langle a_{\text{in}}^\dagger (t) a_{\text{in}} (t') \rangle = 0 \) and \( \langle a_{\text{in}} (t) a_{\text{in}}^\dagger (t') \rangle = \delta (t - t'). \)
Finally, to obtain the output optical field as it decays out of the cavity, as is required to determine the field at an external detector, one applies the input-output relation
\[
a_{\text{out}} = \sqrt{2\kappa}a - a_{\text{in}}.
\]  

While the system and dynamics may be concisely summarized in these two subsections all the diversity and richness of the field of optomechanics stems from these equations and small variations thereof.

1.2 This Thesis

To summarize the direction of this research with a single sentence: This thesis worked, both experimentally and theoretically, towards the preparation and state reconstruction of non-classical motional states of a macroscopic mechanical resonator to experimentally investigate quantum decoherence, develop quantum information and quantum-physics-enhanced sensing technologies, and ultimately experimentally probe potential quantum gravitational phenomena.

In the first two years of this research, from the beginning of 2008, we focussed on a continuous interaction between the optical field and the mechanical element. During this period we further developed cooling of mechanical motion by simultaneously employing cryogenic and laser cooling techniques, see chapter 2. Furthermore, by using large amplitude optical driving fields we were able to observe normal-mode splitting between the intracavity field and the harmonic mechanical motion. These experimental efforts built upon prior work performed by Gigan, Böhm, et al. [55] and many of the technical details are outlined in Hannes Böhm’s thesis [56]. For further details and discussion, in particular on the improvements to the mechanical resonators and the optical setup used for the cooling and strong coupling, see the thesis of Simon Gröblacher [57].

Monitoring the position of a mechanical resonator continuously is fundamentally limited to a measurement precision set by the standard quantum limit. This limit to the precision of position read-out needs to be surpassed in order to resolve features in the mechanical position probability distribution smaller than the ground state extension, which is important for quantum state reconstruction. An experimental technique able to perform quantum state reconstruction of the mechanical motional state is yet to be realized and developing such a technique was a primary goal of this thesis. To this end, in late 2008 we considered a pulsed optomechanical interaction of duration much shorter than a mechanical period to surpass the standard quantum limit. Such an interaction was first considered in the seminal works by Braginsky [58, 19] for an improved force detection scheme. We utilized the pulsed interactions to develop a fully quantum mechanical protocol for the preparation of squeezed states of motion via measurement and, importantly, for quantum state
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tomography by measurement of all the mechanical quadratures. In this theoretical proposal, discussed in chapter 6, we use an initial pulse for mechanical state preparation and then a second pulse made at a later time for mechanical state reconstruction. Prior to this proposal being published we began implementing this technique in the laboratory and a proof-of-concept experiment, using a relatively low frequency mechanical cantilever, was completed at the end of 2012. Details of this experiment are provided in chapter 7. This theoretical proposal and experimental implementation form the primary project of this thesis.

In parallel to work on the experiment, further exploration down this path with short optical pulses led to novel schemes to prepare quantum states of motion of the mechanical element. In particular, chapter 8 discusses a scheme to perform a measurement of the square of the mechanical position, which can be used to generate position superposition states via measurement. Other techniques using a dispersive interaction were known at the time to perform such measurements, however, the approach offered here provides a significantly stronger measurement strength and is therefore considerably more feasible to implement experimentally. Furthermore, the mechanical state tomography mentioned above can be readily implemented in this scheme and thus a complete framework for quantum state preparation and reconstruction can be implemented.

Using a pulsed approach not only has the advantage that the standard quantum limit can be surpassed it also allows one to consider various protocols involving more than one pulse in time. Our first idea in this direction was to use a sequence of four optomechanical interactions separated by quarter periods of mechanical motion to probe the canonical commutator between the mechanical position and momentum, see chapter 9. Our primary motivation to experimentally investigate the mechanical commutation relation is that numerous models of quantum gravity predict the existence of a minimum length, of order of the Planck length, and thus a modification to the Heisenberg uncertainty relation. By inferring the value of the canonical commutator using this four pulsed scheme one may then, given an experimental precision, detect or place limits on such a potential quantum gravitational modification to regular quantum mechanics. The other idea in this direction was to again use a sequence of four optomechanical interactions, however, displace the optical field between the interactions in a closed loop in phase space. In this manner the mechanical oscillator gains a state dependent phase shift and can be used for unconditional quantum state preparation, see chapter 10.

There is a third regime for the optomechanical interaction time-scale that is between the continuous interaction, which looks at the steady-state of the system, and the short pulsed case, which probes and manipulates the mechanical dynamics. This third case uses optical pulses that are much longer than the mechanical period, which allows optical sidebands to be generated due to the modulation from the mechanical motion but can still be used in multi-pulse time-based protocols. In
mid 2008 we conceived a scheme that uses single photon detection on the optical sidebands to perform phonon addition or subtraction. Later we further developed this to allow for a controllable coherent superposition of these two operations and used this to form a continuous-variable quantum state orthogonalizer that may have future applications in quantum information and quantum state engineering. See chapter 5 for details. These three regimes of interaction time-scales are compared in the section below.

1.2.1 Three Temporal Interaction Regimes

To clarify and contrast the three temporal interaction regimes interactions explored in this thesis, Fig. 1.2 provides a comparison.

Figure 1.2: The three temporal interaction regimes explored in this thesis. In order of increasing interaction time $\tau$ (left to right) there is the continuous regime, the long pulsed regime, and the pulsed regime, respectively. The optical drive amplitude is compared to the mechanical oscillation period. In the continuous regime the interaction occurs for many mechanical periods and the steady state is analyzed. In the long pulsed interaction regime the optomechanical interaction again proceeds for many periods, so that the optical sidebands are generated by the modulation provided by the motion of the mechanics, however, the light may be switched on and off so that the state of the mechanics immediately after the interaction can be analyzed. In the pulsed regime the interaction is much faster than a mechanical period and the mechanical position is essentially a constant during the interaction. No optical sidebands are produced in this regime.
As will be detailed in the publications included in the chapters below, in the continuous and long pulsed regime one typically detunes the optical drive by one mechanical frequency away from cavity resonance. Provided that the cavity amplitude decay rate $\kappa$ is much smaller than the mechanical frequency $\omega_M$ the drive then creates a sideband at the cavity resonance frequency only, i.e. the sideband at $2\omega_M$ away from resonance is suppressed and the situation is accurately described using a rotating-wave-approximation. In this regime, when the incident drive has a frequency lower than the cavity resonance an optomechanical beam-splitter interaction occurs, i.e. $H_{\text{int}} \propto ab^\dagger + a^\dagger b$, and when the drive has a higher frequency the two-mode-squeezing interaction occurs, i.e. $H_{\text{int}} \propto ab + a^\dagger b^\dagger$.

By contrast, in the pulsed regime, as there is no interplay between mechanical evolution and the radiation pressure interaction, regardless of the detuning the interaction is always $H_{\text{int}} \propto a^\dagger a X_M$, which may be linearised to $H_{\text{int}} \propto X_L X_M$, where $X_L$ describes the optical amplitude quadrature.

1.2.2 List of Publications

The following is a list of publications in chronological order resulting from the research performed during this thesis. A complete list of publications by the author may be found in the curriculum vitae provided at the end of this thesis.

1. **Demonstration of an ultracold micro-optomechanical oscillator in a cryogenic cavity**
Simon Gröblacher, Jared B. Hertzberg, Michael R. Vanner, Garrett D. Cole, Sylvain Gigan, Keith C. Schwab, and Markus Aspelmeyer
Nature Physics 5, 485 (2009)

2. **Observation of strong coupling between a micromechanical resonator and an optical cavity field**
Simon Gröblacher, Klemens Hammerer, Michael R. Vanner, and Markus Aspelmeyer
Nature 460, 724 (2009)

3. **Phonon-tunnelling dissipation in mechanical resonators**
Garrett D. Cole, Ignacio Wilson-Rae, Katharina Werbach, Michael R. Vanner, and Markus Aspelmeyer
Nature Communications 2, 231 (2011)

4. **Pulsed Quantum Optomechanics**
M. R. Vanner, I. Pikovski, G. D. Cole, M. S. Kim, C. Brukner, K. Hammerer, G. J. Milburn, and M. Aspelmeyer
5. **Selective Linear or Quadratic Optomechanical Coupling via Measurement**  
   Michael R. Vanner  

6. **Probing Planck-scale physics with quantum optics**  
   Igor Pikovski, Michael R. Vanner, Markus Aspelmeyer, Myungshik Kim, and Caslav Brukner  

7. **Quantum State Orthogonalization and a Toolset for Quantum Optomechanical Phonon Control**  
   M. R. Vanner, M. Aspelmeyer, and M. S. Kim  

8. **Quantum state preparation of a mechanical resonator using an optomechanical geometric phase**  

9. **Cooling-by-measurement and mechanical state tomography via pulsed optomechanics**  
   M. R. Vanner, J. Hofer, G. D. Cole, and M. Aspelmeyer  

### 1.2.3 How This Thesis May Be Read

After reading this introduction there are various ways to navigate the following chapters. Each subsequent chapter in this cumulative dissertation provides a project synopsis and the published journal article. Each chapter could be read independently, however, in Fig. 1.3 a reading guide is given, as some chapters build upon and follow naturally from earlier chapters.

Although not shown in Fig. 1.3 there are, of course, connections between all of the three temporal interaction regimes: ‘Continuous’, ‘Long Pulsed’, and ‘Pulsed’, and it has been insightful to compare these three regimes, which is discussed in the publications in chapters 5, 6 and 7.
Figure 1.3: How this thesis may be read. Lines with arrows indicate recommended routes. The three temporal interaction regimes; ‘Continuous’, ‘Long Pulsed’, and ‘Pulsed’ are shown from left to right, respectively, where the optomechanical interaction time-scale $\tau$ is compared to the mechanical period of motion $2\pi/\omega_M$. 

1 Introduction
2 Sideband Cooling
   - Continuous $\tau \to \infty$
3 Strong Coupling
4 Geometry Dependent Mechanical Damping
5 Quantum Optomechanical Phonon Control
6 Pulsed Quantum Optomechanics
   - $\tau < 2\pi/\omega_M$
7 Experimental Pulsed Quantum Optomechanics
8 Strong Displacement Squared Measurement
9 Probing the Planck-Scale
10 Optically Induced Mechanical Non-Linearity

$\tau > 2\pi/\omega_M$
Long Pulsed
2 Sideband Cooling of Mechanical Motion

For quantum state preparation of the motion of a mechanical oscillator it is important that the oscillator have a low entropy initial state so that any non-classical motion is not ‘washed away’ by the thermal or incoherent contribution. To this end, a significant amount of research is spent on developing and improving techniques to cool the motion to low thermal occupation.

Sideband or laser cooling is now a well established approach to achieve such low entropy states and has been successfully demonstrated in a number of physical systems. The approach is implemented by injecting electromagnetic radiation with a detuning below the cavity resonance frequency so that the radiation scattered by the motion of the mechanical system is preferentially scattered into a higher frequency sideband. Scattering radiation into a higher frequency mode requires energy, which in this case, is obtained from the mechanical motion itself due to conservation of momentum. Experimentally such cooling will be seen as an increase in the mechanical damping and importantly a reduced noise power, i.e. the integral over all frequency components of the noise power spectrum. For a narrow linewidth cavity, i.e. $\kappa \ll \omega_M$ the optimum detuning is approximately equal to the mechanical frequency and we can then understand this type of cooling as a result of the beam-splitter interaction resulting in a partial state transfer from the low entropy optical field onto the mechanical resonator.

This technique was first experimentally demonstrated by Braginsky in 1970 [59] to cool the motion of a mechanical oscillator and it is closely related to the independently studied cooling of the motion of trapped ions [60]. Following these experiments, modern cavity optomechanics based laser cooling experiments were initiated by Refs. [61, 55, 62].

The contribution covered in this thesis [63] combined a number of technical improvements that resulted in cooling a MHz scale mechanical resonator to a final thermal occupation of $\bar{n} \simeq 30$, which set the state-of-the-art at the time. We implemented a two-field experiment with a weak ‘signal’ kept on resonance with the cavity for mechanical position monitoring via optical homodyne interferometry and a stronger ‘cooling’ field with an intensity and detuning that could be controlled independently from the signal field. A second improvement was to employ high mechanical $Q$ oscillators comprising a thin mechanically compliant silicon-nitride base
with a high reflectivity dielectric mirror. My specific contributions to this inter-
disciplinary team project were: align and optimize the homodyne interferometers;
develop the calibration procedure; work together on the experimental runs for data
collection; and write the software for and together complete the data analysis.

After this work performed in 2008/2009, the thermal ground state, i.e. $\bar{n} < 1$, has now quite recently been observed in both electro-mechanical [47, 64] and
opto-mechanical [65] systems, marking a convenient starting point for experiments
towards the observation of non-classical mechanical motion.
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Preparing and manipulating quantum states of mechanical resonators is a highly interdisciplinary undertaking that now receives enormous interest for its far-reaching potential in fundamental and applied science12. Up to now, only nanoscale mechanical devices achieved operation close to the quantum regime5,6. We report a new micro-optomechanical resonator that is laser cooled to a level of 30 thermal quanta. This is equivalent to the best nanomechanical devices, however, with a mass more than four orders of magnitude larger (43 ng versus 1 pg) and at more than two orders of magnitude higher environment temperature (5 K versus 30 mK). Despite the large laser-added cooling factor of 4,000 and the cryogenic environment, our cooling performance is not limited by residual absorption effects. These results pave the way for the preparation of 100-µm scale objects in the quantum regime. Possible applications range from quantum-limited optical sensors to macroscopic tests of quantum physics5,6.

Recently, the combination of high-finesse optical cavities with mechanical resonators has opened up new possibilities for preparing and detecting mechanical systems close to—and even in—the quantum regime by using well-established methods of quantum optics. Most prominently, the mechanism of efficient laser cooling has been demonstrated7–10 and has been shown to be capable, in principle, of reaching the quantum ground state11–16. A particularly intriguing feature of this approach is that it can be applied to mechanical objects of almost arbitrary size, from the nanoscale in microwave strip-line cavities13 up to the centimetre scale in gravitational-wave interferometers11. In addition, whereas quantum-limited readout is still a challenging development step for non-optical schemes3,17,18, optical readout techniques at the quantum limit are readily available19.

Approaching and eventually entering the quantum regime of mechanical resonators through optomechanical interactions essentially requires the following three conditions to be fulfilled: (1) sideband-resolved operation; that is, the cavity amplitude decay rate κ has to be small with respect to the mechanical frequency ωm; (2) both ultralow noise and low absorption of the optical cavity field (phase noise at the mechanical frequency can act as a finite-temperature thermal reservoir and absorption can increase the mode temperature and even diminish the cavity performance in the case of superconducting cavities); and (3) sufficiently small coupling of the mechanical resonator to the thermal environment; that is, low environment temperature T and large mechanical quality factor Q (the thermal coupling rate is given by kBT/ℏQ, where kBT is the Boltzmann constant and ℏ is the reduced Planck constant). So far, no experiment has demonstrated all three requirements simultaneously. Criterion (1) has been achieved10,13,20; however, the performance was limited in one case by laser phase noise21 and in the other cases by absorption in the cavity.11,12,16. Other, independent, experiments have implemented only criterion (2)11,12,19,21. Finally, criterion (3) has been realized in several cryogenic experiments10,13,21,22, however not in combination with both (1) and (2).

We have designed a novel micro-optomechanical device that enables us to meet all requirements at the same time. Specifically, we have fabricated a Si3N4 micromechanical resonator that carries a high-reflectivity, ultralow-loss Bragg mirror (Fig. 1a), which serves as the end mirror of a Fabry–Pérot cavity. We designed the system to exhibit a fundamental mechanical mode at relatively high frequency (of the order of 1 MHz; Fig. 1b) such that sideband-resolved operation (criterion (1)) can be achieved already with a medium-finesse cavity. Criterion (2) can first be fulfilled because our solid-state pump laser used for optical cooling exhibits low phase noise (laser linewidth below 1 kHz). Second, absorption in the Bragg mirror is sufficiently low to prevent residual heating in the mechanical structure. Absorption levels as low as 10−6 have been reported for similar Bragg mirrors20 and recent measurements suggest even lower values of 4 × 10−7 for the specific coatings used in this experiment (R. Lalezari, private communication). In addition, although absorption in Si3N4 is comparable to silicon, the transmission mismatch of the two cavity mirrors (~10:1) and the resulting low transmission through the Bragg mirror prevents residual heating of the resonator as has been observed for cryogenically cooled silicon cantilevers20. Finally, criterion (3) requires low temperature and high mechanical quality. The mechanical properties of our design are dominated by the Si3N4, which is known to exhibit superior performance in particular at low temperatures, where Q-factors beyond 106 have been observed at millikelvin temperatures22.

We operate our device, a 100 µm × 50 µm × 1 µm microresonator, in a cryogenic 4He environment at 10−2 mbar and in direct contact with the cryostat cold finger. To measure the mechanical displacement, the frequency of a 7 µW continuous-wave Nd:YAG laser is locked close to resonance of the cryogenic Fabry–Pérot cavity (length L ≈ 25 mm), which consists of a fixed macroscopic mirror and the moving micromechanical mirror. The optical
cavity of finesse $F \approx 3,900$ achieves moderate sideband resolution ($\kappa \approx 0.8\omega_{m}$), which in principle would allow cooling to a final occupation number $\langle n \rangle_{\text{final}} = (\kappa^2/4\omega_{m}^2) \approx 0.16$, that is, well into the quantum ground state\(^{13,15}\). The experimentally achievable temperature is obtained as the equilibrium state of two competing processes, namely the laser cooling rate and the coupling rate to the thermal (cryogenic) environment. In essence, laser cooling is driven (in the ideal resolved-sideband limit and at detuning $\Delta = \omega_{m}$) at a rate $\Gamma \approx G^2/(2\pi)$ ($G$ is the effective optomechanical coupling rate, as defined in ref. 16), whereas mechanical relaxation to the thermal environment at temperature $T$ takes place at a rate $(\kappa T/\hbar)$. The final achievable mechanical occupation number is therefore, to first order, given by $\langle n \rangle_1 \approx (1/\Gamma) \times (\kappa T/\hbar)$. A more accurate derivation taking into account effects of non-ideal sideband resolution can be found, for example, in refs 14–16, 26. Our experimental parameters limit the minimum achievable mode temperature to approximately 1 mK ($\langle n \rangle_1 \approx 30$). The fact that we can observe this value in the experiment (see below) shows that other residual heating effects are negligible. The micromechanical flexural motion modulates the cavity-field phase quadrature, which is measured by optical homodyning. For $Q \gg 1$ its noise power spectrum (NPS) is a direct measure of the mechanical position spectrum $S_{\theta}(\omega)$, as described in ref. 16. We observe a minimum noise floor of $2.6 \times 10^{-17}$ Hz$^{-0.5}$, which is a factor of 4 above the achievable quantum (shot-noise) limit, when taking into account the finite cavity linewidth, the cavity losses and the non-perfect mode-matching, and due to the residual amplitude noise of the pump laser at the sideband frequency of our mechanical mode. We observe the fundamental mechanical mode at $\omega_m = 2\pi \times 945$ kHz with an effective mass $m_{\text{eff}} = 43 \pm 2$ ng and a quality factor $Q \approx 30,000$ at 5.3 K ($Q \approx 5,000$ at 300 K). These values are consistent with independent estimates based on finite-element method simulations yielding $\omega_m = 2\pi \times 945$ kHz and $m_{\text{eff}} = 53 \pm 5$ ng (see Supplementary Information).

Optomechanical laser cooling requires driving of the cavity with a red-detuned (that is, off-resonant), optical field\(^{13}\). We achieve this by coupling a second laser beam—detuned by $\Delta$ in frequency but orthogonal in polarization—into the same spatial cavity mode (Fig. 2a). Birefringence of the cavity material leads to both an optical path length difference for the two cavity modes (resulting in an 800 kHz frequency difference of the cavity peak positions) and a polarization rotation of the outgoing fields. We compensate both effects by an offset in $\Delta$ and by extra linear optical phase retarders, respectively. A change in detuning $\Delta$ modifies the mechanical rigidity and results in both an optical spring effect ($\omega_{\text{eff}}(\Delta)$) and damping ($\gamma_{\text{eff}}(\Delta)$), which is directly extracted by fitting the NPS using the expressions from ref. 16. Figure 2b shows the predicted behaviour for several powers of the red-detuned beam. The low-power curve at 140 µW is used to determine both the effective mass of the mechanical mode, $m_{\text{eff}}$, and the cavity finesse, $F$. For higher powers and detunings closer to cavity resonance, the onset of cavity instability prevents a stable lock (see, for example, ref. 16). All experimental data are in agreement with theory and hence in accordance with pure radiation-pressure effects\(^{15}\).

The effective mode temperature is obtained through the equipartition theorem. For our experimental parameter regime, $Q \gg 1$ and $\langle n \rangle \gg 0.5$, the integrated NPS is also a direct measure of the mean mechanical mode energy and hence, through the equipartition theorem, of its effective temperature through $T_{\text{eff}} = (m_{\text{eff}} \omega_{\text{eff}}^2/\hbar \kappa) \int_{-\infty}^{\infty} \text{NPS}(\omega) d\omega$. Note that, for the case of strong optomechanical coupling, normal-mode splitting can occur and has to be taken into account when evaluating the mode temperature\(^{27}\). In our present case, this effect is negligible because of the large cavity decay rate $\kappa$. The amplitude of the NPS is calibrated by comparing the mechanical NPS with the NPS of a known frequency modulation applied to the laser (see, for example, ref. 28). For a cold-finger temperature of 5.3 K, we obtain a mode temperature $T = 2.3$ K, which is consistent with an expected moderate cooling due to slightly off-resonant locking of the Fabry–Pérot cavity (by less than 3% of the cavity intensity linewidth). The locking point is deliberately chosen to be on the cooling side to avoid unwanted parametric mechanical instabilities. The mean thermal occupancy was calculated according to $\langle n \rangle = k_B T_{\text{eff}}/\hbar \omega_{\text{eff}}$. We note, however, that Bose–Einstein statistics will have a dominant role as one approaches the quantum ground state.

Figure 3a shows mechanical noise power spectra with the cooling beam switched off and with maximum cooling beam pump power at 7 mW. For a detuning $\Delta \approx \omega_m$, we demonstrate laser cooling to a mean thermal occupation of $32 \pm 4$ quanta, which is more than 2 orders of magnitude lower than previously reported values for optomechanical devices\(^{10}\) and is comparable to the lowest
Figure 2 | Experimental set-up and characterization of optomechanical radiation-pressure interaction. a. The laser is split at a polarizing beamsplitter (PBS) into a weak locking field (red) tuned near cavity resonance \( \omega_c \) and the cooling field (blue) tuned off-resonant with an acousto-optical modulator (AOM) to \( \omega_c + \Delta \approx \omega_c - \omega_{\text{th}} \). An electro-optical modulator (EOM) in the weak field is used to generate a Pound–Drever–Hall error signal for cavity locking. The beams are recombined on a PBS into the same spatial mode at orthogonal polarization before they enter the cavity comprising an input mirror (IM) and the micro-mechanical mirror. The phase quadrature of the locking beam is measured in a homodyne detection scheme (BS: beamsplitter; LO: local oscillator; \( \Phi \): local oscillator phase; SA: spectrum analyser). \( \Phi \) is stabilized in a separate proportional–integral–derivative controller (PID). A combination of a Faraday rotator (FR) and a half-wave plate (\( \lambda/2 \)) separates the reflected from the original signal. b. The effective frequency \( \omega_{\text{eff}} \) and damping \( \gamma_{\text{eff}} \) of the micro-mechanical motion for different detuning and power settings. All power levels follow the theoretical predictions for pure radiation-pressure interaction. The symbols are experimental data, and the solid lines are simulations based on ref. 16.

Figure 3 | Optomechanical laser cooling inside a cryogenic cavity. a. Calibrated noise power spectra for the fundamental mechanical mode at 5.3 K environmental temperature with small cavity cooling (top) and at maximum cooling (bottom). The thermal energy is reduced from \( 53,000 \) quanta at 7 \( \mu \)W laser power to \( 32 \pm 4 \) quanta at 7 mW. The vertical axes in both plots are logarithmic. The change in the technical noise floor is due to different locking levels of the local oscillator phase \( \Phi \) in the homodyne detection. b. Plot of the calibrated effective temperature \( T_{\text{eff}} \) versus the observed damping \( \gamma_{\text{eff}} \) for various power and detuning values of the cooling beam. No deviations from the theoretically expected power-law dependence (red solid line) can be observed. The inset shows the mean thermal occupation \( \langle n \rangle \) as a function of detuning for maximal laser power. Cavity instability prevents detunings arbitrarily close to resonance. The red solid curve is a simulation based on ref. 16 that uses only experimentally obtained parameters.

reported temperature of 25 quanta for nano-electromechanical systems (NEMS). In contrast to previous experiments\(^{10,13}\), the achieved cooling performance is not limited by optical absorption or residual phase noise, but follows exactly the theoretically predicted behaviour (Fig. 3b). This agrees with the expected device performance: a fraction of approximately \( 10^{-6} \) of the intra-cavity power is absorbed by the Bragg mirror (\( \sim 13 \mu \)W at maximum cooling) and a maximum of 1% of the transmitted power is absorbed by the Si\(_3\)N\(_4\) beam\(^{29}\) (\( \sim 14 \mu \)W at maximum cooling and taking into account the impedance mismatch of the cavity mirrors).
The cryogenic cooling power of the cryostat used is orders of magnitude larger than the maximum heat load expected on the micromechanical structures. The absence of absorption can also be seen from the inferred mode temperature $T_{\text{eff}}$, which decreases with the mechanical damping rate $\gamma_{\text{eff}}$ in strict accordance with the power law $T_{\text{eff}} \propto \gamma_{\text{eff}}^2$. This relation follows immediately from the simple expression for the mechanical occupation $n_{\text{mech}}$ given above ($n_{\text{mech}} \propto \sqrt{\gamma_{\text{eff}}^2 I}$) and from the fact that the laser cooling rate $I$ is to first approximation equivalent to the effective mechanical damping $\gamma_{\text{eff}}$ at least for all data points of our experiment. Both heating and the onset of normal-mode splitting for strong coupling would result in a deviation of this behaviour.

The remaining obstacle that prohibits us from reaching the quantum ground state is the intrinsic phonon coupling to the thermal environment at rate $k_B T / h Q \approx 1.4 \times 10^7 \text{ Hz}$. By reducing the reservoir temperature to that of NEMS experiments (20 mK), this coupling will significantly reduce, not only owing to the lower bath temperature but also because Si$_3$N$_4$ resonators markedly improve in mechanical $Q$ with decreasing temperature. For example, thermal heating rates as low as $3 \times 10^7 \text{ Hz}$ have been observed for Si$_3$N$_4$ at 300 mK (ref. 25), which would place our effective mode temperature already within the quantum ground state using otherwise unchanged parameters.

In summary, we have demonstrated optical cooling of the fundamental mode of a 100 $\mu$m scale mechanical resonator in a cryogenic cavity to a thermal occupation of only $32 \pm 4$ quanta. This is comparable to the performance of state-of-the-art NEMS devices. In contrast to previous approaches, the large laser cooling rates attained are no longer limited by residual absorption or phase-noise effects. This is achieved by a new micro-optomechanical resonator design with exceptionally low intrinsic optical absorption and both high optical and mechanical quality. This leaves the reduction of the thermal coupling, for example, by further decreasing the environment temperature to those available in conventional He cryostats, as the only remaining hurdle to prepare the mechanical quantum ground state. Our approach hence establishes a feasible route towards the quantum regime of massive micromechanical systems.

**Methods**

**Micro-mirror fabrication.** Our micro-mechanical oscillator is made of 1-µm-thick low-stress Si$_3$N$_4$ deposited on a Si substrate and coated through ion beam sputtering with a high-reflectivity Bragg mirror. Standard photolithography and plasma etching is used for forming, in subsequent steps, the mirror pad and the micro-mechanical resonator, which is finally released from the Si substrate in a XeF$_2$ atmosphere. The mirror stack, designed and deposited by ATFilms, comprises 36 alternating layers of Ta$_2$O$_5$ and SiO$_2$ with an overall nominal reflectivity of 99.999% at 1.064 µm. The measured finesse of 3,900 is consistent with an input coupler reflectivity of 99.91% and with extra diffraction losses due to a finite size of the cavity beam waist.
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SUPPLEMENTARY INFORMATION

Effective Mass

We have estimated the effective mass of the fundamental mode of our micromechanical structure using both analytic models and FEM analysis. The experimentally observed value of 43 ± 2 ng agrees to within 10% with the estimated value of 53 ± 5 ng.

The total mass of the dielectric Bragg mirror (radius $R \approx 24.5 \pm 0.5$ μm) made of 36 alternating layers of Ta$_2$O$_5$ ($\rho \approx 8200$ kg/m$^3$, $t = 126.4$ nm) and SiO$_2$ ($\rho = 2200$ kg/m$^3$, $t = 179.6$ nm) is 45 ± 5 ng, not taking into account the lateral etch and tapering of the mirror pad. The large error stems from the uncertainty in the exact value of the Ta$_2$O$_5$ density, which can vary between 6800 and 8300 kg/m$^3$. The mass of the Si$_3$N$_4$ resonator ($\rho = 3000$ kg/m$^3$, approximate dimensions of $100 \times 50 \times 1$ μm$^3$) is approx. 11 ng, resulting in a maximum total mass of 56 ± 5 ng for the full optomechanical device.

The mode mass, i.e. the actual mass contributing to the motion of the Si$_3$N$_4$ resonator fundamental mode, is approx. 74% of the total mass of the Si$_3$N$_4$ resonator (see any standard literature on elasticity theory, for example [S1]). This would result in a total mode mass of the optomechanical resonator (Si$_3$N$_4$ beam plus micromirror) of approx. 53 ± 5 ng. However, because of the flat-top mode shape of our actual device (see the FEM simulation shown in
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Figure S1), this value is only a conservative lower bound. A more realistic value that takes into account the actual mode shape can be obtained directly from FEM simulation and is approx. $56 \pm 5$ ng (see below).

Finally, to calculate the effective mass one has to take into account the mode overlap between the mechanical resonator mode and the mode of the optical probe beam (for a detailed analysis on the calculation of the effective mass see for example [S2]). Based on the experimentally obtained optical finesse, which is limited by intensity losses due to a finite mirror size, we can provide an upper bound on the cavity beam waist at the micromirror position of $8 \pm 2$ µm. If we assume a mechanical mode shape of an ideal doubly-clamped beam of dimensions $100 \times 50 \times 1$ µm$^3$ we would calculate an effective mass (see e.g. [S2,S3]) of $50 \pm 5$ ng. Again, the actual flat-top mode shape of our device results in a decreased mean square displacement (by approx. 6%) compared to the ideal doubly-clamped beam. Taking this into account yields a final effective mass of $53 \pm 5$ ng, which agrees to within 10% with the experimentally observed value of $43 \pm 2$ ng.

The abovementioned FEM simulations make use of the exact geometry and material data for our resonator. The main idea is to impose a force on the structure and have the FEM simulation calculate the deflection. Using Hooke's law one can then extract the spring constant $k$ of the device. The mode mass can be extracted by using $\omega_m = \sqrt{k/m_{\text{mod}}}$. For our specific device the FEM solver provides us with a spring constant of 2196 N/m and a fundamental mode at $\omega_m = 2\pi \times 945$ kHz, which results in $m_{\text{mod}} = 57 \pm 5$ ng.

Figure S1: FEM simulation of our optomechanical device. Shown is the side-view of the fundamental resonance mode at its maximum displacement (below). The cylindrical mirror pad on top of the Si$_3$N$_4$ beam induces a flat-top mode shape (inset).
Error Analysis

The error associated with the noise power spectra peak areas, which provide the mechanical mean square displacement, can be estimated as follows: Assuming that the NPS comprises a sequence of \( N \) independent data points \((x_i, y_i)\) (with \( i = 1 \ldots N \)) with measurement uncertainty \((\delta x_i, \delta y_i)\) one can calculate the area underneath the NPS by Riemann integration as \( A = \sum_{i=1}^{N-1} (x_{i+1} - x_i) y_i \) with an uncertainty \( \delta A = \sqrt{\sum_{i=1}^{N-1} (x_{i+1} - x_i)^2 (\delta y_i)^2} \), which is obtained by Gaussian error propagation and neglecting the uncertainty in \( x \). The strongly cooled NPS shown in Figure 3a is given by a data set of \( N = 5000 \) points with \( x_{i+1} - x_i = 100 \) Hz and with \( \delta y_i \approx 1 \times 10^{-34} \) m² Hz⁻¹ for all \( i \). We obtain \( A = 3.780 \times 10^{-28} \) m² (by numerically integrating the data set), \( \delta A \approx \sqrt{N} \times 100 \) Hz \( \times 1 \times 10^{-34} \) m² Hz⁻¹ \( = 7.1 \times 10^{-31} \) m² and an integrated noise floor of \( N \times 100 \) Hz \( \times 7.3 \times 10^{-34} \) m² Hz⁻¹ \( \approx 3.65 \times 10^{-28} \) m². This results in an integrated “real thermal noise” of \((3.78 - 3.65) \times 10^{-28} \) m² \( \approx 1.3 \times 10^{-29} \) m² with an overall error of approx. \( \sqrt{2} \times 7.3 \times 10^{-31} \) m² \( \approx 1 \times 10^{-30} \) m², i.e. with an error of approx. 8%. The SNR of our measurement is therefore sufficient to support our result of \( \langle n \rangle \approx 32 \) and accounts for an uncertainty of \( \delta \langle n \rangle = \pm 1.5 \).

Other possible sources of experimental uncertainty are: an uncertainty related to the absolute displacement amplitude calibration (amounting to approx. 12% relative uncertainty), an uncertainty related to determining the mechanical resonance frequency (known up to an error of approx. 5%) and an uncertainty related to the absolute power calibration of the intracavity optical pump field (known up to an error of approx. 10%). These additional experimental uncertainties add up to an overall error of approx. 25%. All errors are conservatively estimated and finally result in \( \langle n \rangle \approx 32 \pm 4 \).

Shot-Noise

The noise floor of our measurement is limited by optical shot-noise. The corresponding displacement noise can be calculated according to [S4] as
SUPPLEMENTARY INFORMATION

\[ \epsilon_{\text{Shot}} = \frac{\lambda}{16F} \frac{P}{P_{MM}} \left( \frac{\omega_m}{\kappa} \right)^2 \sqrt{\frac{T + l}{T}} \sqrt{\frac{P}{P_{MM}}}. \]

Our experimental parameters (finesse \( F = 3900 \), input power \( P = 14 \) \( \mu \)W, \( \lambda = 1064 \) nm, \( \omega_m = 2\pi \times 945 \) kHz, \( \kappa = 2\pi \times 770 \) kHz, input coupler transmission \( T = 900 \) ppm, overall intra-cavity losses \( l = 620 \) ppm, optical input power (corrected for imperfect mode-matching) \( P_{MM} = 7 \) \( \mu \)W) result in a minimal noise-floor of \( \epsilon_{\text{Shot}} = 6 \times 10^{-18} \) m Hz\(^{-0.5}\).


3 Optomechanical Normal Mode Splitting

An important line of research in quantum optics is the development of the ability to coherently exchange quantum states from one system to another. A prominent application of this research is quantum memory [66] where a travelling light field, which carries the quantum information to be stored, interacts with a stationary quantum system and coherently transfers its quantum state onto the stationary system for later retrieval. In order for such a transfer to occur, the coherent or reversible dynamics must proceed faster than any of the irreversible dynamics, e.g. damping and decoherence. This parameter regime has been explored in the cavity quantum electrodynamics community [67, 68] for light interacting with atoms inside a cavity and is now of vital importance for the research in that field.

A key step towards meeting this goal in optomechanical systems is to achieve normal mode splitting [69, 70], i.e. a splitting of the mechanical noise power spectrum due to the emergence of hybrid light-mechanical modes brought about by their mutual interaction. This is observable when $g = g_0 \alpha > \kappa, \gamma_M$, i.e. the coupling is larger than the optical and mechanical damping rates, and the situation then resembles two coupled masses on springs. When the central spring that couples the two masses is sufficiently stiff the motion of each mass strongly influences the other mass and they will then tend to move either in phase or out of phase – the two normal modes of the system.

As a natural extension to our sideband cooling work, we used the same experimental setup to observe optomechanical normal mode splitting [71]. We implemented some key changes to our setup, however, that allowed us to enter the required parameter regime. Foremost, improvements were made to the cavity that increased the finesse from approximately 4 000, which was used for our sideband cooling work, to 14 000. These challenging improvements were implemented by the excellent work of Simon Gröblacher that reduced the amplitude decay rate from $\kappa/2\pi \approx 770$ kHz to $\kappa/2\pi \approx 214$ kHz. My specific contribution in the laboratory remained largely the same as our sideband cooling project. I worked in the lab to align a second homodyne interferometer to measure the stronger cooling beam in addition to the signal beam. (It was realized during our theoretical modeling of the experiment that better performance could be attained by measuring this stronger field.) In addition, I worked together to complete the data analysis and played an active role in under-
standing the theory of this phenomena and gauging the experimental feasibility in
the early stages of planning the experiment.
Following this experiment, which to the best of our knowledge is the first demon-
stration of optomechanical normal-mode splitting, this parameter regime has been
attained for electro-mechanics [72] and has also been attained in an optomechanical
system with simultaneous low thermal excitation showing signs of coherent coupling
between the light and a mechanical resonator [73].
Observation of strong coupling between a micromechanical resonator and an optical cavity field

Simon Gröblacher1,2, Klemens Hammerer3,4, Michael R. Vanner1,2 & Markus Aspelmeyer1

Achieving coherent quantum control over massive mechanical resonators is a current research goal. Nano- and micromechanical devices can be coupled to a variety of systems, for example to single electrons by electrostatic1,2 or magnetic coupling3,4, and to photons by radiation pressure5–9 or optical dipole forces10,11. So far, all such experiments have operated in a regime of weak coupling, in which reversible energy exchange between the mechanical device and its coupled partner is suppressed by fast decoherence of the individual systems to their local environments. Controlled quantum experiments are in principle not possible in such a regime, but instead require strong coupling. So far, this has been demonstrated only between microscopic quantum systems, such as atoms and photons (in the context of cavity quantum electrodynamics12) or solid state qubits and photons13–15. Strong coupling is an essential requirement for the preparation of mechanical quantum states, such as squeezed or entangled states16–18, and also for using mechanical resonators in the context of quantum information processing, for example, as quantum transducers. Here we report the observation of optomechanical normal mode splitting19,20, which provides unambiguous evidence for strong coupling of cavity photons to a mechanical resonator. This paves the way towards full quantum optical control of nano- and micromechanical devices.

A common feature of all coupled quantum systems is that their dynamics are dominated by the competition between the joint coupling rate and the rates at which the coupled systems decohere into their local environments. Only for sufficiently strong coupling can the effects of decoherence be overcome. This so-called ‘strong coupling regime’ is, in all cases, indispensable for the experimental investigation of a manifold of quantum phenomena. Nano- and micro-optomechanical oscillators are currently emerging as a new ‘textbook’ example for coupled quantum systems. In this case, a single electromagnetic field mode is coupled to a (nano- or micrometre sized) mechanical oscillator. In analogy to cavity quantum electrodynamics (cQED), one can identify strong coupling as the regime where the coupling rate $g$ exceeds both the cavity amplitude decay rate $\kappa$ and the mechanical damping rate $\gamma_m$—as required, for example, in refs 15–17. Another class of proposals requires the weaker condition of ‘large cooperativity’, that is, $g > \sqrt{\kappa \gamma_m}$ (refs 18, 21). Strong coupling, ideally in combination with the preparation of zero entropy initial states (for example, by ground-state cooling of the mechanical resonator), is essential to obtain (quantum) control over this new domain of quantum physics. Whereas ground state preparation is a goal of continuing research (in which much progress has been made, in particular by using optical laser cooling techniques22), here we demonstrate strong optomechanical coupling using state-of-the-art micromechanical resonators.

Consider the canonical situation in which a mechanical resonator is coupled to the electromagnetic field of a high-finesse cavity via momentum transfer of the cavity photons (Fig. 1). The system naturally comprises two coupled oscillators: the electromagnetic field at cavity frequency $\omega_0$ (typically of the order of $10^{15}$ Hz) and the mechanical resonator at frequency $\omega_m$ ($\sim 10^7$ Hz). At first sight, the large discrepancy in the oscillator frequencies seems to inhibit any coupling: it is, however, alleviated by the fact that the cavity is driven by a laser field at frequency $\omega_0$, which effectively creates an optical oscillator at frequency $\Delta = \omega_0 - \omega_m - \delta_m$ (in a reference frame rotating at $\omega_m; \delta_m$ is the mean shift of the cavity frequency due to radiation pressure). Each of the two oscillators decouples into its local environment: the optical field at the cavity amplitude decay rate $\kappa$ and the mechanics at the damping rate $\gamma_m$. Entering the desired strong coupling regime requires a coupling rate $g \gtrsim \kappa, \gamma_m$.

The fundamental optomechanical radiation-pressure interaction $\mathcal{H}_{\text{int}} = -g n \hat{n} \hat{X}_m$ couples the cavity photon number $n$ to the position $X_m$ of the mechanics ($\hbar = h/2\pi$, where $h$ is Planck’s constant). On the single-photon level, this interaction provides an intrinsically nonlinear coupling, where the coupling rate $g_0 = \frac{\hbar}{\kappa} \sqrt{\frac{\Delta}{\gamma_m}}$ (L, cavity length; $m$, effective mass) describes the effect of a single photon on the optomechanical cavity. In all currently available optomechanical systems, however, $g_0$ is well below 100 Hz. Because the corresponding cavity decay rates are typically much larger than 10 kHz, the effect is too small to exploit the strong coupling regime on the single-photon level. For our experiment $g_0 = 2 \pi \times 2.7$ Hz, which is smaller than both $\kappa$ ($2 \pi \times 215$ kHz) and $\gamma_m$ ($2 \pi \times 140$ Hz). To circumvent this limitation, we use a strong optical driving field ($\lambda = 1.064$ nm), which shifts the optomechanical steady state by means of radiation pressure from vacuum to a mean cavity amplitude $\alpha$ (mean cavity photon number $n_\alpha = \frac{\alpha^2}{2}$) and from zero displacement to a mean mechanical displacement $\beta$. The resulting effective interaction is obtained by standard mean-field expansion, and resembles two harmonic oscillators that are coupled linearly in their optical and mechanical position quadratures $X = (a + a^\dagger)$ and $X_m = (a_m + a_m^\dagger)$, respectively. This strongly driven optomechanical system is then described by equation (1) (see Supplementary Information):

$$H = \frac{\hbar}{2} \left( X^2 + P^2 + \hbar \omega_m \right) \left( X_m^2 + P_m^2 \right) - h g X_m X.$$  

The effective coupling strength $g = g_0 x$ is now enhanced by a factor of $x = \sqrt{n_\alpha}$. Note that this enhancement comes at the cost of losing the nonlinear character of the interaction. Although there exist proposals that do require strong nonlinear coupling at the single-photon level16, the majority of schemes for quantum optomechanical state manipulation work well within the regime of linear albeit strong coupling. They rely on the fact that linear interactions allow for protocols such as quantum state transfer and readout23, generation of entanglement17,19, conditional preparation of states via projective measurements on...
light $^{18,21}$, and so on, a fact which is well established in the fields of quantum optics and quantum information. In our experiment, by using external optical pump powers of up to 11 mW, we are able to achieve an increase in coupling by more than five orders of magnitude, sufficient to reach the desired strong coupling regime.

An unambiguous signature of strongly coupled systems is the occurrence of normal mode splitting, a phenomenon known to both classical and quantum physics. In the simplest case, two independent classical and quantum harmonic oscillators coupled via an additional joint spring will behave as a pair of uncoupled oscillators—so-called normal modes—with shifted resonance frequencies compared to the individual resonators. For the particular case of resonators with equal bare frequencies, a sufficiently strong coupling will introduce a splitting of adjacent levels, so-called normal mode splitting, a phenomenon known to both classical and quantum physics. In the simplest case, two independent classical and quantum harmonic oscillators coupled via an additional joint spring will behave as a pair of uncoupled oscillators—so-called normal modes. The effective mass of $145 \text{ ng}$ was achieved by more careful analysis is carried out in the Supplementary Information, and shows that normal mode splitting occurs only above a threshold $g \gtrsim \kappa$ (refs 19, 20) for our damped optomechanical system. The Hamiltonian can be re-written in terms of the normal modes and one obtains:

$$H = \frac{h \alpha_m}{2} (\hat{X}_m^2 + \hat{P}_m^2) + \frac{h \alpha_s}{2} (\hat{X}_s^2 + \hat{P}_s^2)$$  \hspace{1cm} (2)

For the resonant case $\Delta = \omega_m$, equation (2) describes two uncoupled oscillators with position and momentum quadratures $X_{\pm} = \sqrt{\frac{\omega_m}{\kappa}} (X_m \pm i X_0)$ and $P_{\pm} = \sqrt{\frac{\kappa}{\omega_m}} (P_m \pm P_0)$. These new dynamical variables cannot be assigned to either the cavity field or the mechanical resonator, but are true hybrid optomechanical degrees of freedom. The overall system energy spectrum $E_{\text{man}}$ is therefore given by the sum of the energies of the two normal modes, that is, $E_{\text{man}} = h (\omega_{m} + \omega_{s})$. The degeneracy of the uncoupled energy levels is lifted, and normal mode splitting of adjacent levels occurs with a separation that is equivalent to the coupling strength $g$. In the presence of decoherence, the spectral lines are broadened to a width of $(\kappa + \gamma_m)$ and the splitting can therefore only be resolved for $g \gtrsim \kappa$, that is, for strong coupling.

We observe normal mode splitting via direct spectroscopy of the optical field emitted by the cavity. Emission of a cavity photon can in general be understood as a transition between dressed states of the optomechanical system, that is, between mechanical states that are dressed by the cavity radiation field. The structure of the optomechanical interaction only allows for transitions that lower or raise the total number of normal mode excitations by one (see Supplementary Information). Photons emitted from the cavity therefore...
have to lie at sidebands equal to the dressed state frequencies \( \omega_\pm \) relative to the incoming laser photons of frequency \( \omega_L \), that is, they have to be emitted at sidebands equal to \( \omega_\pm \) or \( -\omega_\pm \). Homodyne detection provides us with direct access to the optical sideband spectrum, which is presented in Fig. 2a for the resonant case \( \Delta = \omega_m \). For small optical pump power, that is, in the regime of weak coupling, the splitting cannot be resolved and one obtains the well-known situation of resolved sideband laser cooling, in which Stokes and anti-Stokes photons are emitted at one specific sideband frequency. The splitting becomes clearly visible at larger pump powers, and anti-Stokes photons are emitted at one specific sideband frequency. The splitting becomes clearly visible at larger pump powers, which is unambiguous evidence for entering the strong coupling regime. Indeed, at a maximum optical driving power of \( -11 \) mW, we obtain a coupling strength \( g = 2\pi \times 325 \) kHz, which is larger than both \( \kappa = 2\pi \times 215 \) kHz and \( \gamma_m = 2\pi \times 140 \) Hz and which corresponds to the magnitude of the level crossing shown in Fig. 2b. As is expected, for detunings \( \Delta \) off resonance, the normal mode frequencies approach the values of the uncoupled system.

These characteristics of our strongly driven optomechanical system are reminiscent of a strongly driven two-level atom, and indeed a strong and instructive analogy exists. If an atom is pumped by a strong laser field, optical transitions can only occur between dressed atomic states, that is, atomic states ‘dressed’ by the interaction with the laser field. For strong driving, any Rabi splitting that is induced by the strong laser field, optical transitions can only occur between dressed atomic states, that is, atomic states ‘dressed’ by the interaction with the laser field. For strong driving, any Rabi splitting that is induced by strong coupling is effectively of order \( \mathcal{O}(n) \) (\( n \), mean number of laser photons; \( \mathcal{O}(\gamma) \), electric dipole coupling) and one therefore obtains an equally spaced level splitting, fully analogous to the coupled optomechanical spectrum. From this point of view, the optomechanical modes can be interpreted in a dressed state approach as excitations of mechanical states that are dressed by the cavity radiation field. The origin of the sideband doublet as observed in the output field of the strongly driven optomechanical cavity corresponds to the resonance fluorescence spectrum of a strongly driven atom, in which strong coupling gives rise to the two side-peaks in the so-called Mollow triplet. It is interesting to note that the analogy even holds for the single-photon regime, in which both systems are close to their quantum ground state. For both cases (that is, the atom–cavity system and the cavity–optomechanical system), a sufficiently strong single-photon interaction \( g_0 \) would allow one to obtain the well-known vacuum Rabi splitting as well as state-dependent level spacing, which is due to intrinsic nonlinearities in the coupling.

We should stress that normal mode splitting alone does not establish a proof for coherent dynamics, that is, for quantum interference effects. With the present experimental parameters, such effects are washed out by thermal decoherence and normal mode splitting has a classical explanation in the framework of linear dispersion theory. Still, the demonstration of normal mode splitting is a necessary condition for future quantum experiments.

We finally comment on the prospects for mechanical quantum state manipulation in the regime of strong coupling. One important additional requirement in most proposed schemes is the initialization of the mechanical device close to its quantum ground state. Recent theoretical results show that both ground state laser cooling and strong coupling can be achieved simultaneously, provided that the conditions \( \omega_m < \omega_L < \omega_0 \) are fulfilled. Thus, in addition to operating in the resolved sideband regime, a thermal decoherence rate that is small compared to the cavity decay rate is required. Cryogenic experiments have demonstrated thermal decoherence rates as low as \( 20 \) kHz for nanomechanical resonators for a \( 20 \) mK environment temperature. For our experiment, temperatures below \( 300 \) mK would be sufficient to combine strong coupling with ground state cooling.

We have demonstrated strong coupling of a micromechanical resonator to an optical cavity field. This regime is a necessary precondition to obtaining quantum control of mechanical systems.

Figure 2 | Optomechanical normal mode splitting and avoided crossing in the normal-mode frequency spectrum. a. Emission spectra of the driven optomechanical cavity, obtained from sideband homodyne detection on the strong driving field after its interaction with the optomechanical system (see Supplementary Information). The power levels from top to bottom \((0.6, 3.8, 6.9, 10.7 \) mW) correspond to an increasing coupling strength of \( g = 78, 192, 260 \) and \( 325 \) kHz \((g = 0.4, 0.9, 1.2, 1.5 \) kHz). All measurements are performed close to resonance \((\Delta = 1.02 \omega_m)\). For strong driving powers a splitting of the cavity emission occurs, corresponding to the normal mode frequencies of true hybrid optomechanical degrees of freedom. This normal mode splitting is an unambiguous signature of the strong coupling regime. All plots are shown on a logarithmic scale. Green dashed lines are fits to the data assuming two independent Lorentzian curves, red solid lines are the sum of these two fits. b. Normal mode frequencies obtained from the fits to the spectra as a function of detuning \( \Delta \). For far off-resonant driving, the normal modes approach the limiting case of two uncoupled systems. Dashed lines indicate the frequencies of the uncoupled optical (diagonal) and mechanical (horizontal) resonator, respectively. At resonance, normal mode splitting prevents a frequency degeneracy, which results in the shown avoided level crossing. Error bars, s.d. Solid lines are simulations (see Supplementary Information). For larger detuning values, the second normal mode peak could no longer be fitted owing to a nearby torsional mechanical mode. c. Normal mode spectra measured off resonance.
Together with the availability of high-quality mechanical resonators operated at low temperatures, which minimizes thermal decoherence of the mechanics, strong optomechanical coupling provides the basis for full photonic quantum control of massive mechanical resonators. We suggest that future developments will eventually also allow strong coupling to be achieved in the nonlinear regime, that is, at the single-photon level, to exploit optomechanical vacuum Rabi splitting.
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I. NORMAL MODE FREQUENCIES AND DAMPING RATES

As shown in [1–3] the linearized Hamiltonian for a driven cavity mode coupled via radiation pressure to a harmonically bound mirror is

\[ H = \frac{\hbar}{2} (X^2 + P^2) + \frac{\hbar \omega_m}{2} (X^2_m + P^2_m) - \hbar g X_m X_m \]  

(S1)

with an opto-mechanical coupling rate \( g = g_0 \alpha = \frac{\pi}{2} \sqrt{\frac{P \alpha}{\hbar \omega_m (\Delta^2 + \Delta^2_m)}} \) (following [3]) for an input power \( P \) of the driving laser (\( L, \omega_c \) and \( \kappa \) are cavity length, resonance and amplitude decay rate respectively, \( m \) the effective mass of the mechanical oscillator). For a two-sided cavity with decay rate \( \kappa \) through the input-coupler and \( \kappa \) through the oscillating mirror, this formula generalizes to

\[ g = \frac{\pi}{2} \sqrt{\frac{P \alpha}{\hbar \omega_m (\Delta^2 + \Delta^2_m)}}. \]

It is convenient to define \( \tilde{R}^T = (X, P, X_m, P_m) \) and express the Hamiltonian as \( H = \frac{\hbar}{2} \tilde{R}^T M \tilde{R} \) where

\[ M = \begin{pmatrix} \Delta & 0 & g & 0 \\ 0 & \Delta & 0 & 0 \\ g & 0 & \omega_m & 0 \\ 0 & 0 & 0 & \omega_m \end{pmatrix}. \]

The transformation to normal modes \( \tilde{R}^{NM} = (X', P', X'_m, P'_m) \) is achieved with a linear transformation \( \tilde{R}^{NM} = S \tilde{R} \) where \( S \) fulfills \( M = S^T \text{diag}(\omega_+, \omega_-, \omega_+ + \Delta, \omega_- - \Delta) S \) and is symplectic, i.e. it obeys \( J = SJS^T \) where

\[ J = \begin{pmatrix} 0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & -1 & 0 \end{pmatrix}. \]

The latter property guarantees that canonical commutation relations are conserved, i.e. \( [\tilde{R}_i, \tilde{R}_j] = [\tilde{R}_i^{NM}, \tilde{R}_j^{NM}] = iJ_{ij} \). The explicit form of \( S \) can in principle be determined, but is quite involved and does not give much insight. As will become clear in a moment, the normal mode frequencies \( \omega_\pm \) can be easily calculated without constructing \( S \) and are given by

\[ \omega_\pm^2 = \frac{1}{2} \left( \Delta^2 + \omega_m^2 \pm \sqrt{(\Delta^2 - \omega_m^2)^2 + 4g^2 \omega_m \Delta} \right). \]  

(S2)

The canonical operators evolve according to

\[ \dot{\tilde{R}}(t) = i[H, \tilde{R}(t)] - D\tilde{R}(t) - \sqrt{2D} \tilde{R}_m(t) \]

\[ = (JM - D)\tilde{R}(t) - \sqrt{2D} \tilde{R}_m(t), \]  

(S3)

where we included damping of the cavity field and the mechanical resonator with \( D = \text{diag}(\kappa, \kappa, \gamma_m^0, \gamma_m^0) \) and Langevin forces \( \tilde{R}_m(t) = (x_m, p_m, f_x, f_p) \). For white vacuum noise input to the cavity and a thermal white noise bath coupling to the mechanical system, all first moments vanish \( \langle \dot{\tilde{R}}(t) \rangle = 0 \) and the only non-zero two time correlation functions are

\[ \langle x_m(t)x_m(t') \rangle = \langle p_m(t)p_m(t') \rangle = \frac{1}{2} \delta(t - t'), \]

\[ \langle f_x(t)f_x(t') \rangle = \langle f_p(t)f_p(t') \rangle = \left( \bar{n} + \frac{1}{2} \right) \delta(t - t'), \]  

(S4)

where \( \bar{n} \approx \frac{\kappa L}{h \omega_m} \).

From Eq. (S3) it is clear that eigenfrequencies and effective damping rates of the system are given by, respectively, the imaginary and real parts of the eigenvalues of \( i(JM - D) \). The eigenvalues occur in complex conjugate pairs and the imaginary parts of the ones in the upper half plane determine eigenfrequencies. For the undamped system, \( D = 0 \), the eigenvalues are purely complex and one arrives at expression (S2) for the normal mode frequencies. For the damped system, \( D \neq 0 \), the eigenvalues of \( i(JM - D) \) will in general be complex and thus determine normal mode frequencies \( \omega_\pm \) and effective damping rates \( \gamma_\pm \) of normal modes, as exemplified in Fig. S1. The theoretical values of the normal mode frequencies \( \omega_\pm \) in Fig. 2a of the main text were as well determined in this way. While normal mode splitting (NMS) occurs for any non-zero coupling \( g \) in an undamped system, a threshold of \( g \gg \kappa \) has to be surpassed to observe NMS [2, 4]. Effective damping rates behave complementary and merge above the same threshold. Comparison of the normal mode damping rates \( \gamma_\pm \) to the effective mechanical damping rate \( \gamma_m = \gamma_m^0 + \frac{g^2 \hbar \omega_m}{2k} \) as derived in the theory for cavity-assisted cooling [1, 3], shows that the condition for resolving the normal mode peaks is \( g \gg \kappa, \gamma_m \).
II. CAVITY EMISSION SPECTRUM

A. Dressed States and Exact Diagonalization

In terms of normal mode operators the linearized Hamiltonian (S1) is given by

\[ H = \frac{\hbar}{2} (X_p^2 + P_p^2) + \frac{\hbar}{2} (X_d^2 + P_d^2) \]

It can be expressed also in terms of creation and annihilation operators \( a_\pm = (X_\pm + iP_\pm)/\sqrt{2} \) as

\[ H = \hbar \omega_+ (a_+^a a_+ + \frac{1}{2}) + \hbar \omega_- (a_-^a a_- + \frac{1}{2}) \]

The eigenstates and -energies are thus \( |n, m\rangle = E_{n,m} |n, m\rangle \), where

\[ |n, m\rangle = \frac{1}{\sqrt{n!m!}} (a_+^a)^n (a_-^a)^m |0, 0\rangle \]

\[ E_{n,m} = \hbar \omega_+ (n + \frac{1}{2}) + \hbar \omega_- (m + \frac{1}{2}) \]

Emission of a cavity photon is in general accompanied by a transition of the opto-mechanical system from one eigenstate to another by changing a single excitation, \( |n, m\rangle \rightarrow |n-1, m\rangle \) and \( |n, m\rangle \rightarrow |n, m-1\rangle \). The energy splitting between these states is \( E_{n,m} - E_{n-1,m} = \hbar \omega_+ \) and \( E_{n-1,m} - E_{n,m-1} = \hbar \omega_- \) respectively. Photons emitted from the cavity have to carry away this energy excess/deficiency relative to the incoming laser photons of frequency \( \omega_L \), i.e. they have to have frequencies \( \omega_L \pm \omega_+ \) or \( \omega_L \pm \omega_- \). Transitions between the dressed opto-mechanical states and the associated emission dublett is illustrated in Fig. S2.

In order to compare the low-energy part of the opto-mechanical spectrum to the one of the Jaynes Cummings system, as shown in Fig. 2 of the main text, we give here the exact eigenstates and -values of the non-linear radiation pressure Hamiltonian

\[ H = \hbar \omega_m a_\dagger a_m + \hbar \Delta a_\dagger a_n - \hbar \gamma a_\dagger a_m (a_n + a_\dagger) \]

It is straight forward to check that \( H |\psi_{k,n}\rangle = E_{k,n} |\psi_{k,n}\rangle \)

with

\[ |\psi_{k,n}\rangle = \exp \left( \frac{2 \pi n}{\hbar} (a_m - a_\dagger^a) \right) |k\rangle |n\rangle \]

\[ E_{k,n} = \hbar \left( \omega_n k + \Delta n + \frac{\Delta^2}{\Delta_n} \right) \]

That is, the eigenstates are shifted Fock states of the undamped system and the energy spectrum is anharmonic with a quadratic dependence in the photon number. The “opto-mechanical Rabbi splitting” is thus \( \frac{\Delta^2}{\Delta_n} \); see also Fig. S2.

B. Emission Power Spectrum

The power spectral density of light emitted by the cavity is explicitly determined as follows: In frequency space \( \tilde{R}(\omega) = \int d\omega \tilde{R}(t) \exp(i\omega t)/\sqrt{2\pi} \) the steady state solutions to the equations of motion (S3) are

\[ \tilde{R}(\omega) = \frac{1}{\omega_0 + J M - D} \sqrt{2D} \tilde{R}_i(\omega) \] (S5)

With the quantum optical cavity input-output relations it follows that

\[ \tilde{R}_{\text{out}}(\omega) = \sqrt{2D} \tilde{R}(\omega) + \tilde{R}_i(\omega) \]

\[ = \left( \sqrt{2D} \frac{1}{\omega_0 + J M - D} \sqrt{2D} + 1 \right) \tilde{R}_i(\omega) \]

where \( \tilde{R}_{\text{out}}(\omega) = (x_{\text{out}}, p_{\text{out}}; f_{x_{\text{out}}}, f_{p_{\text{out}}}) \) are quadratures for the cavity output field which are subject to homodyne detection. In order to calculate their stationary properties we formally introduce also “phononic output fields” \( f_{x_{\text{out}}}, f_{p_{\text{out}}}) \). The spectral correlation functions can be collected in a Hermitean spectral 4 x 4 correlation matrix \( \gamma^{\text{out}}(\omega, \omega') = \langle (\tilde{R}_{\text{out}}(\omega'))(\tilde{R}_{\text{out}}(\omega)) \rangle \). Straight forward
FIG. S2: Energy spectrum of a driven opto-mechanical cavity. For a degenerate, uncoupled system (left), \( \omega_m = \Delta, \) \( g_0 = 0, \) the spectrum consists of equidistant multiplets of energy \( hN\omega_m, \) and degeneracy \( N \) (\( \hbar \): Planck’s constant; \( N \): number of excitations; \( \omega_m \): mechanical resonance frequency). For a coupled system (right), \( g_0 \neq 0, \) the degeneracy is broken. In the strongly driven regime, where the cavity is in a coherent state with mean number of photons \( \langle n_c \rangle, \) the levels in each \( N \)-multiplet split up by \( g = g_0\sqrt{\langle n_c \rangle} \) into dressed states \( |m, n\rangle \) with \( m + n = N. \) Emission of a cavity photon is accompanied only by transitions \( |m, n\rangle \leftrightarrow |m-1, n+1\rangle \) between dressed states. Accordingly, emitted photons have to lie at sideband-frequencies \( \omega_m \pm \omega. \) This gives rise to a doublet structure in the sideband spectrum (bottom) with a splitting \( \omega_m - \omega \approx g. \) The observed normal-mode splitting is shown in Figure 2 of the main text. In the single photon coupling regime, the fundamentally anharmonic nature of the spectrum becomes important, with a splitting between dressed states scaling like \( \frac{g^2}{\omega_m^2} \) (shown is the “opto-mechanical vacuum Rabi-splitting” for \( n_c = 1). \)

In the present experiment we cannot access this nonlinear regime, which would require a large single photon coupling \( g_0 \gg \kappa, \gamma_m. \)

calculation yields \( \gamma_{out}(\omega, \omega') = \delta(\omega + \omega')\Gamma(\omega) \) where
\[
\Gamma(\omega) = \left( \sqrt{2D}\frac{1}{i\omega + JM - D} \sqrt{2D} + 1 \right) N
\times \left( \sqrt{2D}\frac{1}{i\omega - JM - D} \sqrt{2D} + 1 \right)^T
\]
and \( N = \text{diag} \left( \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \right). \) If losses through the second mirror with amplitude decay rate \( \tilde{\kappa} \) are taken into account, the last expression generalizes to
\[
\Gamma(\omega) = \left( \sqrt{2D}\frac{1}{i\omega + JM - D} \sqrt{2D} + 1 \right) N
\times \left( \sqrt{2D}\frac{1}{i\omega - JM - D} \sqrt{2D} + 1 \right)^T
\]
Finally, the spectral density \( S(\omega) \) is defined as \( S(\omega) = \langle a_{out}(\omega) a_{out}^\dagger(\omega) \rangle \) where the amplitude operator for the cavity output field is \( a_{out}(\omega) = (x_{out}(\omega) + ip_{out}(\omega))\sqrt{2}. \) It follows from the definition of the spectral correlation matrix given above that
\[
S(\omega) = \frac{1}{2} [\Gamma_{11}(\omega) + \Gamma_{22}(\omega) + i(\Gamma_{12}(\omega) - \Gamma_{21}(\omega))].
\]

This expression gives the spectral density of sideband modes at a frequency \( \omega_L + \omega. \) In homodyne detection of sideband modes we do not distinguish sideband frequencies \( \omega_L \pm \omega \) and extract only the overall noise power spectrum at a sideband frequency \( |\omega|, \) which is given by \( S_{NPS}(\omega) = S(\omega)^2 + S(-\omega)^2 \) and shown in Fig. S3. The simple consideration in terms of dressed state transitions as given above shows good agreement with the exact calculated positions of spectral peaks, which are in turn in excellent agreement with measured data presented already in Fig. 2b of the main text.

III. HOMODYNE DETECTION OF OPTICAL AND MECHANICAL QUADRATURES

We obtain the generalized optical and mechanical quadratures \( X_\chi \) and \( X_m \) via two independent, simultaneous optical homodyne measurements. Homodyne detection requires the mixing of a strong local oscillator field with the signal beam at a symmetric beamsplitter and a balanced photodetection at the beamsplitter output ports. The difference photocurrent then provides a direct measure of the generalized quadrature \( X(\phi, t) = a(t)e^{i\phi} + a^\dagger(t)e^{-i\phi} \) of an optical beam (\( \phi \): local oscillator phase), where \( X(\phi = 0, t) \) and \( X(\phi = \frac{\pi}{2}, t) \) are the well-known amplitude and phase quadratures, respectively. To measure \( X_m, \) homodyning was performed on the driving beam after its interaction with the cavity. The second homodyning measures the locking beam after its resonant interaction with the cavity. Because of the weak interaction (we choose the power of the lock beam such that \( g \ll \kappa \)) the cavity field phase quadrature adiabatically follows the evolution of the mechanics and hence provides direct access to \( X_m. \) The local oscillator phase in the homodyne measurement of the locking
FIG. S3: (a) Emission spectrum $S_{\text{SNPS}}(\omega)$ of opto-mechanical system for varying detuning (colors refer to a logarithmic scale of arbitrary units). Peak positions are well described by the normal mode eigenfrequencies $\omega_{\pm}$ (black lines). For comparison we reproduce also the measured data of presented in Fig. 3b of the main text. Parameters are as in S1, the input input power was $P = 10.7$ mW. Expression (S6) was used to evaluate the spectrum with a cavity decay rate through the input-coupler $\kappa = 2\pi \times 172$ kHz and at rate $\bar{\kappa} = 2\pi \times 43$ kHz through the oscillating mirror. (b) Same for a power value $P = 3.8$ mW just below threshold for normal mode splitting, cf. Fig. S1a.

Field was always actively stabilized to detect the locking beam phase quadrature. Each of the two difference photocurrents was recorded independently by a high-speed analogue-to-digital converter (14 bit, 10 MSample sec$^{-1}$). The mechanical and optical noise power spectra from Figures 1b and 2a, respectively, were directly inferred from these recorded time traces. In that case, the local oscillator phase of the drive field was locked to a fixed value.

4 Geometry Dependent Mechanical Clamping Losses

In both optomechanics experiments and applications employing mechanical oscillators the mechanical quality factor $Q$ is often a primary performance limitation. For instance, fundamental physics experiments that aim to explore non-classical properties of mechanical motion must minimize decoherence by sufficiently isolating the mechanical oscillator from the surrounding environment. This requires $\bar{n}/Q \ll 1$, where $\bar{n}$ is the thermal occupation of the oscillator when in thermal equilibrium, and thus higher quality factors are desired. As a second prominent example, the sensitivity of mechanical oscillator based force sensors improves with an increasing mechanical quality factor. Because of this there is currently a significant amount of physics and engineering based research spent on improving the quality factor of mechanical resonators.

The mechanical quality factor in any given implementation is determined by a number of physical mechanisms, e.g. material losses, thermoelastic damping, and viscous damping from any surrounding gas or fluid. Each of these mechanisms will independently increase the damping rate and hence the overall quality factor is determined via

$$\frac{1}{Q} = \frac{1}{Q_1} + \frac{1}{Q_2} + \frac{1}{Q_3} + \ldots,$$

where the subscripts label each damping mechanism.

In this work [74] we experimentally studied mechanical clamping losses [75], otherwise known as phonon tunneling, where damping occurs due to the mechanical resonator coupling to the surrounding support or substrate. This damping mechanism is strongly dependent on the shape of the mechanical resonator that determines the profile of each particular mechanical flexural mode. Because of this geometry dependence careful design and fabrication can thus minimize this deleterious damping mechanism. To this end, we studied the change in mechanical $Q$ for a controlled change in its geometry and developed a numerical solver to estimate the clamping loss contribution for a given geometry. My specific contribution to this project was to design and build a fiber based optical setup to probe the mechanical motion. The fiber based interferometer proved to have excellent phase stability and mechanical position sensitivity that the design developed for this work was used again, with modifications, to implement the pulsed optomechanics experiment discussed in
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chapter 7.
Microscale and nanoscale mechanical resonators have recently emerged as ubiquitous devices for use in advanced technological applications, for example, in mobile communications and inertial sensors, and as novel tools for fundamental scientific endeavours. Their performance is in many cases limited by the deleterious effects of mechanical damping. In this study, we report a significant advancement towards understanding and controlling support-induced losses in generic mechanical resonators. We begin by introducing an efficient numerical solver, based on the ‘phonon-tunnelling’ approach, capable of predicting the design-limited damping of high-quality mechanical resonators. Further, through careful device engineering, we isolate support-induced losses and perform a rigorous experimental test of the strong geometric dependence of this loss mechanism. Our results are in excellent agreement with the theory, demonstrating the predictive power of our approach. In combination with recent progress on complementary dissipation mechanisms, our phonon-tunnelling solver represents a major step towards accurate prediction of the mechanical quality factor.
Mechanical coupling of a suspended structure to its supports is a fundamental energy loss mechanism in micro- and nanomechanical resonators. Referred to variously as clamping or anchor loss, this process remains significant even in devices fabricated from high-quality materials operated in vacuum and at cryogenic temperatures, and is in fact unavoidable in any non-levitating system. Although much progress has been made towards the understanding of mechanical dissipation at the microscale and nanoscale, obtaining reliable predictions for the fundamental design-limited quality factor, $Q$, remains a major challenge while direct experimental tests are scarce. At the same time, the implementation of high-quality micromechanical and nanomechanical systems is becoming increasingly important for numerous advanced technological applications in sensing and metrology, with select examples including wireless filters, on-chip clocks, microscopy and molecular-scale mass sensing, and recently for a new generation of macroscopic quantum experiments that involve mesoscopic mechanical structures. Here, we introduce a finite-element-enabled numerical solver for calculating the support-induced losses of a broad range of low-loss mechanical resonators. We demonstrate the efficacy of this approach via comparison with experimental results from microfabricated devices engineered to isolate support-induced losses by allowing for a significant variation in geometry, while keeping other resonator characteristics approximately constant. The efficiency of our solver results from the use of a perturbative scheme that exploits the smallness of the contact area, specifically the recently introduced phonon-tunnelling approach. This results in a significant simplification over previous approaches and paves the way for CAD-based predictive design of low-loss mechanical resonators.

The origins of mechanical damping in microscale and nanoscale systems have been the subject of numerous studies during the last decades, and several relevant mechanisms for the decay of acoustic mechanical excitations, that is, phonons, have been investigated. These include: (i) fundamental anharmonic effects such as phonon–phonon scattering, which is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity that is regarded as a phonon cavity.
to have perfect impedance match with the substrate, equation (1) leads to a particularly simple result for the $Q$ of an axially symmetric resonance,$^{24}$ which has been verified in ref. 7 for the radial breathing mode of microtoroid structures. On the other hand, examples of case (ii) include the planar structures investigated here, when the resonator volume consists of the portion of the structure that is free-standing.

A rigorous derivation of equation (1) is given in ref. 24. Alternatively, if one uses a decomposition of the displacement field in terms of the unperturbed support modes and the discrete modes of the resonator volume, equation (1) follows simply from applying Fermi’s Golden rule to phonon decay, with the interaction Hamiltonian between the resonator volume (labelled $<$) and the surrounding support (labelled $>$) given by \( \int \delta S \cdot \sigma \cdot \bar{u}_0 \) for case (i) and \( \int \delta S \cdot \sigma \cdot \bar{u}_s \) for case (ii). Within this framework, it is straightforward to realize that the validity of equation (1) is more general than the condition \( k_d \lambda < 1 \) and will also apply to any resonance, for which the support-induced frequency shift is small compared with the relevant mode spacing (that is, the free spectral range at the corresponding resonant frequency) so that the weak coupling assumption is warranted. For our case, the use of this master formula is completely equivalent to previous intuitive approaches based on forcing the substrate with the stress source generated by the resonator mode$^{24,44}$, as can be shown rigorously by using—for the elastic Green’s function of the substrate—a spectral decomposition in terms of its free modes. In the presence of mode coupling$^{25,26}$ not induced by disorder, our treatment remains valid provided that the mode mixing is not dominated by support-induced interactions, which includes the case where it is accounted for by FEM assuming perfect clamping and excludes cases where symmetry breaking induced by the support is relevant. Finally, one should note that in the weak-coupling regime, it is straightforward to incorporate mode coupling not accounted for by the FEM into our phonon-tunnelling formalism.

**Q-solver.** Though the aforementioned framework is completely general, to investigate the predictive power of our approach, we focus specifically on the flexural modes of a symmetric plate geometry of thickness $t$ that is inscribed in a circle of radius $R$, with the contact area $S$ corresponding to the outer rim of an idealized circular undercut (undercut distance of $L_{\text{LC}}$). To calculate the theoretical $Q$-values of such devices via equation (1), we have developed a numerical solution technique that determines the normalized resonator eigenmode and eigenfrequency via FEM (with $\bar{u}_0 = 0$ at $S$) and is based on a decomposition into cylindrical modes for the support, which is approximated by the substrate modelled as an isotropic elastic half-space. The latter approximation is expected to be quantitatively precise for the low-lying flexural resonances when the undercut gap between the suspended structure and the substrate satisfies $h < R$ (where $h$ is the gap height), and the largest resonant wavelength for elastic wave propagation in the substrate is smaller than the relevant length scales characterizing the mounting of the sample (see below). The aforementioned weak-coupling condition, $k_d \lambda < 1$, follows in this case from $t \ll R$. From equation (1), exploiting the fact that the eigenmodes of an elastic half-space are given by straightforward analytical expressions,$^{26}$ we obtain (see Methods section for details of this derivation)

\[
\frac{1}{Q} = \frac{\pi}{2 \rho_c g \sigma_c \rho_s} \iint_{S_\gamma} f_{s,n}^2 \bar{u}_{s,n}(0,R/c_p,\gamma_\nu) \, dS \, d\gamma, \tag{2}
\]

Here, we introduce the dimensionless functions $\tilde{u}_{s,n}(q,\nu)$ and the linear stress Fourier components $f_{s,n} = \int_0^\infty d\gamma \sin \theta \left| f_s(\nu,0,\gamma,\theta) \right|^2 \right|^{1/2} f_s(q,\nu,\theta)$

with $n = 0, \pm 1, \pm 2, \ldots$. The different types of relevant plane-wave modes \( \bar{u}_{s,n}(q,\nu) \) of the half-space$^{26}$ (that is, longitudinal $(l)$, transverse vertical $(t)$ and surface acoustic waves $(s)$ given that transverse horizontal waves do not contribute) are labelled by $\gamma = l, t, s$ with $c_\gamma$, the corresponding speed of sound—as determined by the density $\rho_\gamma$, Poisson ratio $\nu_\gamma$ and Young’s modulus $E_\gamma$ of the substrate. We adopt spherical coordinates for the incident wave vector $\tilde{q}$ with polar angle $\theta$ and cylindrical coordinates for the position $\bar{r}$. The squared displacements \( \left| f_s(\nu,0,\gamma,\theta) \right|^2 \) are given by analytical expressions, that only depend on $\gamma$, $\cos \theta$ and $\nu_\gamma^{1/2}$, which lead to straightforward integrals for the functions $\tilde{u}_{s,n}(q,\nu)$ detailed in the Methods section.

If one considers low frequency modes that are symmetric with respect to both the $x-\bar{x}$ and $y-\bar{y}$ planes so that $f_s(\nu,0,\gamma) \gamma \neq 0$ one can approximate the series in equation (2) by the $n = 0$ term with the $\tilde{u}_{s,0}$ evaluated at $\tilde{q} = 0$. For a Poisson ratio $\nu_i = 1/3$, this yields the following approximation

\[
Q = 1.8 \rho_s \rho_c g \sigma_c^{3/2} \frac{E_s^{1/2}}{\sqrt{\rho_s} |f_{s,0}|}, \tag{3}
\]

where $f_{s,0}$ corresponds to the total force applied on the contact area $S$. For the typical micromechanical resonators analysed here (see below), this approximation deviates from equation (2) by 20%. Finally, we highlight that it is straightforward to generalize the above to in-plane modes and the rim need not be continuous, as in cases where the resonator volume makes contact with the support at a disjoint set of small areas (for example, a bridge geometry with no undercut).

**Free-free design.** To experimentally verify our solver, we have developed ‘free-free’ micromechanical resonators consisting of a central plate (resonator) of length $L$ and width $w$ suspended by four auxiliary beams as depicted in Figure 1a. These structures are etched from a high-reflectivity monocristalline distributed Bragg reflector (DBR)—as described in the Methods section, suited for Fabry–Perot-based optomechanical systems$^{26}$. The devices used in this study constitute a variant of the previously demonstrated free-free flexural design in which auxiliary beams with widths $w_s < w$ and lengths $L_s = \lambda / 4$ (where $\lambda_s$ is the resonant wavelength for the propagation of torsional waves) placed at the nodes of the central resonator mode provide noise filters to suppress support-induced loss.$^1$ A major drawback with the $\lambda/4$-beam design is that the resulting auxiliary beam length can be excessive. In fact for the eigenfrequencies investigated in this work, the corresponding beam length ($>400 \mu m$ at $1.7$ MHz) leads to proliferation of low-frequency flexural resonances that compromise the stability of the optical cavity and render mode identification difficult. We circumvent this issue by utilizing instead a reduced length $L_s = \lambda / 4$ chosen to avoid spectral overlap between the free–free resonance and flexural resonances of the auxiliary beams.

The free–free design provides an ideal platform to isolate and measure phonon tunnelling dissipation: first, by altering the attachment position of the auxiliary beams, this design allows for a significant variation of geometry, while approximately preserving the frequencies and effective surface-to-volume ratios of the resonators. As these characteristics are kept constant, one can rule out the influence of additional damping mechanisms (specifically those driven by internal losses and surface effects) on the variation in $Q$ and hence isolate support-induced losses in the measured devices. Second, the free–free resonators provide an intuitive illustration of the strong geometric character of the support-induced dissipation. Heuristically, the clamping loss will be proportional to the elastic energy radiated through the auxiliary beams, which should approximately scale as the squared deflection of their contacts with the central resonator (see Fig. 1b,c). Thus, varying the contact position...
of the auxiliary beams results in a characteristic modulation of the damping rate, which approximately maps out the central resonator mode shape (Fig. 1b). As expected, the minimum-loss design corresponds to the geometry in which the auxiliary beams are attached at the nodes of the fundamental resonance of the central resonator. It is interesting to note that the theoretical clamping loss limit 1/Q_{th} for nodal positioning is always finite with the geometry closest to this position (indicated by the arrow) yielding 1/Q_{th} = 2×10^{-7}.

Measured dissipation. To identify the mechanical modes of our microfabricated resonators (see Figure 2a for an example of a completed device), we compare the optically measured resonator frequencies, as a function of the auxiliary beam position, with the theoretical eigenfrequency variation. The simulated values are generated using the geometric parameters determined via careful analysis of the completed resonators (see Supplementary Method). As can be seen in Figure 2b, in addition to the symmetric free–free resonance, there is also an antisymmetric eigenmode with comparable frequency. We observe no mode coupling between these resonances, which is consistent with the specific mirror symmetries of the structure. The frequencies are accurately reproduced by the FEM simulation, if we allow for frequency offsets that are solely dependent on the mode parity (262 kHz offset for the free–free mode and 89 kHz offset for the antisymmetric mode). We attribute these shifts to a material-related dissipation mechanism involving both surface and bulk contributions (see Supplementary Method for further details).

All dissipation measurements have been performed at high vacuum (10^{-7} mbar) and at cryogenic temperatures (20 K) to suppress fluidic and thermoelastic damping in the devices (Fig. 2c,d). Under these conditions, we record quality factors spanning 1.4×10^11 to 5.1×10^10, with the minimum Q corresponding to the free–free mode of devices with an auxiliary position of 62.5 μm and R = 116 μm, and with the maximum Q to the geometry closest to nodal positioning (37.4 μm) for the same radius and type of mode (see Fig. 3). For the symmetric mode, we readily observe the expected characteristic modulation in Q as a function of the placement of the auxiliary beams with a relative variation of ∆Q/Q_{th} = -260% (~80%) for R = 116 μm (R = 131 μm). At the same time, the use of the free–free geometry ensures that the frequency variation is kept small, with a range of ∆ff~20% (~10%). In contrast, the Q-values for the antisymmetric mode are nearly constant with Q = 2.1×10^9 (Fig. 3c). This is expected as the theoretical support-induced loss for this mode is negligible. Additionally, as this resonance involves mainly deformations of the auxiliary beams, its dissipation is not correlated with the mode shapes of the central resonator. The damping of this mode is instead dominated by other sources of dissipation, most likely by the material-related losses that are also responsible for the frequency shifts. Thus, we obtain an independent corroboration that the characteristic Q-variation observed for the free–free mode is indeed induced by the modification of the geometry rather than by the small frequency variation present in the devices.

Discussion

To quantitatively compare the measurements with our numerical predictions, two issues must be considered: (i) our model only captures support-induced losses, although other loss mechanisms may still contribute to the overall damping in the devices and (ii) the parameters for the half-space model of the substrate must be properly chosen. Consideration (i) together with the fact that we have designed sets of resonators for which the frequencies and effective surface-to-volume ratios are kept approximately constant implies that any additional damping mechanism that is relevant at low temperatures and high vacuum, but is insensitive to the variation in geometry, should contribute a constant offset 1/Q, in the measured dissipation 1/Q_{tot}. Consideration (ii) is non-trivial given the long-wavelength nature of the elastic waves radiated into the substrate. For an average resonator frequency of 2.12 MHz, estimates of the maximum wavelength for the freely propagating elastic waves yield a value of 2.5 mm, which largely exceeds the wafer thickness (300 ± 25 μm). Thus, the mechanical material parameters for the substrate should be determined by the properties of the underlying stage and positioning mechanism in the cryostat rather than those of the chip itself. Hence, we assume for the half-space the mechanical properties of polycrystalline commercially pure (grade 2) titanium (see the caption of Figure 3 for more details), of which the bulk of the structure beneath the resonator consists. Taking all of this into account, the theory shows remarkable agreement with the measured dissipation (as shown in Fig 3). It is important to note that
the only free parameter used in the model of the free–free mode is a constant offset of $1/Q = 2.41 \times 10^{-5}$. Although the exact nature of the corresponding dissipation mechanism is currently unknown, we assume that it arises from material losses in the resonator epi-structure.

It should be noted that most commercially viable resonators operate in a regime where TED dominates, and in some instances, intuitive understandings of the support-induced damping mechanisms is currently unknown, we assume that it arises from material losses in the resonator epi-structure.

Given the scale-independent nature of support-induced losses, our solver can be applied equally well to nanoscale mechanical devices. We find that for a recent demonstration of a nanomechanically doubly clamped beam coupled to a superconducting qubit at milliKelvin temperatures, the measured values for the resonator’s maximum $Q = 6 \times 10^4$ can be understood solely via the phonon-tunnelling loss model (beam geometry of $0.3 \times 0.18 \times 6 \, \mu m$).

In conclusion, we have developed an efficient FEM-enabled numerical method for predicting the support-induced dissipation in microscale and nanoscale mechanical resonators. In combination with existing models for other relevant damping channels (for example, fluidic and TED), our ‘phonon-tunnelling’ solver makes further strides towards accurate prediction of $Q$. Furthermore, we provide a stringent experimental test of the corresponding theory using resonators engineered to isolate support-induced losses. Our results unambiguously demonstrate that phonon-tunnelling plays a significant role in the dissipation of such resonators.
role in the mechanical dissipation of these devices and illustrate the strong geometric character of this fundamental damping mechanism. Finally, we note that as the weak-coupling approximation underlying our treatment is more general than the condition of small contact area, our numerical solver can in principle be extended to other relevant scenarios such as phononic-band-gap structures.

**Methods**

**Numerical calculation of Q-values.** To derive equation (2) from equation (1), we adopt for the free elastic half-space, modelling the decoupled support, the mechanical properties of Ti, which is the main substrate, we utilize the mechanical properties of Ti, which is the main constituent of the positioning system on which the chips are mounted ($\rho = 4.540 \text{ kg m}^{-3}$, $E = 116 \text{ GPa}$ and $v = 0.343$.)

Figure 3 | Compiled dissipation results displaying excellent agreement between the theory and experiment. (a,b) Comparison of experimental measurements at $T = 20\text{ K}$, with theoretical dissipation values for the free-free mode of resonators with measured central dimensions of 132×42 µm and radius $R = 116\mu m$ and $R = 131\mu m$, respectively. Panel (a) includes SEM images of the three extreme designs (for $R=116\mu m$) with overlaid CAD models of the resonator geometry. Both ringdown and spectrally-derived data are included, with values averaged over two nominally identical chips (error bars denote a confidence interval of 99%). We include both raw simulated data as well as fitted data (continuous lines are a guide to the eye) incorporating a constant offset $1/Q_s = 2.410^{-3}$. For the effective substrate, we utilize the mechanical properties of Ti, which is the main constituent of the positioning system on which the chips are mounted ($\rho = 4.540 \text{ kg m}^{-3}$, $E = 116 \text{ GPa}$ and $v = 0.343$.) (c) Measured dissipation for the antisymmetric (antisym) mode of the same structures exhibiting a lack of geometric dependence.
Appendix A in ref. 24 and \( v = \cos \theta \) into the definition of \( \tilde{u}_{ij}(q, y) \) allows us to obtain:

\[
\tilde{u}_{ij}(q, y) = \frac{1}{\pi} \int_{y_0}^{y_1} y^2 \left[ (2 - 2 \alpha^2 \epsilon^2) - \alpha^2 \epsilon^2 \right] J_0(qy) \, dy
\]

\[
\tilde{u}_{ij}(q, y) = \frac{4}{\pi} \int_{y_0}^{y_1} \left[ \alpha^2 \epsilon^2 - 1 \right] \frac{1}{\alpha^2 \epsilon^2} \frac{1}{(2 - 2 \alpha^2 \epsilon^2) - \alpha^2 \epsilon^2} \, dy
\]

\[
\tilde{u}_{ij}(q, y) = \ldots
\]

where we use the ratio \( \epsilon = \sqrt{c_r/c_s} = 1 - 2v/(1 - v) \) for the supports' material (\( c_r \) is the corresponding Poisson ratio). In turn, \( \tilde{u}_{ij} \) is the ratio of the propagation velocity of surface waves to \( c_r \), which is always less than unity, and

\[
C(\alpha) = \left[ \frac{2 - \epsilon^2}{1 - \epsilon^2} \right] \frac{\epsilon^2}{\alpha^2} \left( \epsilon^2/\alpha^2 - 1 \right)
\]

The sum in equation (2) can be reduced to a sum over \( n \geq 0 \) by noting that \( f_{\alpha, n} = f_{\beta, n} \). Furthermore, the length of the central resonator \( L \) is comparable to the radius \( R \), and we focus on low-lying resonances of the suspended structure so that the aforementioned condition \( \alpha_0 < \epsilon R \) is always satisfied. This implies \( \Sigma \tilde{u}_{ij} \rightarrow \Sigma \tilde{u}_{ij} \equiv 1 \) for \( m > n \) and \( \Sigma \tilde{u}_{ij} \equiv 0 \), which can be understood by considering the behaviour of the Bessel functions for small arguments. Thus, we find that in equation (2), the sum over the index \( n \) is dominated by the first non-vanishing term as determined by the reflection symmetry \( R, \bar{R} \). The latter also imply \( n = 0, 1, 2, \ldots \).

Equation (3) then yields

\[
f_{\alpha, n} = \int_0^R \int_0^{2\pi} \alpha^2 \epsilon^2 \, d\alpha \, d\beta \, d\gamma \, d\phi \, d\theta \, d\zeta \, \sigma_{ij}(\zeta) \cdot \cos 2\phi \epsilon^2 \alpha^2 \epsilon^2 - 1
\]

where the resonator mode of type \( \alpha, \beta \) satisfies \( \bar{R} \alpha_0 = \alpha_0 \epsilon^2 \epsilon^2 \) and \( \bar{R} \beta_0 = \beta_0 \epsilon^2 \). To efficiently extract the above from the FEM simulation, we convert them into volume integrals using an adequate Gaussian weight so that, for example, for a fully symmetric mode, we have

\[
f_{\alpha, n} = \frac{2}{\pi} \int_0^R \int_0^{2\pi} \alpha^2 \epsilon^2 \, d\alpha \, d\beta \, d\gamma \, d\phi \, d\theta \, d\zeta \, \sigma_{ij}(\zeta) \cdot \cos 2\phi \epsilon^2 \alpha^2 \epsilon^2 - 1
\]

where we again use cylindrical coordinates and \( V \) denotes the resonator volume. In addition, we exploit that the reflection symmetries naturally allow to perform the FEM simulation on a single quadrant. Thus, numerical evaluation can be conveniently performed using a fixed \( a \) and a mesh size \( M \) such that \( \sqrt{V}M^3 \ll a \ll V \). We have checked the convergence and estimate the numerical error to be of order 5%.

Numerical simulations of the resonator mode are performed with the aid of COMSOL multiphysics. Accurate three-dimensional CAD models representing the resonator geometry are generated using Solidworks (matched with high-quality scanning electron microscope images as described in Supplementary Method), and the bidirectional interface between the two programs is exploited to perform a parametric sweep of the auxiliary beam contact position for determining the pertinent information about the relevant mode, namely its eigenfrequency, linear stress Fourier components \( f_{\alpha, n} \) and normalization constant. In this instance, a single CAD file is used with a global variable incorporated to control the lateral position of the auxiliary beams with respect to the centre of the central resonator. We use for the mechanical properties of our single-crystal resonators an anisotropic material model incorporating the elastic stiffness matrix for the epitaxial structure as obtained from a weighted average between the relative content of GaAs and AlAs (46.37% GaAs/53.63% AlAs). The corresponding parameters are: \( C_{11} = 119.6 \text{ GPa}, C_{12} = 55.5 \text{ GPa}, C_{13} = 59 \text{ GPa}, \rho_s = 4.483 \text{ kg/m}^3 \). The resonator axes are aligned along (100) (zinc-blende structure). Note that we ignore the sixth misorientation of the germanium substrate, as we have checked that it has a negligible impact (error of 0.3%) on the simulated frequency response of the resonators. Finally, as a non-trivial check, we have applied our numerical method to bridge geometries with no undercut for which a simple analytic expression is valid in the limit of large aspect ratio (see Supplementary Method).

Epitaxial material structure and resonator fabrication procedure. The layer structure for our high reflectivity resonators consists of 40.5 periods of alternating quarter-wave GaAs (high index) and AlAs (low index) grown lattice-matched to an off-cut monocrystalline germanium substrate. The ideal total thickness of the heterostructure is 6.857 nm, with individual layer thicknesses of 77.6 and 91.3 nm for the GaAs and AlAs, respectively. The sample was grown at 1,064 nm, as with our previous optomechanics experiments\(^*\). With this design, the germanium substrate enables the use of a high-selectivity gas-phase etching procedure, based on the noble gas halide XeF\(_2\), to rapidly and selectively undercut the underlying germanium substrate. Thus, we realize a free-standing epitaxial Bragg mirror via a simple and fast-turnaround fabrication procedure. The details of both the epitaxial material design and microfabrication procedure are covered in ref. 50.

Measurement technique. To characterize the frequency response of our micro-resonators, we utilize a custom-built optical fibre interferometer featuring a continuous flow "He cryostat as the sample chamber\(^*\). High-sensitivity displacement resolution is achieved in this system via optical homodyne interferometry. Cryogenic testing of these devices is necessitated because of the limitations imposed by TED at room temperature. Estimation of the magnitude of TED is possible using the analytical and finite element models developed previously\(^*\), which predict a Q-value of ~4,000 for the current DBR composition and thickness at 1.8 MHz and 300K—consistent with performed measurements. To avoid TED, our cryostat enables interrogation down to 20 K (resulting in an estimated TED limited Q of 9.9×10\(^9\)). The minimum temperature is currently limited by the large view-port above the sample stage. Additionally, this system is capable of vacuum levels down to 2.5×10\(^{-10}\) mbar at cryogenic temperatures, removing any additional damping induced by fluidic or squeeze film effects\(^*\). The eigenmodes of the resonator are excited by driving a high-frequency (10 MHz) piezo disc soldered to a copper stage in thermal contact with the cold finger. For spectral characterization, the piezo disc is driven with white noise and the resonator frequency response is recorded on a spectrum analyser. For the free-ringdown measurements, the decay of a resonantly excited device is recorded in a single shot on a high-speed oscilloscope (see Supplementary Method for further details).

References

Acknowledgments

G.D.C. is a recipient of a Marie Curie Fellowship of the European Commission (EC). Additional financial support is provided by the EC (projects MINOS, IQOS, QESSENCE), the Austrian Science Fund (projects START, I426 and SFB FoQuS) and the European Research Council (ERC StG QOM). Microfabrication was carried out at the Zentrum für Mikro- und Nanostrukturen (ZMNS) of the Technische Universität Wien, while the heterostructure was grown by Yu Bai at MIT. G.D.C. gratefully acknowledges Stephan Puchegger and Markus Schinnerl for assistance with scanning electron microscopy and focused ion beam milling. I.W.R. acknowledges financial support via the NanoSystems Initiative Munich, K.W. via the Austrian Research Promotion Agency (FFG) and M.R.V. via the FWF Doctoral Programme (CoQuS).

Author contributions

G.D.C. and I.W.R. designed the experiment (with the use of the free–free design suggested by I.W.R.) and developed the numerical solver. G.D.C. fabricated the micromechanical resonators. M.R.V. and G.D.C. designed and constructed the cryogenic optical-fiber interferometer. K.W. and G.D.C. measured the resonator frequency response and extracted the dissipation values. M.A. supervised the research effort. All authors contributed to the writing of the manuscript.

Additional information

Supplementary Information accompanies this paper at http://www.nature.com/naturecommunications

Competing financial interests: The authors declare no competing financial interests.

Reprints and permission information is available online at http://www.nature.com/reprintsandpermissions/


License: This work is licensed under a Creative Commons Attribution-NonCommercial-Share Alike 3.0 Unported License. To view a copy of this license, visit http://creativecommons.org/licenses/by-nc-sa/3.0/
SUPPLEMENTARY INFORMATION — Phonon-tunneling dissipation in mechanical resonators

Garrett D. Cole,1,* Ignacio Wilson-Rae,2,† Katharina Werbach,1 Michael R. Vanner,1 and Markus Aspelmeyer1

1Vienna Center for Quantum Science and Technology (VCQ), Faculty of Physics, University of Vienna, Boltzmannasse 5, A-1090 Vienna, Austria.

2Technische Universität München, 85748 Garching, Germany.

(Dated: February 14, 2011)

Supplementary Figures

Supplementary Figure S1. Measured bistable driven response of the antisymmetric mode — For large drive amplitudes the expected hysteresis is observed. The red points are recorded for an increasing frequency of the drive (sweep up), while the blue dataset is generated with a decreasing frequency (sweep down). The significant nonlinearity present in this mode helps to distinguish it from the free-free resonance.

Supplementary Figure S2. Temperature dependence of the resonant frequency and Q-value for the symmetric (free-free) mode — Measurements were performed on a representative resonator fabricated from the AlGaAs-on-Ge materials system with auxiliary beams near the ideal nodal positions for the fundamental flexural mode of the central plate. The curve shown for the resonant frequency is simply a guide for the eye.
Supplementary Methods

A: Numerical verification with bridge geometries

Our generic symmetric inscribed structure includes the particular case of bridge geometries with no undercut for which a simple variant of the method used in Ref. [24] allows us to obtain an analytical approximation for the $Q$-value of the fundamental mode $Q_{c-c}$ valid for $3\pi t/2L \ll 1$. Our scenario differs from the one considered in Ref. [24] in two ways: (i) there is now a single half-space support instead of two and (ii) its free surface is oriented parallel to the beam’s axis instead of perpendicular to it. Thus, for the fundamental flexural mode as the resonant wavelength in the support is much larger than the bridge length $L$, to lowest order in $(t/L)^2$ the stresses at both clamping points add coherently so that the overall effect of (i) is to double the dissipation. In turn (ii) implies that the roles of the dimensionless displacements for compression and bending are interchanged so that the dissipation of the vertical bending modes are further corrected by a factor of $\tilde{u}_c/\tilde{u}_v$. Thus if we consider that the support and resonator are made of the same material characterized by a Poisson ratio $\nu = 1/3$ we obtain

$$Q_{c-c} = \frac{0.92}{\pi^4}\frac{L^5}{\nu^4 wt^4}.$$  \hspace{1cm} (S1)

Hence as a non-trivial check we have applied our numerical method to the fundamental mode of clamped-clamped square beam monolithic geometries with no undercut, $\nu = 1/3$, and aspect ratios $L/t$ ranging from 15 to 40 and compared the results with those corresponding to Eq. (S1). We find a discrepancy $\epsilon$ that decreases monotonically from 20% to 4% which is consistent with the rough heuristic estimate $\epsilon \sim 3\pi t/2L$.

B: Analysis of Completed Devices

The resonator layout we have designed features 16 devices on chip, each with identical central resonator dimensions (nominally $130 \times 40 \mu m^2$). The 16 devices are divided into two sub-units featuring different outer radii (116 um and 131 um respectively), which are included in order to probe the effects of the auxiliary beam length on the dissipation. Finally, each of the two subsets contains 8 variations of the auxiliary beam contact position, varying from the center to the extreme outer edge of the central beam, with a single design chosen
to match the theoretically calculated node position (auxiliary beam positions of 13, 21, 29, 37.4, 44, 50, 56, and finally, 62.5 µm). To ensure a thorough investigation of each geometry, two separate but nominally identical chips are measured.

Central to this study is an accurate determination of the geometric properties of the optomechanical resonators. Thus, we employ a variety of analytical techniques for the characterization of these devices as detailed below. We find that the actual thickness of the DBR is 6.67 µm, the central resonator dimensions are enlarged by 1 µm at each free edge as compared with the nominal design values, and finally, $L_{und}$ is destructively measured post characterization and found to be on average 27 µm. In turn the microfabrication procedure detailed Ref. [50] entails $h \sim L_{und}$.

**Thickness:** In order to accurately determine the physical thickness of the resonators, we rely on measurements of the DBR reflectance spectrum. This procedure begins by recording the reflectance of the mirror stack (on wafer) as a function of wavelength via spectrophotometry. A transmission matrix model is then used to fit the measured high-reflectivity stop-band; the individual layer thicknesses are adjusted assuming constant (fixed percentage) growth errors for the constituent films. Note that the wavelength of peak reflectivity of the mirror is highly sensitive to variations in layer thickness. In fact for this structure, a 1 nm variation in the individual layer thickness shifts the wavelength of peak reflectivity by approximately 10 nm. Relying on accurate knowledge of the room temperature refractive index of the binary films, we realize a minimum wavelength resolution of ±1 nm; thus, the thickness accuracy is better than 20 nm for the DBR. From this analysis we have determined that the actual thickness of the DBR is slightly shorter than desired at 6.67 µm with a peak on-wafer reflectance near 1060 nm at room temperature (ideal target thickness of 6.86 µm, corresponding to a peak wavelength of 1078 nm at 300 K). The thickness is further verified by scanning probe measurement of the DBR following the anisotropic etch of the epitaxial layers. The profilometer provides an upper limit to the DBR thickness, as additional etching arising from surface sputtering of the Ge substrate is unavoidable. These measurements yield a conservative thickness estimate between 6.7 µm and 6.8 µm, verifying the more accurate spectrophotometer derived value.

**Resonator Dimensions:** The lateral dimensions of the resonators are determined by obtaining high resolution micrographs of each individual structure in a field emission scanning electron microscope (Zeiss Gemini). Image analysis shows that the lateral dimensions of the
resonators have expanded by +1 µm on each edge, with the following results: reducing the
nominal external support diameter by 2 ± 0.3 µm, increasing the auxiliary beam width from
5 µm to 7 ± 0.3 µm, and increasing the overall lateral dimensions of the resonator by 2 µm
to 132 ± 0.3 µm and 42 ± 0.3 µm. Additionally, a combination of process non-idealities (non-
optimized exposure or development times) during lithography result in the formation of a
3-µm-radius fillet of at each corner of the device. These results are fed back into the CAD
model of the resonator in order to generate the true resonator geometry for simulation. An
overlay of the simulated resonator geometry and micrographs obtained via scanning electron
microscopy can be seen in Fig. 3(a). Note that the resonators used in this study were not
subject to potentially damaging energetic processes beyond the required plasma etching,
including both SEM and FIB (as described below), until all dissipation measurements had
been completed.

Undercut: In order to perform measurements of the support undercut distance, a dual
beam SEM/FIB (Zeiss Gemini) is utilized to mill a window through the DBR and expose
the underlying germanium. Because the GaAs/AlAs heterostructure is opaque to visible
light, it is not possible to simply view the undercut distance with an optical microscope.
This method allows for an accurate determination of the lateral etch distance below the
supports. Image analysis yields an average distance of 27 µm for the structures. Note that
multiple chips of identical geometry were released simultaneously in a single process run, in
order to ensure repeatability in the resonator dimensions. Selected measurements across the
chip verify that the undercut length is constant for the resonators studied here (measured
values fall between 26.5 and 28.2 µm).

C: Q-value and frequency measurements

We utilize two options for driving and characterizing the resonance of interest: (i) by
applying broadband white noise to the piezo disc for extraction of the mechanical frequency
spectrum (simultaneously driving all modes within the system bandwidth), and (ii) by excit-
ing a desired mode resonantly with a sinusoidal voltage input, abruptly shutting off the drive,
and then recording the free-ringdown of the structure. In the first method, Q is extracted
by measuring the width of the resonance of interest, while in the latter, the single-shot
amplitude decay time of the ringing structure provides the damping rate of the resonator.
For data analysis, we employ a combination of spectral fitting with a Lorentzian function, with linear-regression-based fitting of a decaying exponential in the case of the ringdown data. The envelope of the raw ringdown signal is created by first squaring the dataset (in order to utilize both the positive and negative components of the decaying sinusoid) and then averaging over a 10-20 period window (it is important to note that a typical ringdown dataset contains more than $1.5 \times 10^3$ periods of oscillation). Finally, to linearize the data, we simply take the natural logarithm of the mean-squared amplitude. In contrast to the single-shot ringdown datasets, the spectral measurements require multiple averages for a clean signal (typically $\sim 50 - 100$). The Lorentzian fit parameters include the amplitude, center frequency, and full width at half maximum (FWHM), with the latter two used for calculating $Q$ from their ratio. The fast Fourier transform (FFT) of the ringdown signal can also be used to determine the eigenfrequency, while the $1/e$ decay time $\tau$ allows for the extraction of the resonator quality factor via the relation $\tau = Q/\pi f$.

Mode identification is realized by comparing the resonator frequency response as a function of geometry with the simulated eigenfrequency values. The modes are further distinguished by the relative geometric-induced nonlinearity at resonance. The desired free-free mode remains linear to the limits of our piezoelectric-based inertial drive. On the other hand, the neighboring anti-symmetric mode exhibits a significant hardening spring Duffing response and can readily be driven into a bistable regime as shown in Supplementary Figure S1. Care is taken to drive this mode below the threshold for bistability to avoid complications in dissipation extraction. This marked difference in the responses of these two types of modes is consistent with their free-free versus clamped-clamped nature.

To each dissipation mechanism there is an associated dispersive effect induced by the interactions with the corresponding environment that shifts the resonant frequencies. For a given resonance ($\omega_R$) this shift can be positive or negative depending on whether the environmental spectrum is dominated, respectively, by modes with frequencies lower or higher than $\omega_R$. In turn, the two types of modes have markedly different surface-to-volume ratios, larger for the antisymmetric resonance and smaller for the symmetric one; exhibit a positive shift which is substantially larger for the symmetric mode, and a “background” dissipation that is larger for the antisymmetric one (cf. Fig. 3). These facts can be reconciled by assuming that two materials-related dissipation mechanisms contribute to the “background”: a bulk one leading to an overall positive shift which is the same for both types of modes, and a
surface one leading to a smaller negative shift that naturally scales as the surface-to-volume ratio. In turn, theoretical estimates for the phonon-tunneling induced shift yield a negligible negative shift that should also follow the mode profile leading to a significant modulation that is not observed. Likewise, mode coupling between the different resonators would also be incompatible with a constant shift.

Currently, the nature of the background dissipation mechanism in these resonators is unknown. It is important to point out that these devices are grown using a heteroepitaxial materials platform: in this implementation the GaAs/AlAs DBR is grown on an off-cut germanium substrate. The advantage of the germanium substrate is that it significantly simplifies processing (enabling the use of a gas-phase release process via XeF$_2$), resulting in an extremely high yield and excellent geometric control — ideal characteristics for our dissipation study. Unfortunately, as discussed in Ref. [50], the materials quality is compromised in this implementation due to the slight lattice mismatch between Ge and GaAs/AlAs. Here misfit dislocations and residual anti-phase boundaries in the bulk of the resonator lead not only to a reduced surface quality (with an RMS roughness value exceeding 30Å), but also an enhanced background dissipation level. In comparison, we have fabricated nominally identical resonators (i.e. utilizing the same lithographic mask) from a homoepitaxial AlGaAs Bragg stack grown on a binary GaAs substrate. The improved surface roughness measured for this structure (∼ 6Å) points towards a significantly reduced defect density; this is also supported by the increased maximum quality factor, $Q$, which is measured to be $> 8 \times 10^4$ at cryogenic temperatures.

We have additionally investigated the temperature dependence of the quality factor, albeit over a limited range. As mentioned in the Methods Section, at room temperature thermoelastic (TED) damping limits the achievable $Q$ to $< 10^4$. In Supplementary Figure S2 we include the temperature dependence of $Q$ in the range $20−80$ K for a resonator dominated by the background dissipation given that the auxiliary beams are placed near the nodal positions. By $80$ K, the theoretical TED limited $Q$ exceeds $5 \times 10^5$, at this point the device becomes limited by the aforementioned background damping channel. As the temperature decreases, the device exhibits a reduced dissipation with a local maximum in $Q$ near $50$ K, potentially corresponding to the zero-crossing of the thermal expansion in GaAs as previously observed in Ref. [52]. The large viewport in our cryostat as well as the thermally-insulating piezoelectric disc, limit the minimum realizable temperature to $\sim 15$ K. It appears that with
further cooling it would be possible to realize even higher quality factors.
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5 A Toolset for Quantum Optomechanical Phonon Control

In this work [46] we introduced a method to control the motion of a mechanical resonator at the single phonon level. Specifically, we theoretically developed a technique to allow for an arbitrary superposition of phonon subtraction, addition, and the identity operation, which provides considerable versatility for mechanical non-Gaussian quantum state engineering and continuous variable quantum information applications. Utilising this tool, we introduced the concept of a quantum state orthogonalizer $\Upsilon_\perp$ that generates a state that is orthogonal to the input state, i.e. $\langle \psi | \Upsilon_\perp | \psi \rangle = 0$.

Experimentally, quanta subtraction and addition processes have been used to great success on traveling light fields, with leading examples being superposition state preparation via photon subtraction from squeezed vacuum [76, 77] and non-classical state preparation by photon addition [78]. Also, optical phonon addition and subtraction has recently been experimentally performed to a bulk lattice vibrational mode in diamond [48, 49]. Our theoretical proposal brings these operations to the field of quantum cavity optomechanics. Applying such operations to a stationary mechanical system has the advantage that one can more easily repeat the process to coherently and controllably perform multi-quanta operations. Using this fact, our work also introduced a protocol how to transform a known initial pure state into any other desired target pure state, i.e. quantum state transformation.

My specific contributions to this project were: in late 2008, during discussion with Markus Aspelmeyer in Vienna, I conceived how to perform phonon addition and subtraction; then during discussion with Myungshik Kim at Imperial College London we realized that these operations can be performed in a coherent superposition and Myungshik had the insight that such a superposition could be used for quantum state orthogonalization; I later conceived the arbitrary quantum state transformation protocol; and I played the leading role performing the calculations, preparing the manuscript, and working through the peer review process.

This work uses the long pulse interaction regime and thus, although this project was completed during the latter stages of my PhD, this chapter bridges the continuous and pulsed regimes, see Fig. 1.2.
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We introduce a method that can orthogonalize any pure continuous variable quantum state, i.e., generate a state $|\psi\rangle_\perp$ from $|\psi\rangle$ where $\langle\psi|\psi\rangle_\perp = 0$, which does not require significant a priori knowledge of the input state. We illustrate how to achieve orthogonalization using the Jaynes-Cummings or beamsplitter interaction, which permits realization in a number of physical systems. Furthermore, we demonstrate how to orthogonalize the motional state of a mechanical oscillator in a cavity optomechanics context by developing a set of coherent phonon level operations. As the mechanical oscillator is a stationary system, such operations can be performed at multiple times providing considerable versatility for quantum state engineering applications. Utilizing this, we additionally introduce a method how to transform any known pure state into any desired target state.
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A qubit basis formed by a pair of orthogonal quantum states is central to quantum information processing. Currently there is considerable effort towards implementing quantum information processing with two-level systems. For such systems, an intriguing and fundamental fact is that quantum mechanics prohibits the construction of a universal-NOT gate that would produce an orthogonal qubit from any input qubit [1]. This quantum mechanical property is closely related to the quantum no-cloning theorem [2]; however, faithful cloning can be achieved probabilistically provided that the set of input states is linearly independent [3]. Similarly, using such an input set of states, it is possible to construct a probabilistic NOT operation for qubits [4]. A qubit basis may, however, also be formed using two orthogonal continuous variable states. Thus far, efforts to construct such a basis have mainly concentrated on using a superposition of coherent states [5]. Also, recently a qubit basis was realized using photon subtraction from squeezed vacuum [6].

In this Letter, we introduce a method for quantum state orthogonalization for continuous variable quantum systems. Notably, the method only requires knowing the angle $\vartheta$ made by the state’s mean amplitude $\langle b \rangle = |\langle b \rangle|e^{i\varphi}$, where $b$ is the annihilation operator, and hence the scheme is magnitude independent. Furthermore, our method is readily extended to generate an arbitrary superposition of the initial state and an orthogonal counterpart to allow the encoding of quantum information. The orthogonalizer $Y_\perp = be^{-i\varphi} + b^\dagger e^{i\varphi}$ is formed by a linear superposition of the bosonic annihilation and creation operators, and generates a state orthogonal to any pure state $|\psi\rangle$, i.e., $\langle\psi|Y_\perp|\psi\rangle = 0$, when $\varphi = \vartheta + \pi/2$. Thus, $Y_\perp$ is a quadrature operator that is perpendicular to $\vartheta$ [7].

The orthogonalizer can be realized with interactions that are available in many physical systems; e.g., to realize $Y_\perp$ in cavity quantum electrodynamics [8,9], one prepares an input qubit in the state $|A\rangle + |B\rangle$ which then weakly interacts via the Jaynes-Cummings Hamiltonian $H/\hbar = -i\Omega(b\sigma_+ - b^\dagger \sigma_-)$, where $\Omega$ is the coupling rate and $\sigma_+/-$ are the raising and lowering operators. A controllably weighted superposition of addition and subtraction is achieved by projective measurement of the qubit onto $B|\{\rangle - A\{\rangle$ following the interaction. The measurement operator is then $Y_{\text{QED}} = (|B\rangle - \langle e|A\rangle[1 - \Omega^2(b\sigma_+ - b^\dagger \sigma_-)]|A\rangle + |B\rangle) = \Omega\sigma_+(A^2b + B^2b^\dagger)$, see Fig. 1(a). With this interaction, optical [8] or microwave [9] fields in a cavity, or the motional state of trapped ions [10] can be orthogonalized by appropriately setting $A$ and $B$. Similarly, a pure state of a traveling optical field can be orthogonalized by interaction on a beam splitter and then measurement of an optical qubit comprising a superposition of zero and one photons [11], see Fig. 1(b). As these interactions are common throughout quantum optics, adaptations of this orthogonalization protocol to other physical systems can be readily achieved. Moreover, a different scheme to perform a superposition of photon subtraction and addition was recently proposed [12], which could also be used to realize state orthogonalization.

The tools we introduce for orthogonalization can also be utilized for quantum state engineering applications. Currently, single quanta manipulation techniques performed on traveling light fields [13] have prepared superposition states via photon subtraction [14], observed the bosonic commutation relation [15], and engineered arbitrary quantum states up to the two-photon level [16].
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Much progress has also been made for arbitrary quantum state preparation of the motion of trapped ions and micro-wave field states [17]. As mechanical elements are considered for quantum applications, experimental tools are required for the coherent manipulation of phononic modes. Examples of progress in this direction are the observation of low thermal excitation [18–20], steps towards single-phonon manipulation by coupling to a superconducting phase qubit [18], strong coupling [21], and mechanical mode thermometry via sideband asymmetry [22]. Also, recently the lattice vibrations of two diamonds were demonstrated for quantum applications, experimental tools are required for the coherent manipulation of phononic modes. Examples of progress in this direction are the observation of low thermal excitation [18–20], steps towards single-phonon manipulation by coupling to a superconducting phase qubit [18], strong coupling [21], and mechanical mode thermometry via sideband asymmetry [22]. Also, recently the lattice vibrations of two diamonds were entangled by coherently distributing one quanta across the two vibrational modes [23].

Coherent phonon manipulation.—In this section we demonstrate how to perform an arbitrary coherent superposition of phonon subtraction, addition, and the identity operation to a mechanical oscillator using cavity optomechanics. The prototypical optomechanical system is a Fabry-Perot cavity where one of the mirrors is sufficiently compliant that the reflection of light can modify the mirror momentum via radiation pressure. Concurrently, the motion of the moving mirror modulates the optical phase and generates sidebands. To realize phonon subtraction (addition) one can optically drive an optomechanical cavity at the red (blue) sideband, and then perform single photon detection on the field scattered onto cavity resonance. Provided that the sidebands are well resolved and the optical phase shifts are small allowing linearization, the red-detuned drive gives rise to a beamsplitter interaction and the blue-detuned drive gives rise to a two-mode-squeezing interaction. This linearization procedure was discussed for optomechanics in Ref. [24], where quantum state transfer between light and mechanics was proposed. Drive on the blue sideband has also been considered for continuous-variable teleportation from light to the mechanics [25]. Some other applications utilizing these sidebands are reviewed in Ref. [26].

Our proposed setup for coherent phonon control uses two orthogonally polarized optical fields to interact with the mechanical resonator, see Fig. 1(c). We consider a pulsed protocol where the conditional mechanical state following the pulsed interaction and measurement is determined. The optomechanical Hamiltonian [27] for the two independent optical modes in the optical rotating frame at the drive frequencies is

$$\frac{\hbar}{\hbar} = \omega_M b^\dagger b + \sum_i \left[ \Delta_i a_i^\dagger a_i - g_0 a_i^\dagger a_i (b + b^\dagger) \right] + \frac{H_f}{\hbar},$$

where $H_f/\hbar = \sum_i \sqrt{\kappa N_i} (\mathcal{E}_i a_i^\dagger + \mathcal{E}_i^* a_i)$ is the drive term, the subscripts label the two orthogonally polarized modes $i \in \{h, v\}$, and $a (b)$ is the cavity (mechanical) annihilation operator. ($\omega_M$ mechanical angular frequency; $\Delta$ optical detuning; $g_0$ optomechanical coupling rate; $\kappa$ cavity amplitude decay rate; $N$ photon number per pulse; $\mathcal{E}$ drive amplitude, where $dE|\mathcal{E}|^2 \neq 1$). Neglecting mechanical damping and input noise, as the interaction time can be made shorter than the decoherence time scale, we compute the dynamics in a similar manner to Ref. [24]. The mechanical evolution is computed via the Hamiltonian, and the cavity field is computed via the Langevin equation $\dot{\alpha}_i = -i a_i [\Delta_i - g_0 (b + b^\dagger)] + \sqrt{2\kappa} (a_{in} - i \sqrt{N_i} \mathcal{E}_i^*) - i \kappa \alpha_i$, where $a_{in}$ is the optical input noise. We enter a displaced frame to follow the mean of the operators, i.e., $\alpha_i \to \sqrt{N_i} \alpha_i + a_i$ and $b \to b + \beta + b$. Provided that the intracavity intensity varies much slower than the mechanical frequency, the mechanical mean amplitude is $\beta \approx \frac{\omega_M}{2g_0} \sum_i N_i |a_i|^2$. This displacement, due to the optical steady state intensity, shifts the mean cavity length. Introducing $\Delta_i' = \Delta_i - 2g_0 \beta$, the intracavity amplitude is $\alpha_i \approx -i \sqrt{2\kappa \mathcal{E}_i^*/(i \Delta_i' + \kappa)}$, where it has been assumed that $\mathcal{E}$ varies much slower than $\kappa$. In the proceeding discussion this change to the detuning is neglected as the effect is small and can be readily compensated by frequency offsets.

---

**FIG. 1 (color).** A continuous variable pure state can be orthogonalized by coupling with a qubit via the Jaynes-Cummings (a) or the beamsplitter (b) interaction and then measurement of the qubit. Alternatively, simultaneously using the beamsplitter and two-mode-squeezing interactions can be used for state orthogonalization. This can be realized with cavity optomechanics to coherently manipulate the quantum state of motion of a mechanical oscillator (c). (PBS, polarizing beam splitter; FR, Faraday rotator). One of the drive fields is blue detuned and gives rise to a phonon-number-increasing process, whereas the other is red detuned and gives rise to a phonon-number-reducing process. This is shown in (d); a truncated energy level diagram of the optomechanical system where the left kets describe the intracavity photon number and the right kets describe the mechanical phonon number. Each drive generates a sideband at cavity resonance, which is shown in (e), an example optomechanical spectrum. Thus, after erasure of the polarization information, photon detection at the cavity resonance frequency causes the mechanical element to undergo a coherent superposition of phonon addition and subtraction.

---
stabilization and/or appropriate predetuning. We turn now to the noise operators, and for brevity discuss the dynamics for a single drive frequency. We introduce the mechanical and optical rotating frames via \(a \rightarrow ae^{-i\Delta t}\) and \(b \rightarrow be^{-i\omega_Mt}\), respectively. Assuming \(\kappa \ll \omega_M\), we make the rotating-wave approximation and obtain \(\dot{a} = i\frac{\kappa}{\sqrt{N}}a b - i\kappa a - ka\) and \(\dot{b} = i\frac{\kappa}{\sqrt{N}}a^* b^* + \frac{1}{2}\kappa a b - \gamma b\), where the brackets in the superscripts are used to describe the two detunings we consider (\(\Delta = +\omega_M\), \(\Delta = -\omega_M\)), respectively. For \(g_0\sqrt{N}\alpha = \kappa\), we use the adiabatic solution \(a \approx \frac{\kappa}{\sqrt{2}}\sqrt{N}\alpha^{1/4} + \xi\), where \(\xi(t) = \sqrt{\frac{\kappa}{2}} \int_{-\infty}^{t} dt e^{-\kappa(t-t')} a_{\text{in}}(t')\). The photon number scattered by the optomechanical interaction is \(n = \int dt a^*_{\text{out}} a_{\text{out}}\), which has been approximated to include detection up to the drive duration \(\tau \gg \kappa^{-1}\), and \(a_{\text{out}} = \sqrt{2\kappa} a - a_{\text{in}}\) is the cavity output. For the \(h\) polarization driving the beamsplitter interaction (\(\Delta = +\omega_M\)), \((n_b) = (1-e^{-2Gt})\langle b^b b\rangle_b\), where \(G = \frac{\kappa}{2} N_\text{in}^2 |\alpha|^2\) and \(b_0\) is the mechanical field operator at the beginning of the interaction, time \(t = 0\). For the \(v\) polarization (\(\Delta = -\omega_M\)), which drives the two-mode-squeezing interaction \((n_v) = (e^{2Gv} - 1) \times \langle b^v b^v \rangle\). We now consider weak drive such that the probability of more than one quanta being scattered is negligible. In this case, from the scattered photon number expectations, we introduce an effective beamsplitter parameter \(\xi = \sqrt{2G\kappa}\tau\) and an effective squeezing parameter \(r = \sqrt{2G\tau}\) [28], and we describe the interaction using the effective unitary \(U_{\text{eff}} = 1 + (\xi a^b b^b - r a^b b^b) + H.c.\) [29]. Here, \(\phi\) and \(\psi\) are the beamsplitter and two-mode-squeezer phases, respectively, which can be controlled via the phase of the drives. The fields at cavity resonance generated via \(U_{\text{eff}}\) are spatially combined and filtered from the drive fields. Next, to control the weighting of the identity in the operation, a weak displacement of amplitude \(\mu\) is performed [30]. Doing this to the \(h\) polarization, \(U_{\text{eff}} = 1 + (\xi a^b b^b - r a^b b^b) + \mu a^b - H.c.\). At this point the polarization of a scattered photon reveals how the photon number changed. The field then passes through a wave plate that performs \(a_h \rightarrow \frac{1}{\sqrt{2}}(a_h + a_v)\) and \(a_v \rightarrow \frac{1}{\sqrt{2}}(a_h - a_v)\), and is then incident upon a polarizing beam splitter to conceal this information and allow for a quantum superposition. Conditioned on an \(h\) photon detection, the resulting mechanical state is \(\rho^\text{eff}_M = Y_h \rho^\text{in}_M Y_h^\dagger / \text{Pr}(h)\), where \(\text{Pr}(h) = \text{Tr}_h(Y_h^\dagger Y_h \rho_M)\) is the probability of photon detection and

\[
Y_h = \frac{1}{\sqrt{2}} (a^b e^{-i\phi} + rb^v e^{i\phi} + \mu).
\]

(2)

A \(v\) photon detection gives a measurement operator of the same form, however, with \(\phi\) shifted by a \(\pi\) phase shift on the identity.

Applications.—\(Y_h\) provides a method to prepare and manipulate quantum coherence between the mechanical energy levels. Setting \(\mu = 0\), \(\xi = r\), and \(\phi = \psi = \theta + \pi/2\), we obtain the quantum state orthogonalizer \(Y_\perp = r[(b^b e^{-i(\theta + \pi/2)} + b^v e^{i(\theta + \pi/2)})/\sqrt{2}] = r[I_M^{(0)}]\). This quadrature is depicted in Fig. 2 as its application via a displaced squeezed state. Such orthogonalization is heralded by the detection of a single photon that occurs with probability \(\text{Pr}(h) = r^2((I_M^{(0)})^2)\), which is greater than zero for all physical states [31]. We also note here that for states with zero phase space mean, i.e., \(\langle \psi | b | \psi \rangle = \langle b^+ | b | \psi \rangle = 0\), one can see that qanta subtraction or addition to the state \(|\psi\rangle\) yields a state which is orthogonal to \(|\psi\rangle\). Addition alone can orthogonalize all such states with a heralding probability of \(r^2((b^b b^+ + 1)/2)\), whereas subtraction alone has a heralding probability of \(r^2((b^v b^v - 1)/2)\). We thus further note that the operations \(b - \beta\) and \(b^b - b^v\) can orthogonalize all pure states with \(|\psi\rangle = \beta\). These operations may be simpler to experimentally implement; however, they are less versatile, as complete information of the state’s mean is required as opposed to the partial knowledge required by \(Y_\perp\). Returning to Eq. (2), one can now form a superposition of orthogonalization and identity \(Y_h = \mu / \sqrt{2} + Y_\perp\) to prepare a superposition of the initial state and an orthogonal state, i.e., a qubit, see Fig. 2(d).

A mechanical resonator is a stationary system that allows \(Y_h\) to be conveniently performed at multiple times. Moreover, as the superposition weights can be changed between applications, this provides considerable versatility for quantum state engineering and quantum control protocols. For instance, one could realize the protocol by Dakna et al. [32] to synthesize an arbitrary mechanical motional state. As another application, here we show that with \(N\) applications of \(Y_h\), one can transform the state \(|\psi\rangle = \sum \phi_i |\psi_i^\parallel n\rangle\) into any target state \(|\phi\rangle = \sum \phi_n |n\rangle\), i.e., arbitrary quantum state transformation. Our method uses only the subtraction and identity components of \(Y_h\) and proceeds in a manner similar to Ref. [32] and generalizes the scheme presented in Ref. [34]. Specifically, by applying \(\Phi = \prod_{i=0}^{N} (\mu_i + v_i b_i) / \sqrt{2} = \sum_{n=0}^{N} C_n b_i^n\), where \(v = \xi e^{i\phi}\), to the state \(|\psi\rangle\) one can obtain \(|\phi\rangle\) provided that the set of coefficients \(C_n\) is such that \(\sum_{n=0}^{N} C_n |\psi_{i+n}\rangle \sqrt{(i+n)!/n!} = |\phi_n\rangle\). Determining \(C_n\) can be readily achieved via matrix inversion, and a solution exists

\[
X = Y_h.\]

FIG. 2 (color). An equally weighted superposition of quanta addition and subtraction can orthogonalize any pure quantum state. (a) The orthogonalizer \(Y_h\) is a quadrature perpendicular to the angle \(\theta\) made by the input state’s mean in phase space. The Wigner function (blue-cyan, positive; red-yellow, negative; larger ticks mark the origin and they increment by unity) of a displaced squeezed state (b), which has been orthogonalized (c). A superposition of an initial state with an orthogonal state may be prepared to create a qubit from any initial pure state. In (d) such a superposition is shown by action with \(Y_{\perp} + |\mu| e^{-i\phi \theta / 2\sqrt{2}}/|\mu| |\mu| = r\).
provided that $\psi_{N} \neq 0$ [29]. For the initial state having $\langle b \rangle = 0$, the probability of successful quantum state transformation is $\prod_{i=1}^{N} \left( \frac{\mu_i^2}{2} \right)$, where $\langle b_i^* b_i \rangle$ is the phonon number expectation prior to the $i$th pulse. This probability may seem low; however, the experiment can readily be performed with a meghertz repetition rate using a $\sim 100$ MHz mechanical oscillator, and thus a practical number of heralding events can be attained in a reasonable time. Also, if the target state has a larger (smaller) dimension than the initial state, one can apply creation (annihilation) as many times as necessary in order to make the dimensions the same prior to using $\Phi$.

An experimental approach.—There are numerous realizations of optomechanical systems and much progress has been made that can be built upon; the most pertinent being Refs. [23,35] where phonon addition and subtraction were realized as separate operations. Combining these operations into a coherent superposition can be achieved with the setup in Fig. 1(c). Here we present an alternative route to fulfill the requirements of our proposed scheme using a mechanical element with a bulk-acoustic-wave vibration that forms an end mirror of a Fabry-Perot cavity [36]. This configuration has the advantage that the cavity decay can be controlled independently of the mechanical properties, and such vibrational modes offer high mechanical resonance frequencies [37]. Moreover, simultaneous high reflectivity and high mechanical quality can be realized with multilayer crystalline reflectors [38]. A $40 \mu m$ diameter and several micrometer thick mirror has a mechanical resonance of $\omega_M/2\pi = 200$ MHz with a 20 ng effective mass. With a finesse of $5 \times 10^4$, to achieve resolved sideband operation, i.e., $\omega_M/\kappa = 10$, a 75 $\mu$m cavity length can be used. For a drive laser with wavelength 1064 nm and a pulse duration of 100 mechanical periods, an optical power during the pulse of 1.3 mW is needed to achieve $r^2 = 0.01$. During the interaction the mechanical resonator also interacts with its thermal environment. To neglect the effects of environmental coupling we require that $\xi = \langle n \rangle / Q (\omega_0 M / 2\pi) \ll 1$, where $n$ is the mechanical phonon occupation in thermal equilibrium and $Q$ is the mechanical quality factor. For $Q = 10^5$ and a 100 mK bath, which can be readily achieved using dilution refrigeration, $\xi \approx 10^{-2}$. Following the interaction the sideband needs to be separated from the drive field(s) prior to photon detection. For higher mechanical frequencies the filtering requirements simplify. However, it is possible to achieve sufficient filtering even for a 200 MHz mechanical frequency using an optical displacement and spectral filtering [39]. Realizing the displacement with optical fiber-based components, which provide excellent spatial mode matching, one can achieve an interferometric visibility of 99.99% that suppresses the drive by $10^5$. The remaining drive can be further reduced by filtering with a cavity that has the same resonance frequency as the optomechanical cavity. To achieve a drive transmission $10^5$ times smaller than sideband transmission, a filter cavity amplitude decay rate of 2 kHz is required [40]. We would also like to emphasize that our scheme is robust against optical loss, and inefficient detection as an optomechanically scattered photon that goes undetected does not trigger $Y_s$; hence, the primary effect of loss is to merely reduce the heralding probability [41]. To characterize the mechanical motional state, as the parameter regime considered here is suited for the beamsplitter interaction, quantum state transfer of the mechanical motional state to the light [24,42] can be performed followed by optical homodyne tomography. This interaction following action(s) with $Y_s$ to the stationary mechanical element, also provides a route to prepare optical continuous variable qubits or to synthesize arbitrary quantum states of a traveling optical field.

Conclusions.—A superposition of quanta addition and subtraction can orthogonalize any pure continuous-variable quantum state with known angle made by the mean of the state’s amplitude in phase space. Such a superposition in combination with a controllable amount of the identity operation provides extensive control for quantum state engineering and quantum information applications. For stationary systems it is convenient to apply this tool multiple times, which we have utilized to illustrate how to perform arbitrary quantum state transformation. As the interactions we have used are available in many of the facets of quantum optics [43], the tools we introduce can be realized in numerous physical systems.
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[7] It is interesting to note that this method may also be adapted to spin-1/2 systems using a superposition of the raising and lowering operators; however, in this case one
requires knowledge of the phase between the two spin states thus rendering orthogonalization trivial.


[11] For an experiment that has generated such optical qubits and performed similar measurements, see, e.g., S. A. Babichev, J. Ries, and A. I. Lvovsky, Europhys. Lett. 64, 1 (2003).


[31] A quadrature eigenstate can have \( \langle (\hat{P}^0)_{M}^2 \rangle = 0 \); however, this is not a physical state.


[33] We note that our scheme cannot be used to transform a coherent state as quanta subtraction leaves this state unchanged.


[40] A ring cavity with a 4 m cavity perimeter can provide this required linewidth with the modest finesse of \( 2 \times 10^4 \). Alternatively, two (or more) larger linewidth cavities can be used in series to provide the required filtering.

[41] For a given detection event, however, there is the possibility that a second photon was missed due to optical loss, which was due to a two-phonon operation. This poses no problem to our scheme as the drive fields are chosen here such that the probability of two-photon scattering is negligible.


[43] See, for example, K. Hammerer, A.S. Sørensen, and E.S. Polzik, Rev. Mod. Phys. 82, 1041 (2010).
A. Determining the Effective Unitary Interaction

Central to our discussion in the main text is the measurement operator $\Upsilon_h$, which is used to describe the operation to the mechanical resonator via the optomechanical interaction and then single photon detection. $\Upsilon_h = \langle 1,0 | U_{\text{eff}} | 0,0 \rangle$, where the ket is the initial state of light at the cavity resonance for the two orthogonal polarizations used, the bra describes a $h$-polarization photon detection with no $v$ photon detection, and $U_{\text{eff}}$ is the effective optomechanical interaction including the manipulations to the optical field made after interaction with the mechanical resonator. In this supplementary we provide a discussion how $U_{\text{eff}}$ is obtained.

The time evolutions described in Eq. (2) of the main text are generated by the beam-splitter and two-mode-squeezing effective interaction Hamiltonians. In the former case a accumulates correlation with $b$ and in the latter case $a$ accumulates correlation with $b^\dagger$. For vacuum on the input of mode $a$, the expectation of the number operator in the output of mode $a$ for the beam-splitter and two-mode-squeezing interactions are

$$\sin^2 \frac{\theta}{2} \langle b^\dagger b \rangle, \quad \text{and} \quad \sinh^2 r \langle bb^\dagger \rangle,$$

respectively, where $\sin^2 \left( \frac{\theta}{2} \right)$ is the (intensity) reflectivity of the beam-splitter and $r$ is the squeezing parameter.

In the optomechanical scheme we have considered, the mean photon number scattered by the optomechanical interaction for the beam-splitter and two-mode-squeezing interactions are

$$\langle n_h \rangle = (1 - e^{-2G_\tau r}) \langle b^\dagger b \rangle, \quad \text{and} \quad \langle n_v \rangle = (e^{2G_\tau r} - 1) \langle b^\dagger b \rangle,$$

respectively. For small $\frac{\theta}{2}$, $r$, and $G\tau$ we then have

$$\frac{\theta}{2} = \sqrt{2G_\tau \tau}, \quad \text{and} \quad r = 2G_\tau \tau,$$

for the effective optomechanical beam-splitter and two-mode-squeezing parameters, respectively. It is noted here that computing the mean number output in mode $b$ can also be performed to yield these parameters. As both the beam-splitter and two-mode-squeezing processes are driven simultaneously, we expect that the effective optomechanical unitary take the form $U_{\text{eff}} = \exp \left[ -\frac{\theta}{2} (H_{BS} + H_{SQ}) \right]$, where $H_{BS} \propto a^\dagger b + ab^\dagger$ and $H_{SQ} \propto ab + a^\dagger b^\dagger$ are the beam-splitter and two-mode-squeezing Hamiltonians respectively. To first order in the beam-splitter and squeezing parameters the effective unitary describing the cavity optomechanical interaction is then

$$U_{\text{eff}} = 1 + (\frac{\theta}{2} a^\dagger b e^{-i\phi} - ra^\dagger b^\dagger e^{i\phi} - \text{H.c.}).$$

Finally, to obtain the effective unitary used for the measurement operator, the polarization manipulations to the optical fields, as discussed in the main text, must be performed.

B. Arbitrary Quantum State Transformation

In the main text we introduced a scheme for arbitrary quantum state transformation that generates a target state from a known input state. Here we further discuss our protocol and provide a specific quantum state transformation example.

The protocol works as follows. For a known initial state

$$|\psi\rangle = \sum_{n=0}^{N} \psi_n |n\rangle,$$

which has no excitation beyond $N$ quanta (or has been approximated by truncation at this level), any target state of the form

$$|\phi\rangle = \sum_{n=0}^{N} \phi_n |n\rangle,$$

can be generated by applying a controllably weighted superposition of identity and subtraction $N$ times, i.e.

$$\Phi = \prod_{j=1}^{N} (\mu_j + \nu_j b) / \sqrt{2} = \sum_{i=0}^{N} C_i b^i.$$  \hspace{1cm} (B.1)

Applying this operation to the initial state we have

$$\Phi |\psi\rangle = \sum_{i=0}^{N} \sum_{k=0}^{N} C_i \psi_k \sqrt{\frac{k!}{(k-i)!}} |k-i\rangle,$$

where we have used $b |n\rangle = \sqrt{n} |n-1\rangle$.

The operation $\Phi$ is a non-unitary process and the unnormalized matrix elements of the state after application of $\Phi$ are

$$\langle n| \Phi |\psi\rangle = \sum_{i=0}^{N-n} C_i \psi_{i+n} \sqrt{\frac{(i+n)!}{n!}}.$$  \hspace{1cm} (B.2)
The target state $|\phi\rangle$ is reached when $\langle n|\Phi|\psi\rangle = \phi_n$. Provided that $\psi_N \neq 0$ a set of coefficients $C_i$ fulfilling $\langle n|\Phi|\psi\rangle = \phi_n$ can be determined via matrix inversion. Once a set of coefficients $C_i$ is determined, a set of complex coefficients $\mu_j$ and $\nu_j$ that satisfy (B.1) can also readily be determined via matrix inversion.

We now provide a specific example of a quantum state transformation. Starting with an initial state $|\psi\rangle = |4\rangle$ we wish to reach the target state $|\phi\rangle = (|1\rangle + |4\rangle)/\sqrt{2}$. This target state can be reached with three applications of identity and subtraction. Solving (B.2) we find that $C_0 = \sqrt{24}C_3$ and $C_1 = C_2 = 0$. As identity has been used with each application we set $\mu = 1$ and obtain

\[
\begin{align*}
\nu_1 + \nu_2 + \nu_3 &= 0, \\
\nu_1\nu_2 + \nu_1\nu_3 + \nu_2\nu_3 &= 0, \\
\nu_1\nu_2\nu_3\sqrt{24} &= 1.
\end{align*}
\]

These equations can be readily solved exactly to provide the relative amplitudes between identity and subtraction to produce the target state. Numerical approximations to the solutions and the intermediate states during the quantum state transformation process are shown in Fig. B.1.

**FIG. B.1:** An example quantum state transformation. Shown are Wigner functions (blue-cyan: positive, red-yellow: negative, larger ticks mark the origin and they increment by unity) of an initial Fock state (left) to a target state (right). The target state is reached by a sequence of three operations of a controllably weighted superposition of identity and subtraction. The relative amplitude between identity and subtraction for each step is shown.
6 Pulsed Quantum Optomechanics

An important tool in the field of quantum optics is quantum state tomography (QST). When implemented, such a tool provides an experimentalist the ability to completely characterize a quantum state and thus explore the state’s coherences and complimentary properties. QST has been utilized to characterize quantum mechanical behaviour in a number of physical systems such as light [32, 79], molecular vibration [80], trapped ions [81], and spin ensembles [82], however is yet to be experimentally realized for mechanical resonators.

In this theoretical work [83] we proposed a method for QST of a mechanical resonator utilizing a pulsed optomechanical interaction with optical pulses much shorter in duration than a mechanical period of motion. During the short interaction the mechanical position is essentially constant and so the back-action associated with the optomechanical interaction, i.e. the momentum transfer to the mechanical oscillator, does not evolve into mechanical position noise thus allowing for a back-action-evading measurement of the mechanical position. Such a measurement is not constrained by the standard quantum limit and so mechanical position features smaller than the ground state width can then be observed, which is vital for quantum state tomography. After mechanical state preparation at a known time, our QST protocol is to perform a pulsed position measurement after a controlled time of mechanical free harmonic evolution to sample that quadrature. This is then repeated numerous times for a large set of mechanical quadratures. Histograms of the measurement outcomes are then constructed and this set of histograms can then be used to determine a phase-space (quasi-)probability distribution by a numerical inversion process such as the inverse Radon transformation.

Performing a pulsed measurement of the mechanical position can significantly reduce the uncertainty of this observable below the width of a mechanical thermal state or even the ground state of motion. The conditional mechanical state, i.e. the state after updating the mechanical probability distribution, is therefore a squeezed state of motion that is an asymmetric Gaussian in phase-space with a narrow position width and large momentum width. The increase in knowledge of the mechanical state also results in a reduction in the entropy, which, as explained in the publication below, can be conveniently expressed in terms of effective thermal occupation. In addition to QST, we considered utilizing the pulsed measurements to conditionally prepare a low entropy squeezed state of motion and then a subsequent pulse can be used for QST, therefore providing a complete framework.
My specific contributions to this project were: in mid 2008 I conceived the research direction; I realised that a pulsed interaction could conditionally prepare a mechanical squeezed state of motion and I conceived the protocol for QST; I performed the calculations together with Igor Pikovski; and refined our ideas together with all co-authors. This was my first theoretical project and I tremendously enjoyed learning many of the mathematical tools of quantum optics.

To the best of our knowledge this work is the first quantum optomechanical protocol that uses a short optical pulses as defined in Fig. 1.2. This theoretical proposal formed the backbone for three further theoretical projects and we also completed a proof-of-principle experiment, which form the following four chapters.
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Studying mechanical resonators via radiation pressure offers a rich avenue for the exploration of quantum mechanical behavior in a macroscopic regime. However, quantum state preparation and especially quantum state reconstruction of mechanical oscillators remains a significant challenge. Here we propose a scheme to realize quantum state tomography, squeezing, and state purification of a mechanical resonator using short optical pulses. The scheme presented allows observation of mechanical quantum features despite preparation from a thermal state and is shown to be experimentally feasible using optical microcavities. Our framework thus provides a promising means to explore the quantum nature of massive mechanical oscillators and can be applied to other systems such as trapped ions.

Coherent quantum mechanical phenomena, such as entanglement and superposition, are not apparent in the macroscopic realm. It is currently held that on large scales quantum mechanical behavior is masked by decoherence (1) or that quantum mechanical laws may even require modification (2–5). Despite substantial experimental advances, see for example ref. 6, probing this regime remains extremely challenging. Recently however, it has been proposed to utilize the precision and control of quantum optical fields in order to investigate the quantum nature of massive mechanical resonators by means of the radiation-pressure interaction (7–13). Quantum state preparation and the ability to probe the dynamics of mechanical oscillators, the most rigorous method being quantum state tomography, are essential for such investigations. These important elements have been experimentally realized for various quantum systems, e.g., light (14, 15), trapped ions (16, 17), atomic ensemble spin (18, 19), and intracavity microwave fields (20). By contrast, an experiment realizing both quantum state preparation and tomography of a mechanical resonator is yet to be achieved. Also, schemes that can probe quantum features without full tomography [e.g., (9, 10, 21)] are similarly challenging. In nanoelectromechanics, cooling of resonator motion and preparation of the ground state have been observed (22, 23) but quantum state reconstruction (24) remains outstanding. In cavity optomechanics significant experimental progress has been made towards quantum state control over mechanical resonators (11–13), which includes classical phase-space monitoring (25, 26), laser cooling close to the ground state (27, 28), and low noise continuous measurement of mechanically induced phase fluctuations (29–31). Still, quantum state preparation is technically difficult primarily due to thermal bath coupling and weak radiation-pressure interaction strength, and quantum state reconstruction remains little explored. Thus far, a common theme in proposals for mechanical state reconstruction is state transfer to and then read-out of an auxiliary quantum system (32–35). This technique is a technically demanding approach and remains a challenge.

In this paper we introduce an optomechanical scheme that provides direct access to all the mechanical quadratures in order to obtain full knowledge about the quantum state of mechanical motion. This quadrature access is achieved by observing the distribution of phase noise of strong pulses of light at various times throughout a mechanical period. We show that the same experimental tools used for quantum state tomography can also be used for squeezed state preparation and state purification, which thus provides a complete experimental framework. Our scheme does not require “cooling via damping” (11–13) and can be performed within a single mechanical cycle thus significantly relaxing the technical requirements to minimize thermal contributions from the environment.

Using a pulsed interaction that is very short compared to the period of an oscillator to provide a back-action-evading measurement of position was introduced in the seminal contributions of Braginsky and coworkers (36, 37), where schemes for sensitive force detection were developed. In our work, the quantum nature of a mechanical resonator is itself the central object of investigation. Here, the pulsed interaction is used to provide an experimentally feasible means to generate and fully reconstruct quantum states of mechanical motion. The proposed experimental setup is shown in Fig. 1. A pulse of duration much less than the mechanical period is incident upon an optomechanical Fabry–Pérot cavity which we model as being single sided. Due to the entanglement generated during the radiation-pressure interaction, the optical phase becomes correlated with the mechanical position while the optical intensity imparts momentum to the mechanical oscillator. Time-domain homodyne detection (15) is then used to determine the phase of the field emerging from the cavity, and thus to obtain a measurement of the mechanical position. For each pulse, the measurement outcome $P_{\lambda}$ is recorded, which for Gaussian optical states has mean and variance

$$\langle P_{\lambda} \rangle = \chi^{\dagger}(X_{\lambda}^{\dagger})^{2} \sigma_{\lambda}^{2} = \chi_{\lambda}^{2} + \chi^{2} \sigma_{\lambda}^{2}. \quad [1]$$

respectively. $X_{\lambda}^{\dagger}$ is the mechanical position quadrature immediately prior to the interaction and $P_{\lambda}$ describes the input phase of light. The position measurement strength $\gamma$ is an important parameter in this work as it quantifies the scaling of the mechanical position information onto the light field. A derivation of Eq. 1 including an optimization of $\gamma$ by determining the input pulse envelope to gain the largest cavity enhancement is provided in the Appendix.

In order to describe and quantify the pulse interaction and measurement we use the nonunitary operator $Y$ that determines the new mechanical state via $\rho_{\text{out}} = Y \rho_{\text{in}} Y^\dagger$. This operator is mechanical state independent and can be determined from the probability density of measurement outcomes

$$P_{\text{meas}}(P_{\lambda}) = \text{Tr}_{\rho}(Y \rho Y^\dagger). \quad [2]$$

For pure optical input, it takes the form
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Our scheme provides a means for precision measurement of the mechanical quadrature marginals, thus allowing the mechanical quantum state to be determined. Specifically, given a mechanical state $\rho_{\delta}^{\text{mech}}$, harmonic evolution of angle $\theta = \omega t/\sigma_\delta$ provides access to all the quadratures of this mechanical quantum state which can then be measured by a subsequent pulse. Thus, reconstruction of any mechanical quantum state can be performed. The optical phase distribution Eq. 2, including this harmonic evolution, becomes

$$\Pr(P_\delta) = \int \frac{dX_M}{\sqrt{\pi}} e^{-(P_\delta - X_M)^2} [X_M e^{i\omega t} \rho_{\delta}^{\text{mech}} \tilde{w} X_M],$$

which is a convolution between the mechanical marginal of interest and a kernel that is dependent upon $\chi$ and the quantum phase noise of light. The effect of the convolution is to broaden the marginals and to smooth any features present.

Let us consider the specific example of a mechanical resonator in a superposition of two coherent states, i.e., $|\psi_j\rangle \sim |\delta\rangle + |\omega \rangle$. The $X_M$ marginal of this mechanical Schrödinger-cat state contains oscillations on a scale smaller than the ground state. The convolution scales the amplitude of these oscillations by $\exp(-2\chi^2)$ and thus for small $\chi$ they become difficult to resolve in the optical phase noise distribution. Shown in Fig. 2 are marginals of the mechanical state $|\psi_j\rangle$ and the optical phase distributions that would be observed according to Eq. 4. Scaling the phase distribution by using the variable $P_\delta/\chi$ provides an approximation to the mechanical marginals, which becomes more accurate with increasing $\chi$ and may even show the interference features in a superposition state. Indeed, the limiting case of infinite $\chi$ corresponds to a von-Neumann projective measurement of the mechanical position, such that the distribution obtained for $P_\delta/\chi$ becomes identical to the mechanical marginals. However, the mechanical marginals can be recovered even for small measurement strength $\chi$. This recovery is achieved as follows: First, by fixing the length of the cavity the optical phase distribution can be observed without contributions from mechanical position fluctuations. This rigidity allows measurement of the convolution kernel for a particular $\chi$ (determined by the proper-

![Fig. 1. (A) Schematic of the optical setup to achieve measurement based quantum state engineering and quantum state tomography of a mechanical resonator. An incident pulse (in) resonantly drives an optomechanical cavity, where the intracavity field $a$ accumulates phase with the position quadrature $X_M$ of a mechanical oscillator. The field emerges from the cavity (out) and balanced homodyne detection is used to measure the optical phase with a local oscillator pulse (LO) shaped to maximize the measurement of the mechanical position. (B) Scaled envelopes of the optimal input pulse, its corresponding intracavity field and the optimal local oscillator as computed in the Appendix.](https://www.pnas.org/content/pnas/article/108/39/16183/F1)

![Fig. 2. The scheme presented here provides an experimentally feasible means to obtain direct access to the marginals of a quantum state of a mechanical resonator. Shown are complementary quadrature marginals of the mechanical coherent state superposition $|\psi_j\rangle \sim |\delta\rangle + |\omega \rangle$, for $\delta = 1.5$ (blue dashed lines with fill, plotted with $X_M$). The mechanical ground state is shown for comparison in gray dashed lines. The two population components are seen for the quadrature angle $\theta = \pi/2$ and the quantum interference fringes for $\theta = 0$. A coherent optical pulse is used to probe the mechanical quadrature of its phase quadrature becomes the convolution between the intrinsic phase noise, with variance scaling with $\chi^2$, and the mechanical marginal (red solid lines, plotted with $P_\delta/\chi$ where $\chi = 2$), see Eq. 4. The convolution kernel can be observed by using a fixed length cavity, shown in the $\theta = 0$ plot (red dashed line with fill, fixed length with $X_M = -4$), which allows for accurate recovery of the mechanical marginals even for a weak measurement strength $\chi$.](https://www.pnas.org/content/pnas/article/108/39/16183/F2)
ties of the mechanical resonator of interest, cavity geometry, and pulse strength, see Eq. 14). With \( \chi \) and the kernel known one can then perform deconvolution to determine the mechanical marginals. The performance of such a deconvolution is limited by experimental noise in the calibration of \( \chi \) and the measurement of \( \text{Pr}(P_i) \). However, it is expected that these quantities can be accurately measured as quantum noise limited detection is readily achieved.

**Mechanical Quantum State Engineering and Characterization**

We now discuss how the measurement affects the mechanical resonator. We start, first, by considering \( Y \) acting on a mechanical coherent state \( |\beta\rangle \). By casting the exponent of \( Y \) in a normal ordered form, one can show that the resulting mechanical state, which is conditioned on measurement outcome \( P_L \), is \( A Y |\beta\rangle = |S(r)D(\mu_0)|0\rangle \). Here, \( A Y \) is a \( \beta \)-dependent normalization, \( D \) is the displacement operator for \( \mu_0 = (\sqrt{2}\beta + i\Omega + \chi P_L)/\sqrt{2(\chi^2 + 1)} \), and \( S \) is the squeezing operator, which yields the width \( 2\sigma^2_{X_M} = e^{-2\theta} = (\chi^2 + 1)^{-1} \).

In most experimental situations, the initial mechanical state is in a thermal state \( \rho_0 = \frac{1}{\bar{n}} \exp(-\bar{n}a^\dagger a) |0\rangle \langle 0| \), quantified by its average phonon number \( \bar{n} \). The marginals of the resulting state after the action of \( Y \) are

\[
\langle X_M | e^{i\omega t} Y \rho_0 Y^\dagger e^{-i\omega t} | X_M \rangle \propto \exp \left[ -\frac{(X_M^q - X_M^{q0})^2}{2\sigma^2_\theta} \right],
\]

where

\[
X_M^{q0} = \frac{X_P}{x' + i\xi}, \quad \cos(\theta) - \Omega \sin(\theta),
\]

\[
\sigma^2_\theta = \frac{1}{2(\chi^2 + 1 + 2\bar{n})} \sin^2(\theta)
\]

are the mean and variance of the resulting conditional state, respectively. For large initial occupation (provided thermal fluctuations are negligible during the short interaction), the resultant position quadrature of the mechanics has mean \( \langle X_M^q \rangle \approx X_P/\chi \) and width \( 2\sigma^2_{X_M} \approx \chi^{-2} \). Thus, squeezing in the \( X_M \) quadrature below the ground state is obtained when \( \chi > 1 \) and is independent of the initial thermal occupation of the mechanics. We have thus shown how the remarkable behavior of quantum measurement (also used in refs. 18–20, 44–47) can be experimentally applied to a mechanical resonator for quantum state preparation.

![Fig. 3. Wigner functions of the mechanical state (above) at different times (indicated by arrow) during the experimental protocol (below). From left: Starting with an initial thermal state \( \bar{n} = 10 \), (this is chosen to ensure the figure dimensions are reasonable,) a pulsed measurement is made with \( \chi = 1.5 \) and outcome \( P_{L_i} = 3\gamma \) obtained, which yields an \( X_M \) quadrature squeezed state. The mechanical state evolves into a \( P_M \) quadrature squeezed state following free harmonic evolution of \( 1/4 \) of a mechanical period prior to a second pulse with outcome \( P_{L_2} = 3\gamma \) yielding the high-purity mechanical squeezed state. The effective thermal occupation of the mechanical states during the protocol is indicated. The final state's occupation can be reduced below unity even for large initial occupation, see Eq. 7 of the main text. Dashed lines indicate the \( 2\sigma \)-widths and the dotted lines show the ground state \( \bar{n} = 0 \) for comparative purposes. The displacement \( \Omega \) is not shown.

There is currently significant interest in the preparation of low entropy states of mechanical resonators as a starting point for quantum experiments, e.g., refs. 22, 23, 27, 28. The two main methods being pursued in optomechanics (11–13) are “passive cooling” which requires the stable operation of a (usually cryogenically compatible) high-finesse cavity, and “active cooling” which requires precision measurement and feedback. Closer in spirit to the latter, our pulsed measurement scheme provides a third method to realize high-purity states of the mechanical resonator. We quantify the state purity after measurement via an effective mechanical thermal occupation \( \bar{n}_M \), which we define through \( 1 + 2\bar{n}_M = \sqrt{\bar{n}/2\bar{n}} \). When acting on an initial thermal state, the measurement dramatically reduces uncertainty in the \( X_M \) quadrature, but leaves the thermal noise in the \( P_M \) quadrature unchanged: use of Eq. 6 for \( \bar{n} > 1 \) yields \( \bar{n}_M \approx \sqrt{\bar{n}}/2\bar{n}^2 \). The purity can be further improved by a second pulse, which is maximized for pulse separation \( \theta = \omega_M t = \pi/2 \), where the initial uncertainty in the momentum becomes the uncertainty in position. Such a sequence of pulses\(^5\) is represented in Fig. 3, where the resulting state was obtained akin to Eq. 5. The effective occupation of the final state after two pulses is

\[
\bar{n}_M^2 \approx \frac{1}{2} \left( \frac{1}{\bar{n}} + 1 - 1 \right),
\]

which is also independent of initial occupation. For \( \bar{n} > 1 \), \( \bar{n}_M^2 \) is well below unity and therefore this scheme can be used as an alternative to “cooling via damping” for mechanical state purification.

Following state preparation, one can use a subsequent “read-out” pulse after an angle of mechanical free evolution \( \theta \) to perform tomography. During state preparation however, the random measurement outcomes will result in random mechanical means Eq. 6. This randomness can be overcome by recording and utilizing the measurement outcomes. One can achieve unconditional state preparation with use of appropriate displacement prior to the read-out pulse. Or, use postselection to analyze states prepared within a certain window. Alternatively, one may compensate during data analysis by appropriately adjusting each measurement outcome obtained during read-out. We now look at the latter option and consider a Gaussian mechanical state prepared by a prior pulsed measurement. The position distribution has variance \( \sigma^2_\theta \) to be characterized and has a known mean \( \langle X_M^q \rangle \), which is dependent upon the random measurement outcome. The read-out pulse will then have the distribution \( \text{Pr}(P_L) \propto \exp \left[ -\frac{(X_M^q - X_M^{q0})(1 + 1/2\sigma^2_\theta)}{2} \right] \). For each read-out pulse, by taking \( P_{L_2} = P_L - X_M^q \) one can obtain the conditional variance \( \sigma^2_{X_M} \), for all \( \theta \) to characterize the noise of the prepared Gaussian state. We note that this concept of compensating for a random but known mean can also be used to characterize non-Gaussian states.

**Experimental Feasibility**

We now provide a route for experimental implementation, discussing potential limitations and an experimentally feasible parameter regime. To ensure that the interaction time be much less than mechanical time scales the cavity decay rate \( \kappa \) must be much larger than the mechanical frequency. To this end, we consider the use of optical microcavities operating at \( \lambda = 1,064 \) nm, length \( 4\lambda \) and finesse of 7,000, which have an amplitude decay rate \( \kappa/2\pi \approx 2.5 \) GHz. Such short cavity devices incorporating a micro-

\(^5\)We note that strong squeezing of an oscillator can also be achieved by using rapid modifications to the potential at quarter period intervals (48). However, we would like to emphasize that the squeezing we are discussing here does not arise from a parametric process, see e.g., ref. 49, rather it is due to the nonunitary action of measurement.
mechanical element as one of the cavity mirrors have previously been fabricated for tunable optical filters, vertical-cavity surface-emitting lasers and amplifiers (see for example ref. 50), but are yet to be considered for quantum optomechanical applications. Typically, these devices employ plane-parallel geometries, which places a severe constraint on the minimum lateral dimensions of the suspended mirror structure in order to minimize diffraction losses (51). Geometries using curved mirrors are required to reduce diffraction losses for the practical realization of high-finesse cavities. Presently, all realizations use a curved suspended mirror, see e.g., refs. 52, 53. However, in order to allow for enhanced freedom in the construction of the mechanical resonator, particularly with respect to the development of ultra-low loss mechanical devices (54), a flat suspended mirror is desired. In Fig. 4 our proposed fabrication procedure for such a device is shown. The small-mode-volume cavity considered here provides the bandwidth necessary to accommodate the short optical pulses and additionally offers a large optomechanical coupling rate. One technical challenge associated with these microcavities is fabrication with sufficient tolerance to achieve the desired optical resonance (under the assumption of a limited range of working wavelength), however this can be overcome by incorporating electrically controlled tunability of the cavity length (50, 52, 53).

For a mechanical resonator with eigenfrequency $\omega_{M}/2\pi = 500$ kHz and effective mass $m = 10$ ng, the mechanical ground-state size is $x_0 = \sqrt{\hbar/m}\omega_{M} \simeq 1.8$ fm and optomechanical coupling proceeds at $g_0/2\pi = \omega_{c}(x_0/\sqrt{2L})/2\pi \simeq 86$ kHz, where $\omega_{c}$ is the mean cavity frequency and $L$ is the mean cavity length. The primary limitation in measurement strength is the optical intensity that can be homodyned before photodetection begins to saturate. Using pulses of mean photon number $N_p = 10^3$, which can be homodyned, yields $\Omega \simeq 10^3$ for the mean momentum transfer and $\chi \simeq 1.5$. For this $\chi$, the action of a single pulse on a large thermal state reduces the mechanical variance to $\sigma_{x_M}^2 \simeq 0.2$, i.e., less than half the width of the ground state. With a second pulse after mechanical evolution the effective occupation [7] is $n_{eff} = 0.05$.

In order to observe mechanical squeezing, i.e., $\sigma_{x_M}^2 < 1/2$, the conditional variance must satisfy $\sigma_{x_M}^2 < \sigma_{x_0}^2 + \chi^2/2$, where additional noise sources that do not affect the mechanical state, e.g., detector noise, can be subsumed into $\sigma_{x_0}^2$. It is therefore necessary to have an accurate experimental calibration of $\chi$ to quantify the mechanical width. (Similarly, $\Omega$ must also be accurately known to determine the conditional mean, see Eq. 6). This calibration can be performed in the laboratory as follows: For a fixed length cavity and a given pulse intensity, the length of the cavity is adjusted by a known amount (by a calibrated piezo for example) and the proportionality between the homodyne measurement outcomes and the cavity length is determined. The pulses are then applied to a mechanical resonator and $\chi$ is determined with knowledge of $x_0$ of the resonator. With $\chi$ known $\Omega$ can then also be measured by observing the displacement of the mechanical state after one-quarter of a period.

Finally we discuss practical limitations. Firstly, finite mechanical evolution during the interaction decreases the back-action-evading nature of the measurement, which is described in the Appendix. Such evolution is not expected to be a severe limitation in the proposed implementation considered here as $\omega_{M}/k \simeq 10^{-4}$. Secondly, the optical measurement efficiency $\eta$, affected by optical loss, inefficient detection, and mode mismatch, yields a reduced measurement strength $\chi \rightarrow \sqrt{\eta}\chi$. And thirdly, in many situations coupling to other mechanical vibrational modes is expected. This coupling contributes to the measurement outcome and yields a spurious broadening of the tomographic results for the mode of interest. In practice however, one can minimize these contributions by engineering mechanical devices with high effective masses for the undesired modes and tailoring the intensity profile of the optical spot to have good overlap with a particular vibrational profile (55).

**Coupling to a Thermal Bath**

For our tomography scheme the mechanical quantum state must not be significantly perturbed during the time scale $\omega_{M}^{-1}$. To estimate the effect of the thermal bath following state preparation we consider weak and linear coupling to a Markovian bath of harmonic oscillators. For this model, assuming no initial correlations between the mechanics and the bath, the rethermalization scales with $n_{M}$, where $\gamma_M$ is the mechanical damping rate. It follows that an initially squeezed variance $(\chi > 1)$ will increase to 1/2 on a time scale $r = \frac{Q}{\hbar\gamma_M} \left(1 - \frac{1}{\chi^2}\right)$.[8]

---

1This momentum is comparable to the width of a thermal state, i.e., $\Omega/\sqrt{\hbar} < 10$ for room temperature. Thus the mechanical motion remains harmonic.
Thus, for the parameters above and mechanical quality $Q = \omega_M/\gamma_M \approx 10^5$ a temperature $T \lesssim 1$ K is required for the observation of squeezing during one mechanical period.

The state purification protocol, as shown in Fig. 3, is affected by rethermalization between the two pulsed measurements. This thermal process increases the effective thermal occupation and [7] is modified to

$$n_{\text{eff}}^{[\text{th}}(T) \approx \frac{1}{2} \left(1 + \frac{1}{\sqrt{1 + \frac{\pi t}{Q^2}} - 1}\right).$$

For the above system parameters $n_{\text{eff}}^{[\text{th}}(T = 1)$ K $\approx 0.15$. Thus, mechanical state purification by measurement is readily attainable even at a modest bath temperature.

Moreover, we note that the position measurements of this scheme can be used to probe open system dynamics and thus provide an empirical means to explore decoherence and bath coupling models (56).

Conclusions

We have described a scheme to overcome the current challenge of quantum state reconstruction of a mechanical resonator, which provides a means to explore quantum mechanical phenomena on a macroscopic scale. Our experimental protocol allows for state purification, remote preparation of a mechanical squeezed state, and direct measurements of the mechanical marginals for quantum state reconstruction, thus providing a complete experimental framework. The experimental feasibility has been analyzed and we have shown that with the use of optomechanical microcavities this scheme can be readily implemented. The optomechanical entanglement generated by the pulsed interaction may also be a useful resource for quantum information processing. Moreover, the framework we have introduced can be built upon for further applications in quantum optomechanics and can be generalized to other systems, such as nanoelectromechanics and superconducting resonators, or used with dispersive interaction to study the motional state of mechanical membranes, trapped ions, or particles in a cavity.

Appendix

Model

The intracavity optomechanical Hamiltonian in the rotating frame at the cavity frequency is

$$H = \hbar \omega_0 a^\dagger b^\dagger - \hbar g_0 a^\dagger a b^\dagger + \hbar g_0 a^\dagger a b,$$

where $a (b)$ is the optical (mechanical) field operator. The cavity field accumulates phase in proportion to the mechanical position and is driven by resonant radiation via the equation of motion

$$\frac{d\alpha}{dt} = ig_0 (b + b^\dagger) a - \kappa a + \sqrt{2} \kappa a_{\text{in}},$$

where $\kappa$ is the cavity decay rate and $a_{\text{in}}$ describes the optical input including drive and vacuum. During a pulsed interaction of time scale $\kappa^{-1} \ll \omega_M^{-1}$ the mechanical position is approximately constant. This constancy allows decoupling of Eq. 11 from the corresponding mechanical equation of motion and during the short interaction we have $db/dt \approx ig_0 a^\dagger a$, where we neglect the mechanical harmonic motion, mechanical damping, and noise processes. We write $a_{\text{in}}(t) = \sqrt{N_p} a_{\text{in}}(t) + \tilde{a}_{\text{in}}(t)$, where $\tilde{a}_{\text{in}}(t)$ is the slowly varying envelope of the drive amplitude with $d\tilde{a}_{\text{in}}/dt = 1$ and $N_p$ is the mean photon number per pulse and similarly $a = \sqrt{N_p} a_{\text{in}}(t) + \tilde{a}(t)$. Neglecting $ig_0 (b + b^\dagger) \tilde{a}$ and approximating $\tilde{a}$ as real, Eq. 11 becomes the pair of linear equations:

$$\frac{d\tilde{a}}{dt} = \sqrt{2} \kappa \tilde{a}_{\text{in}} - \kappa \tilde{a},$$

$$\frac{d\tilde{\alpha}}{dt} = ig_0 \sqrt{N_p} (b + b^\dagger) \tilde{a} + \sqrt{2} \kappa \tilde{a}_{\text{in}} - \kappa \tilde{a}.$$

After solving for $\tilde{\alpha}(t)$, the output field is then found by using the input-output relation $\tilde{a}_{\text{out}} = \sqrt{2} \kappa \tilde{a} - \tilde{a}_{\text{in}}$.

The mechanical position and momentum quadratures are $X_M = (b + b^\dagger)/\sqrt{2}$ and $P_M = (b^\dagger - b)/\sqrt{2}$, respectively, the cavity (and its input/output) quadratures are similarly defined via $a (a_{\text{in}} a_{\text{out}})$. The statistics of the optical amplitude quadrature are unaffected by the interaction, however, the phase quadrature contains the phase dependent upon the mechanical position. The output phase quadrature emerging from the cavity is $P_M^{\text{out}}(t) = \frac{\phi}{\sqrt{N_p}} \phi(t) X_M^{\text{ref}} + 2 \sqrt{\kappa} \eta \frac{df}{dt} \eta e^{i\beta} P_M^{\text{in}}(t) - P_M^{\text{ref}}(t)$, where $\phi(t) = (2\pi)^{-1/2} \int_{-\infty}^{\infty} d\tau e^{i\omega \tau} \eta e^{i\beta} a(\tau) \varepsilon^{\dagger} \eta e^{i\beta} a(\tau) \varepsilon$ describes the accumulation of phase, $X_M^{\text{ref}}$ is the mechanical position prior to the interaction, and the last two terms are the input phase noise contributions. $P_M^{\text{in}}$ is measured via homodyne detection, i.e., $P_M = \sqrt{2} \frac{d\alpha}{dt} a_{\text{in}}(t) P_M^{\text{in}}(t)$. To maximize the measurement of the mechanical position the local oscillator envelope is chosen as $a_{\text{in}}(t) = N_p \phi(t)$, where $N_p$ ensures normalization. The contribution of $X_M^{\text{ref}}$ in $P_M$ scales with $\chi = \sqrt{2} \kappa^{1/2} N_p^{1/2}$, which quantifies the mechanical position measurement strength. The mean and variance of $P_M$ are given in Eq. 1 for pure Gaussian optical input and together with $\Omega$ and $\chi$ 2 are used to determine $Y$, as given in Eq. 3. We have thus arrived, for our physical setting, at an operator which is known from generalized linear measurement theory (see for example Ref. 57). Also, we note that Eq. 3 is equivalent to $Y = e^{2\phi / N_p} |P_M|^2 / (P_M^{\text{in}})^2$, though the nonunitary process of cavity filling and decay is not explicit. We also remark that the construction of $Y$ can be readily generalized to include non-Gaussian operators.

The maximum $\chi$ is obtained for the input drive $a_{\text{in}}(t) = \sqrt{\kappa} \tilde{\alpha}(t)$.

This maximum can be seen by noting that $N_p^{1/2} \approx \sqrt{2} \kappa (\tilde{\alpha}(t))^2$, which in Fourier space is $N_p^{1/2} \approx \sqrt{2} \kappa (\tilde{\alpha}(t))^2$. Hence, for such cavity-based measurement schemes, the optimal drive has Lorentzian spectrum. This drive, $\tilde{\alpha}(t)$ obtained from Eq. 12 and the local oscillator are shown in Fig. 1B. The resulting optimal measurement strength is given by

$$\chi = 2 \kappa^{1/2} N_p^{1/2},$$

and the mean momentum transfer due to $a^\dagger$ is $\Omega = \frac{\sqrt{2} \kappa}{N_p^{1/2}}$.

We note that this optimization of the driving field may also be applied to cavity-enhanced pulsed measurement of the spin of an atomic ensemble (18, 19, 58) or the coordinate of a trapped ion/particle (59–61). Particularly in the latter case, this approach will broaden the repertoire of measurement techniques available and may lead to some interesting applications.

Finite Mechanical Evolution During Interaction.

In the model used above we have assumed that the mechanical position remains constant during the pulsed optomechanical interaction. Including finite mechanical evolution, the intracavity field dynamics Eq. 13 must be determined simultaneously with the mechanical dynamics. In the mechanical rotating frame with the conjugate quadratures $X_M, P_M$ these dynamics are solved to first order in $\omega_M/\kappa$ resulting in the input-output relations:

$$P_M^{\text{out}}(t) = P_M^{\text{in}} + \Omega N_p^{1/2} X_M^{\text{in}},$$

$$X_M^{\text{in}} = X_M^{\text{ref}} - \frac{\Delta M}{\kappa} \xi_1 \Omega - \frac{\Delta M}{\kappa} \chi^2 X_M^{\text{in}} X_C,$$

$$P_M^{\text{in}} + \chi (X_M^{\text{ref}} + \frac{\Delta M}{\kappa} \xi_2 P_M^{\text{in}} + \frac{\Delta M}{\kappa} \chi^2 X_M^{\text{in}} X_C),$$

where $P_M$ still represents the measurement outcome, $N_p^{1/2}$ and $\xi_{1,2}$ are input drive-dependent dimensionless parameters of order unity, the former normalizing the nonorthogonal amplitude quadrature temporal modes $X_{\text{ref}}, X_{\text{C}}$. The main effects of the finite mechanical evolution can be seen in $P_M^{\text{in}}(t)$. The mechanical quadrature measured has been rotated, which in terms of the nonrotating quadratures is $X_M^{\text{ref}} \approx X_M^{\text{ref}} + \frac{\Delta M}{\kappa} \xi_2 P_M^{\text{in}}$. Such a rotation poses no principle limitation to our scheme however this must be taken
into account for the measurement of a particular mechanical quadrature. (ii) Each pulsed measurement now has a mean proportional to \( \Omega \). This mean can be experimentally characterized and appropriately subtracted from the outcomes. (iii) \( P_1 \) now includes a term proportional to the optical amplitude noise. This term decreases the back-action evading quality of the measurement and has arisen due to mechanical momentum noise gained from the optical amplitude quadrature evolving into position noise. The conditional variance of the rotated mechanical quadrature including these effects, for large initial occupation, is

\[
\sigma^2_{\chi_{\text{rot}}} \approx \frac{1}{2} \left( 1 + \frac{\zeta^2}{\omega_0^2} \right) \frac{\sigma_{\text{rot}}^2}{M^2}.
\]

where \( \zeta \) is another drive-dependent parameter of order unity. The two competing terms here give rise to a minimum variance of \( \zeta_0 M^2 / k \) when \( \gamma = k / (\zeta_0 M) \).

Experimental reasonable values of \( \chi \) will lie much below this optimum point, however, as \( k \gg \omega_0 \) for the parameters we consider, the broadening due to finite evolution is small and strong squeezing can be achieved.
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7 Experimental Pulsed Quantum Optomechanics

Prior to publishing our pulsed quantum optomechanics proposal discussed in the previous chapter we were sufficiently confident of the proposal’s feasibility to start an experiment and enter this experimentally unexplored direction. We began a room-temperature cavity-free experiment, where the pulse of light simply reflects from the mechanical resonator. This type of cavity-free interaction is qualitatively identical to the cavity description in section 1.1 above and, for small phase shifts, the input-output to the mechanics and the temporal mode of the pulse is accurately described by an $H_{\text{int}} \propto X_L X_M$ interaction.

After approximately two years, including a complete shift and re-setup of the experiment on a second new blank optical table, an experimental implementation of our theoretical proposal was completed in late 2012 [84], albeit at a level where the measurement precision is above the mechanical ground state width. This included state tomography and reconstruction of mechanical motional states prepared by one or two pulses for position variance reduction and entropy reduction, respectively. In addition, we performed state reconstruction on a displaced, phase randomized, mechanical state as an example of a (classical) non-Gaussian state of motion.

Details of the experimental setup listing the parts used is shown in Fig. 7.1 and a photograph of the setup is shown in Fig. 7.2. One of the main challenges of the experiment was to minimize classical phase noise in the interferometer output signal so that the quantum noise on the optical pulses could be observed in the time-domain. This is important because if classical noise dominates the statistics of the measurement outcomes then one can no longer decrease the width of the mechanical conditional state by increasing the optical power. This was achieved in our experiment by (i) using appropriate transimpedance amplification of the photocurrent output of the homodyne circuit, see Fig. 7.3 for more detail, (ii) locking the interferometer phase with appropriate low-pass filtering to minimize high frequency classical phase noise, and (iii) hunting down and eliminating the numerous sources of (mainly electronic) noise that contaminated the signal. It should be noted at this point, however, that our protocol itself, which utilizes the correlation between pulses, significantly relaxes the requirements to minimize low-frequency phase noise.

My specific contributions to this project were: I designed and built the fiber based optical interferometer building upon knowledge gained during the experimental com-
ponent discussed in chapter 4; together with Garrett Cole we put together the 4 K cryogenic compatible vacuum chamber with encoded nanopositioning stages; I designed and built the electrical homodyne circuit; I wrote the LabVIEW code that ran the experiment and babysat the experiment on the late night data runs; together with Joachim Hofer, who joined the project when the setup was completed, we developed the calibration procedure and performed the data analysis; and I played the leading role in writing the manuscript, with valuable input from all co-authors, and working through the peer review process.
Figure 7.1: Experimental setup. (a) A continuous wave Nd:YAG laser operating at 1,064 nm is collimated and passed through a free space optical isolator. A small and controllable amount of light (MISC) is picked off by a polarizing beam splitter (PBS) for use on other experiments on the table. The light is then phase modulated by an electro-optic modulator (EOM) for Pound-Drever-Hall frequency stabilisation to a filter cavity using a PID controller (Toptica) to reduce laser frequency and amplitude noise. In our pulsed experiment reported in this chapter the filter cavity was not used as only optical phase quadrature measurements were performed. (b) The light is then coupled into optical fibre and split by a tunable beam splitter (Newport) to form the signal (SIG) and local oscillator (LO) paths. In each path another tunable beam splitter is used to independently control the optical powers. (c) The signal field is injected into an optical intensity modulator (JenOptik), which is a polarization dependent device and so the polarization is first adjusted using fiber paddles (ThorLabs). Pulses are generated by driving the modulator with an arbitrary waveform generator (Agilent). (d) The pulses of light are then sent into a 4 K cryogenic compatible vacuum chamber and are focussed onto the micro-mechanical oscillator by a fiber focuser (OzOptics). The field is retroreflected and separated from the incoming light using a fibre-based polarizing beam splitter (Advanced Fiber Resources). (e) The signal and local oscillator are then mixed on another tunable beam-splitter used to perform balanced homodyne detection. (f) The difference photo current is amplified and also used to stabilise the phase in the optical interferometer using a commercial fiber stretcher (Optiphase).
Figure 7.2: Photograph of the experimental setup in the Institute for Quantum Optics and Quantum Information (IQOQI) shortly before we shifted labs to The University of Vienna. (a) The laser and free space optics can be seen on the left of the optical table with a vacuum chamber holding the filter cavity behind. (b) The fiber-based optical amplitude modulator for pulse generation. (c) The optical fiber-based Mach-Zehnder interferometer.
Figure 7.3: Homodyne photocurrent amplification. A 1 kOhm resistor is used to pick off a small amount of the photocurrent that is then passed through a low gain transimpedance amplifier ($10^2$ V/A). This signal is sent to a PID controller and is used to stabilize the phase of the interferometer. When the lock is stable and the photocurrent is close to zero amps, a high gain transimpedance amplifier ($10^5$ V/A) is activated that provides a signal containing the optical quantum noise that can be observed in the time domain on an oscilloscope. The amplifiers used are variable-gain high-speed transimpedance amplifiers model DHCPA-100 manufactured by FEMTO.
Cooling-by-measurement and mechanical state tomography via pulsed optomechanics
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Observing a physical quantity without disturbing it is a key capability for the control of individual quantum systems. Such back-action-evading or quantum non-demolition measurements were first introduced in the 1970s for gravitational wave detection, and now such techniques are an indispensable tool throughout quantum science. Here we perform measurements of the position of a mechanical oscillator using pulses of light with a duration much shorter than a period of mechanical motion. Utilizing this back-action-evading interaction, we demonstrate state preparation and full state tomography of the mechanical motional state. We have reconstructed states with a position uncertainty reduced to 19 pm, limited by the quantum fluctuations of the optical pulse, and we have performed ‘cooling-by-measurement’ to reduce the mechanical mode temperature from an initial 1,100 to 16 K. Future improvements to this technique will allow for quantum squeezing of mechanical motion, even from room temperature, and reconstruction of non-classical states exhibiting negative phase-space quasi-probability.

¹University of Vienna, Faculty of Physics, Vienna Center for Quantum Science and Technology (VCQ), Boltzmanngasse 5 A-1090, Vienna, Austria. Correspondence and requests for materials should be addressed to M.R.V. (email: michael.vanner@univie.ac.at).
Experiments are now beginning to investigate non-classical motion of massive mechanical devices. This opens up new perspectives for quantum-physics-enhanced applications and for tests of the foundations of physics. A versatile approach to manipulate mechanical states of motion is provided by the interaction with electromagnetic radiation, typically confined to microwave or optical cavities. Such cavity-optomechanics experiments have thus far largely concentrated on high-sensitivity continuous monitoring of the mechanical position. Because of the back-action imparted by the probe onto the measured object, the precision of such a measurement is fundamentally constrained by the standard quantum limit (SQL) and therefore only allows for classical phase-space reconstruction. In optomechanics, to perform a back-action-evading measurement of the mechanical position, a time-dependent measurement scheme is required. One prominent example is the so-called ‘two-tone’ approach, which uses a probe with an intensity that oscillates at twice the mechanical frequency. The field probes the mechanics periodically and the back-action imparted to the mechanical motion by the optical probe does not affect the measurement of the mechanical amplitude. The precision of this pulsed measurement process is no longer limited by the SQL but is ultimately limited by the quantum optical phase noise. We implement a pulsed protocol, where one or two pulses are used to prepare a motional state ‘by measurement’ and then a subsequent pulse is used for state tomography. Mechanical state preparation ‘by measurement’ is achieved by utilizing the information gained from the pulsed measurement to update the probability distribution that describes the motional state. The experiments reported here have been performed in the weak interaction regime, where the backaction itself is negligible; however, the pulsed measurements have a dramatic effect on the mechanical thermal state and the measurement precision we achieved was limited by the quantum optical phase noise. We therefore require a quantized description of the optical field; however, it is important to note that at this stage all the mechanical motional states presented here are classical, that is, they can be described by an incoherent mixture of mechanical coherent states. Our protocol can be used to prepare mechanical states independent of the initial mechanical thermal occupation and thus, no initial cooling of the mechanical motion is required. Moreover, by contrast to continuous schemes, our pulsed protocol has considerable resilience against the surrounding mechanical thermal bath, as it can be performed on short time scales. Employing our pulsed approach, mechanical dynamics rather than the steady-state can be conveniently probed and non-equilibrium mechanical behaviour can be characterized. Also note that pulsed quantum optomechanics operates fully in the so-called ‘non-resolved sideband regime’, in which the cavity decay rate is much larger than the mechanical frequency. Indeed, all results reported here were obtained without the use of an optical cavity.

Results

Experimental protocol. Our experimental setup is shown schematically in Fig. 1a. Optical pulses are injected into a Mach-Zehnder interferometer that has a micromechanical oscillating mirror in one of the two interferometer paths. The pulses are first divided by a beam-splitter that forms one intense beam that acts as a local oscillator (LO) and one weak beam that we will henceforth refer to as the signal. The signal is focussed onto and reflects from a micromechanical oscillator (Fig. 1b). During the reflection of the short optical pulse, changes to the position of the mechanical oscillator are negligible. The coherent optical pulse gains a phase shift in proportion to the mechanical position, which is accurately described by a phase quadrature displacement, as the mechanical position fluctuations are small. Concurrently, the radiation-pressure force of the reflection imparts momentum to the mechanical resonator. This momentum can be decomposed into a classical component due to the mean photon number and a component dependent upon the photon number fluctuations. Quantitatively, this optomechanical interaction is described by the input-output relations:

\[
X_{\text{out}} = X_{\text{in}}, \quad P_{\text{out}} = P_{\text{in}} + X_{\text{in}}^2 + \chi_{\text{in}}^2 + \Omega,
\]

Here, the subscripts label the light (L) and mechanics (M); \(X\) and \(P\) are the dimensionless amplitude (position) and phase (momentum) quadratures for the light (mechanics); \(\chi = 4\pi x_0 \sqrt{N/\lambda}\) quantifies the quadrature information exchanged between the light and the mechanics and determines the strength of the mechanical position measurement and \(\Omega = 8\pi x_0 N/\lambda\) is the classical momentum transfer to the mechanical oscillator (\(N\) mean photon number per pulse; \(\lambda\), optical wavelength; \(x_0 = (h/2\pi m_\text{eff})^{1/2}\), mechanical ground state width; \(m_\text{eff}\), mechanical effective mass; and \(v_\text{opt}\), mechanical angular frequency). After the optomechanical reflection, the signal then overlaps and interferes with the LO pulse on a 50/50 beam-splitter, where the (mean) phase between the LO and signal beams is set to be \(\pi/2\). The intensities of both beam-splitter outputs are measured by photodiodes, and the photocurrents are subtracted to implement homodyne detection of the optical phase quadrature. A typical difference current time trace is shown in Fig. 1c, where the measurement outcome \(P_{\text{out}}\) is the time integral over the pulse duration of the difference current.

After the pulsed measurement, the mechanical state of motion is changed as our knowledge of the mechanical position has increased. For an initial thermal state of the mechanical resonator with a large thermal occupation, that is, \(x^2 > 2\Delta\), the mean and variances of the mechanical quadratures, upon obtaining the measurement outcome \(P_{\text{out}}\), are as follows:

\[
\langle X_{\text{M}}^{\text{out}} \rangle \simeq P_{\text{in}}/\chi, \quad \langle P_{\text{M}}^{\text{out}} \rangle = \Omega, \quad \sigma_{X_{\text{M}}^{\text{out}}}^2 \simeq 1/(2\chi^2), \quad \sigma_{P_{\text{M}}^{\text{out}}}^2 = (x^2 + 1 + 2\chi)/2,
\]

where \(\chi = h\Delta T/\hbar\Omega_{\text{M}}\) is the mean occupation of the mechanical mode when in thermal equilibrium with the environment at temperature \(T > \hbar\Omega_{\text{M}}/k_B\). Notably the information gained from...
the measurement reduces the mechanical position variance from $n$ to $1/(2\chi^2)$, which does not depend on the initial occupation. The resultant state of mechanical motion, following such a measurement, is no longer in thermal equilibrium with the surrounding environment and has a reduced effective thermal occupation $n_{\text{eff}} = (\sigma_x^2, \sigma_p^2)^{1/2} - 1/2 \approx (n/(2\chi^2))^{1/2}$. Moreover, a subsequent pulse performed after one quarter of a period of mechanical harmonic evolution can measure the mechanical momentum at the time of the first pulse to further reduce the effective occupation. This ‘cooling-by-measurement’ method for entropy reduction, that is, obtaining mechanical position and then momentum information on the initial state, is rapid and has considerable tolerance to both the initial thermal occupation and surrounding thermal bath. With future experimental improvements, this scheme allows for the generation of high purity and quantum-squeezed states of mechanical motion ‘by measurement’. Owing to the resilience against mechanical thermal noise, this scheme may provide a more feasible route to quantum squeezing than parametric modulation, which can be combined with continuous measurement and feedback.

In our experiment, one or two pulses are used to prepare a mechanical state at a known time. Then a read-out pulse is made after time $\theta_{\text{toM}}$ of mechanical harmonic evolution to sample the mechanical probability distribution of the $\theta$-rotated quadrature, that is, a marginal. Repeating this process many times and obtaining the marginals for a large number of mechanical phase-space angles $\theta$ is sufficient to uniquely determine the mechanical quantum state of motion. Quantum state tomography by measurement of the marginals was first realized with optical fields using homodyne interferometry and has now become an indispensable tool in the field of quantum optics being applied to other physical systems such as molecular vibration, spin ensembles, and microwave fields. Here we implement such mechanical state tomography by utilizing the pulsed measurement outcome probability distribution $\Pr(P_{\theta}) = \int dX_M \rho_{M(\theta)}^{-1/2} \exp[-(P_{\theta} - \chi X_M)^2] \Pr(X_M, \theta)$ that contains the mechanical marginals $\Pr(X_M, \theta) = (X_M|\rho_{M(\theta)}^\text{M})$, where $\rho_{M(\theta)}$ is the mechanical input state to be reconstructed after time $\theta_{\text{toM}}$ of harmonic evolution. In this experiment, we prepare and reconstruct mechanical motional states with features that are not smaller than $\chi^{-1}$ and hence, unless otherwise noted, we use the optical measurement outcome distribution as an approximation for the mechanical distribution using the scaled outcome $P_{\theta}/\chi$.

Mechanical state preparation and reconstruction. The mechanical resonator used for this experiment is a micro-mirror cantilever constructed from an epitaxial Al$_x$Ga$_{1-x}$As crystalline multilayer, see Fig. 1b. The use of such a monocrystalline material structure allows for a significant reduction of the mechanical damping of the resonator when compared with dielectric reflectors and simultaneously provides high optical reflectivity. The crystalline material used here is nominally identical in composition and individual layer thickness to structures used previously and is designed for maximum reflectivity at our...
optical wavelength of 1,064 nm. The multilayer Bragg mirror comprises 40.5 layer pairs in order to minimize transmission losses. The cantilever was etched from a 6.88-μm thick multilayer and is 1.45 mm in length with a cantilever arm 5 μm in width with a circular head 100 μm in diameter, where the optical signal beam is focussed. For details of the microfabrication procedure see Cole45. Note that the resonator is etched directly from the multilayer mirror material and is therefore equally reflective at all points along the structure with an (intensity) reflectivity of 99.982%. This cantilever has a fundamental out-of-plane vibrational mode with frequency $\nu_0=2\times984.3$ Hz, effective mass $m_{\text{eff}}=260$ ng (see the methods section), ground state width $s_0=5.7 \times 10^{-15}$ m and a mechanical quality of $Q=3.1 \times 10^4$ in vacuum ($10^{-5}$ mbar) and at room temperature measured via mechanical ringdown.

Our optical setup (Fig. 1a) was constructed from optical-fibre-based components that provides good phase stability and excellent spatial mode matching. Indeed, when the optical powers in the two arms of the interferometer are balanced, we obtain an interference visibility exceeding 99.9%. We use a continuous laser source and generate optical pulses of duration 1 μs (excluding the pulse edges) with a fibre-based intensity modulator. The mean photon number in a signal pulse was up to $10^7$ and in order to provide a homodyne signal well above the electronic noise, we use a large LO to signal ratio with up to $10^{10}$ photons per LO pulse. (These photon numbers were determined via optical power measurement during continuous wave operation.) The signal pulses are directed onto the cantilever head using an antireflection-coated fibre focuser and are then retro-reflected. To calibrate the proportionality between the measurement outcomes and the mechanical position, we reflect the signal beam from a rigid mirror adjacent to the mechanical resonator and scan the mirror position using a calibrated piezoelectric actuator, recording both the piezo scan positions and pulse measurement outcomes (see the methods section). For our mechanical resonator ground state width ($s_0=5.7 \times 10^{-15}$ m), this photon number per pulse yields a measurement strength $\chi$ of order $10^{-4}$ and a momentum transfer $\Omega$ of order unity. The radiation pressure backaction from the reflection of the pulse is smaller than the mechanical thermal noise and is not observed; however, as will be detailed in the following, this measurement strength has a strong effect on the mechanical thermal noise.

After a pulsed measurement is performed to sample a mechanical marginal, the mechanical state is reinitialized by first allowing it to return to equilibrium with the environment and then the mechanical state is repreared. This process is repeated many times to accumulate sufficient data to characterize the statistical properties of the mechanical motion. The marginal distributions were then obtained by constructing a histogram from the many measurement outcomes recorded for each mechanical phase-space angle $\theta$. As the states studied here are symmetric about the $x_M$ and $p_M$ axes, we measure a set of many marginals with angles between $\theta=0$ and $\theta=\pi/2$ to fully characterize the state of motion. The phase-space probability distribution $W(x_M, p_M)$ is then obtained by using the inverse Radon transformation on the set of marginals.

The measurement results we obtained for motional state preparation and reconstruction are summarized in Fig. 2. In Fig. 2a a reconstruction of an initial thermal state that is driven by white noise up to a mode temperature of 1,100 K that has width $s_\theta=1.2$ nm is shown. This temperature was obtained using the equipartition theorem $k_B T_{\text{eff}}=m_{\text{eff}}s_\theta^2$, where the mechanical position variance $s_\theta^2$ was obtained from the calibrated measurement outcome distribution after subtracting the optical noise contribution. A single pulsed measurement made on this initial thermal state generates a motional state that has a reduced position uncertainty (Fig. 2b). The observed momentum distribution of this state, however, is unchanged as the back-action to the mechanical momentum made by the reflection of the optical pulse is much smaller than the mechanical thermal noise. Each pulsed measurement generates a mechanical state with a random but known mean due to the random measurement outcome, see Equation (2). By making the transformation $P(\theta)\rightarrow P(\theta)-P(\theta)^\alpha_0 \cos \theta + P(\theta)\sin \theta$, where the superscripts ($\alpha$ and $\beta$) indicate read-out and preparation, respectively, this random mean is subtracted and the distribution of the mechanical state can be characterized. We would like to emphasize here that no ‘post selection’ is performed and all measurement outcomes are used in this process. Furthermore, our experimental pulsed technique demonstrates the back-action-evading feature of measurement repeatability, that is, a subsequent measurement is not affected by a prior measurement19–22. Specifically, in our case the measurement results of the read-out pulse made a short time after the preparation pulse are the same as the preparation pulse to within the optical quantum noise. The plots for Fig. 2a,b were generated from the same data set, where the statistics of the preparation pulse alone characterizes the unconditional initial thermal state and the read-out pulse characterizes the conditional mechanical state. A 1,100 K thermal state (which has a root-mean-square (RMS) amplitude less than a factor of two larger than a thermal state at 300 K) was used to increase the mechanical contribution to the optical phase noise over the relevant ~ DC to MHz bandwidth for our pulses to improve the signal-to-noise ratio for mechanical conditional state preparation.

In Fig. 2c the reconstruction of a mechanical state of motion prepared via two pulsed measurements separated by one quarter of a mechanical period is shown. The width of the mechanical phase-space distribution has been significantly reduced in both the position and momentum quadratures compared with the initial thermal state (Fig. 2a) and hence the effective mode temperature has significantly decreased. This method of cooling is rapid as it takes place well within a single mechanical period and is, to the best of our knowledge, yet to be experimentally reported elsewhere. For this pulse sequence the read-out pulse outcome is transformed using $P(\theta)\rightarrow P(\theta)-P(\theta)^\alpha_{\text{eff}} \cos \theta + P(\theta)\sin \theta$, where $\theta$ is the angle of mechanical evolution made between the second preparation pulse and the read-out pulse. Ideally, for this mechanical state, the width of the mechanical marginals should be constant for all $\theta$; however, in our experiment the phase correlation between the pulses reduces with increasing pulse separation as low-frequency noise, due to imperfect phase locking, enters the signal. This results in a broadening of the conditional mechanical marginals as $\theta$ increases. The effective temperature $T_{\text{eff}}=m_{\text{eff}}s_\theta^2\alpha(\theta=0)/k_B$ observed for this state is 16 K, which depends on the product of the standard deviations of the position and momentum quadratures. Were the pulses to remain correlated to within the quantum noise, the effective temperature that could be reached for this measurement strength, taking the effects of mechanical rethermalization into account, would be 4.4 K (ref. 35). We would like to highlight here that rethermalization contributes to less than 1% of this value. To summarize the observed effects of single- and two-pulse mechanical state preparation discussed above, Fig. 2e provides a plot of the measured mechanical widths with $\theta$ for the initial thermal state and the two mechanical conditional states. In this plot, the mechanical widths were determined from the calibrated pulse outcome distributions after subtracting the optical noise contributions that were measured independently. The data for both of the mechanical conditional states were taken with the same signal pulse powers and for each phase-space angle 300 pulses were recorded to construct the histograms.
As an example of a non-Gaussian state of motion, we have reconstructed a driven thermal state (Fig. 2d) that was generated by applying a sinusoidal drive on resonance with the mechanical eigenfrequency. Note that the two peaks in the mechanical marginals are narrower than the broad thermal state in Fig. 2a, as this state was prepared at room temperature without the white noise drive. Even though this state of motion and the thermal state are rotationally invariant in phase space, many marginals are measured for their reconstruction. On the other hand, the conditional mechanical states of motion are not rotationally invariant in phase-space as the time of the preparation pulse(s) sets the time for \( \theta = 0 \). Note that this pulse-based tomography scheme does not measure the angle \( \theta = 0 \) as the read-out pulse is temporally separated from the preparation pulse(s). The lack of this marginal angle causes the rippling near \( X_M = 0 \) in the reconstructed phase-space distributions. By employing shorter pulses and measuring the marginals at smaller angles this rippling can be reduced.

Figure 2 | Mechanical motional state preparation and full state reconstruction using optical pulsed quantum measurement. The uppermost row shows the pulse protocols (pink - preparation, red - tomography). The two rows below show a subset of the measured probability distributions of the mechanical quadratures \( P(x, \theta) \) and the reconstructed phase-space distributions \( W(X_M, P_M) \), respectively. The phase-space distributions were reconstructed using nine marginal angles up to \( \theta = 90^\circ \) (with a larger number of bins used than that shown for the marginals). For our current measurement strength, that is, \( \gamma < 1 \), all the mechanical motional states reconstructed here can be described classically. (a) In the first column, tomography and reconstruction of an initial mechanical thermal state driven by white noise up to a mode temperature of 1100 K is shown. The red dashed circle has a radius equal to 2\( \sigma \) of the initial thermal distribution. (b) A single pulsed measurement reduces the mechanical position variance, but leaves the momentum distribution unchanged. (c) 'Cooling-by-measurement' performed with two pulses separated by one quarter of a mechanical period rapidly reduces the mechanical state's entropy. The effective temperature of the mechanical state reconstructed here has been reduced to 16 K. (d) State reconstruction of a non-Gaussian mechanical state of motion generated by resonant sinusoidal drive. (e) The (one s.d.) width of the position distribution observed for states (a-c) with phase-space angle \( \theta \). The thermal state (red points) shows a position width approximately twice of that when at room temperature (dashed line). State (b) has a reduced position width for small phase-space angles (purple points). The position width of state (c) is reduced for all phase-space angles (blue points). The solid lines are theoretical fits obtained using Equation (2) generalized for all \( \theta \) as well the two-pulse-preparation case. (f) Plot of the conditional mechanical width with pulse strength obtained using two pulses separated by \( S^2 \) of mechanical evolution. The dashed line is a theoretical fit with a model using two units of optical quantum noise and finite mechanical evolution. The solid line is the inferred conditional mechanical width immediately after the preparation pulse. The vertical line indicates the pulse strength used for states (a-c). The error bars on (e) and (f) indicate a one s.d. uncertainty.
To demonstrate the scaling of our measurement strength in Fig. 2f, the conditional mechanical width observed by a read-out pulse made after $5^s$ of mechanical free evolution is plotted with increasing pulse amplitude. For this pulse separation, the two pulses are well correlated and the width of the conditional mechanical state is limited by the optical quantum noise in the measurement (see the methods section for more details). As the signal pulse strength is increased, the standard deviation of the conditional mechanical position distribution decreases with $N^{-1/2}$, which is a result of the optical number-phase uncertainty relation. The dashed line in the plot is a theoretical prediction including the two units of optical shot noise, one each for the preparation and read-out pulses, and the small contribution from the mechanical evolution between the two pulses. The relative amplitudes for the data points were measured precisely and scaled by a free fitting parameter into units of square-root photon number, where the photon number per pulse obtained is consistent with measurements of the optical power made during continuous wave operation. For the largest optical pulse strength used the statistics of the read-out pulse demonstrate a conditional mechanical width (after the preparation pulse) of $\sigma_w = 19 \text{ pm}$ corresponding to a measurement strength of $\chi = 2.1 \times 10^{-4}$.

Discussion

The techniques developed in this work provide the ability to experimentally perform quantum optomechanics in the time domain. This offers significant potential for optomechanics-based quantum information and quantum metrology applications by providing the framework for quantum state preparation of a mechanical resonator via quantum measurement. One may then also envision combining such measurement based state preparation with feedback to implement full quantum control. One exciting example of mechanical dynamics that can be probed by pulsed optomechanics has been recently theoretically discussed by Buchmann et al., where pulsed measurements, as now realized in this work, are considered for the observation of quantum tunneling of a mechanical oscillator in a double-well potential. Another example for quantum state preparation is that, even though the optomechanical interaction used here is linear with the mechanical position, by exploiting the optical non-linearity, $X_p^2$ measurements with a strength significantly larger than that attainable with dispersive optomechanics can be performed. An $X_p^2$ measurement can be used to conditionally prepare highly non-Gaussian mechanical superposition states and experimentally characterizing the decoherence of such states is important to determine the feasibility of using mechanical elements for coherent quantum applications and can also be used to empirically test collapse models. The pulsed measurements performed here may also be utilized for a quantum non-demolition measurement-based light-mechanics quantum interface. Furthermore, a sequence of four pulsed optomechanical interactions can be used to generate non-classical mechanical states of motion via an optomechanical geometric phase and can even be used to experimentally explore potential quantum-gravitational phenomena.

For this experiment, to prepare a quantum-squeezed state of mechanical motion, the measurement strength needs to be increased to $\chi \geq 1$. An effective route to meet this requirement would be to employ an optical cavity to enhance the optomechanical interaction. Using the experimental parameters achieved in this work, a cavity finesse of $10^4$ is sufficient. As such a cavity simultaneously requires a high finesse, as well as a large bandwidth to accommodate a short optical pulse, this is best achieved with an optomechanical microcavity. Such improvements to the measurement sensitivity will not only enable Wigner reconstruction with significant negativity but, owing to this pulsed protocol’s resilience against mechanical thermal noise, may also allow the generation of non-classical mechanical states in the regime of room temperature quantum optomechanics.

Methods

Verification of optical quantum noise. To verify that the measurement scheme used here is optical quantum noise limited, we measured the phase quadrature conditional variance of a pair of optical pulses with increasing total photon number, that is, the sum of the signal and LO photons per pulse, while keeping the signal to LO ratio fixed, see Fig. 3. As with our calibration procedure, the signal beam is focused onto a rigid mirror adjacent to the mechanical oscillator to prevent coupling to the mechanical motion. The pulse separation used for this measurement was $14.1 \mu s$, which would correspond to $5^s$ of mechanical free evolution, and is the same as that used for the data set shown in Fig. 2f. With this pulse separation the conditioning is essentially the second pulse outcome minus the first pulse outcome. The quantum noise components of these two temporal modes are uncorrelated; however, the lower frequency classical noise components vary slowly between the two pulses and are thus suppressed by the conditioning. Quantum mechanics predicts a linear dependence for the variance with total photon number; however, had classical phase noise been the dominant contribution, a quadratic dependence with the total photon number per pulse would have been observed. For a discussion on experimental aspects of observing optical quantum noise, see Bachor and Ralph. During this measurement, we were limited to a total photon number of $10^{10}$ as the phase lock performance dramatically reduced beyond this point. We were able to measure beyond this optical power the classical phase noise would have eventually become the dominant noise and the conditional mechanical variance that could have been achieved would have saturated.

The data points for Fig. 3 were obtained from Gaussian fits to histograms of the conditional outcomes. The error bars indicate a one s.d. uncertainty as determined from the fit. The observed conditional variance shows a linear dependence with the total photon number with a ‘goodness of fit’ parameter $R^2 = 0.97$, taking the error bars into account. This demonstrates that, up to a total photon number of order $10^{10}$, the conditional variance is quantum noise limited.

Also included in Fig. 3 is the measured electronic noise, that is, the conditional variance observed using no light. This contribution is $19.5 \text{ dB}$ smaller than the observed optical quantum noise at the data point with the highest optical intensity ($N_{\text{TOT}} = 9.5 \times 10^9$).

Effective mass measurement. The optically probed effective mass of a mechanical vibrational mode depends upon the geometry and material properties of the mechanical structure as well as the intensity profile of the incident optical beam. The mass associated with the mechanical displacement mode shape, that is, the modal mass, is in general less than the total mass of the structure; however, the optically probed effective mass can have a strong dependence on the position and profile of the optical beam. We estimate the optically probed effective mass of the cantilever in our experiment using a combination of measurements and finite element analysis. Using the established values for the relevant elastic constants averaged over the crystalline multilayer ($C_{11} = 119.6, C_{12} = 55.5, C_{44} = 59.1 \text{ GPa}$) and the average material density $4.476 \text{ kg m}^{-3}$, the lateral geometry of the
The simulated resonator is adjusted until minimal error is found between the measured and simulated eigenfrequencies for the first four out-of-plane mechanical modes. The displacements shown are exaggerated (blue to red indicates increasing displacement) and the outline indicates the cantilever rest position. The optically probed effective mass is given next to each mode number and underneath are the simulated mechanical frequencies in brackets and the measured frequencies.

Figure 4 | Optically probed effective mass. (a) Finite element simulations of the vibrational modes (no. 2, 4, 8 and 10) that have the four lowest optically probed eigenfrequencies. The displacements shown are exaggerated (blue to red indicates increasing displacement) and the outline indicates the cantilever rest position. The optically probed effective mass is given next to each mode number and underneath are the simulated mechanical frequencies in brackets and the measured frequencies.

(b) Schematic of the cantilever and the focused signal beam. The coordinate axis used when determining the optically probed effective mass is in the centre of the cantilever head on the mirror surface.

Calibration procedure. We have used a two-step calibration procedure to determine the proportionality between the pulsed homodyne measurement outcomes and the controlled actuation in order to calibrate the pulsed interferometer. Each step is detailed below in the next two subsections, respectively.

Piezo calibration. To calibrate the piezoelectric actuator, we applied a sinusoidal drive voltage and used a continuous signal beam to monitor the piezo motion. The frequency of the drive was chosen such that the piezo mechanical response was either in or out of phase with the drive voltage. (Experimentally, care was needed to find a suitable drive frequency as the piezo does not have a flat spectral response.) During this procedure, the phase between the signal and LO beams does not require locking, and the piezo drive was at a higher frequency than the phase noise components in the interferometer. We then adjusted the drive amplitude such that the peak-to-peak piezo motion was one half of the optical wavelength. This can be done precisely as the difference current output of the interferometer has separate turning points occurring at the same level for this modulation depth and is then proportional to \( \cos(\theta_0 + \pi \sin \omega t) \), see Fig. 5, here \( \theta_0 \) is the (unlocked) slowly varying phase in the interferometer and \( \omega \) is the piezo drive angular frequency. As \( \omega \) slowly changes this merely shifts the level of the turning points. In our experiment, we used a drive frequency of 1.06 kHz and exploited a resonance of the piezo to achieve a peak-to-peak scan of 532 nm using 4.6 Vpp.

Pulse calibration. Using the same piezo drive frequency as above, and using the piezo actuator calibration value (metres per Volt) obtained, the actuator was scanned with a reduced amplitude so that the optical phase shifts are small. (It was verified that the piezo responds linearly with the applied Voltage over our range of interest.) Then, during the piezo scan, pulsed position measurements are performed and both the voltage applied to the piezo at the time of the measurement and the pulsed measurement outcomes are recorded. The proportionality between these recorded values is used to obtain the outcome per metre calibration. This calibration value is optical amplitude dependent and had to be measured for several optical amplitudes for the measurement shown in Fig. 2f.

References

ARTICLE

NATURE COMMUNICATIONS | DOI: 10.1038/ncomms3295

© 2013 Macmillan Publishers Limited. All rights reserved.


Acknowledgements

We thank K. Hammerer, S. G. Hofer, M. S. Kim, G. J. Milburn, I. Pikovski, R. Riederer, and J. Schamel for useful discussion. M.R.V. is a member of the FWF Doctoral Programme CoQus (W 1210) and is a recipient of a DOC fellowship of the Austrian Academy of Sciences. Microfabrication was carried out at the Zentrum für Mikro- und Nanostrukturen (ZMNS) of the Technische Universität Wien and the epitaxial multilayer was grown by Markus Weyers’ group at the The Ferdinand-Braun-Institut, Leibniz-Institut für Hochfrequenztechnik (FBH), Berlin (Germany). We thank the European Commission (QNESSENCE, QCOM), the European Research Council (ERC QOM), the Vienna Science and Technology Fund (WWTF) and the Austrian Science Fund (FWF) (START, SFB FOQUS) for their support.

Author contributions

All authors contributed to the experiment, the data analysis and writing of the manuscript.

Additional information

Competing financial interests: The authors declare no competing financial interests.

Reprints and permission information is available online at http://npg.nature.com/reprintsandpermissions/

How to cite this article: Vanner, M. R. et al. Cooling by measurement and mechanical state tomography via pulsed optomechanics. Nat. Commun. 4:2295 doi: 10.1038/ncomms3295 (2013).
8 Enhanced Strength Displacement Squared Measurement

The generation of non-Gaussian quantum superposition states of a mechanical resonator is one of the primary motivations in quantum optomechanics. Reaching this goal is experimentally challenging as the radiation pressure interaction is linear in the mechanical field operator, see Eq. (1.3), and the radiation pressure coupling to single photon level fields is presently unobservable. An interesting route to reaching this goal is to engineer an optomechanical interaction (and optical field measurement strategy) so that a quantum measurement of the mechanical displacement squared instead of displacement itself is performed. In this case the measurement does not reveal whether the position is positive or negative and a coherent superposition of the two can be prepared. This approach was first theoretically considered for mechanical resonators by Jacobs et al. [85], where measurements are performed on a qubit that is quadratically coupled to the position of an electro-mechanical resonator.

In optomechanics an interaction to the mechanical displacement squared, i.e. $H_{\text{int}} \propto a^\dagger a X_M^2$, is available in the membrane-in-the-middle geometry [86], where a mechanical element is placed at an intensity maximum in a standing wave inside an optical resonator. Mechanical displacement squared fluctuations have been observed for an optomechanical system realized with a cloud of trapped cold atoms inside a Fabry-Pérot resonator [87], however, as this type of coupling is inherently weak no such observations have been performed for a rigid mechanical oscillator.

This solo author theoretical work [88] overcomes this problem of weak coupling and introduces a method to perform strong $X_M^2$ measurements. Rather than utilizing the weak $X_M^2$ coupling offered by the membrane-in-the-middle geometry, the method introduced here exploits the underlying optical non-linearity of ‘reflective’ optomechanics and mechanical $X_M^2$ measurements are achieved by measuring the changes to the optical amplitude quadrature. It was quite surprising to find that this approach offers a coupling that is, remarkably, a factor of the optical cavity finesse, which can be up to $10^5$, times stronger than that available with the membrane-in-the-middle geometry. Furthermore, simply by changing a phase in the optical readout interferometer one can also measure displacement itself. Therefore, by combining the strong $X_M^2$ measurements with state tomography technique discussed in chapters 6 and 7 one can prepare and reconstruct a non-Gaussian quantum superposition state of a mechanical resonator.
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The ability to engineer both linear and nonlinear coupling with a mechanical resonator is an important goal for the preparation and investigation of macroscopic mechanical quantum behavior. In this work, a measurement based scheme is presented where linear or square mechanical-displacement coupling can be achieved using the optomechanical interaction that is linearly proportional to the mechanical position. The resulting square-displacement measurement strength is compared to that attainable in the dispersive case that has a direct interaction with the mechanical-displacement squared. An experimental protocol and parameter set are discussed for the generation and observation of non-Gaussian states of motion of the mechanical element.
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I. INTRODUCTION

Currently the main approaches to cavity optomechanics [1] can be divided into two categories—reflective and dispersive. In each approach the mechanical and optical degrees of freedom are coupled via radiation pressure and the dependence of the cavity resonance frequency on the mechanical position. The first approach is depicted in Fig. 1(a), where the optical field is reflected from a mechanical element and the change in cavity frequency and hence interaction Hamiltonian are linearly proportional to the mechanical position. Optomechanical realizations of this approach include deformable Fabry-Perot cavities and optical whispering-gallery-mode resonators, which are discussed in Ref. [1]. The second approach is depicted in Fig. 1(b), where a mechanical element is positioned within an optical field and partial reflection from both sides gives rise to a dispersive interaction. In this arrangement, the cavity frequency varies periodically with mechanical displacement. This can be used to give a linear or quadratic position-dependent change in the cavity frequency if the mechanical element is positioned at an antinode or node of the field, respectively. The flexibility to select between linear or quadratic displacement coupling provides considerable versatility and thus dispersive optomechanics is an exciting candidate to observe and explore quantum-mechanical phenomena of macroscopic resonators. Optomechanical realizations of this approach utilize a dielectric membrane [2] or trapped cold atoms [3], positioned within an optical cavity, and experimental work is underway to realize this with an optically trapped microsphere [4]. The quadratic mechanical-position coupling offered by dispersive optomechanics provides a route to observe quantization in mechanical energy [2]. Moreover, such quadratic coupling can also be used for cooling and squeezing of the mechanical element [5] and it can be enhanced by using additional optical spatial modes, which even allows for quartic interaction [6].

In this paper, a scheme is presented that allows measurement of the mechanical displacement squared using an optomechanical interaction that is linear with the mechanical position. Here, optical pulses that are short compared to a mechanical period are used and the square-displacement coupling is obtained by exploiting the nonlinear optical dependence of the interaction. This interaction has been linearized in much of the present literature, but continuous nonlinear optomechanical interaction has recently been studied resulting in nonclassical states of light [7] and of the mechanical oscillator [8]. Also, working beyond the linear regime has been proposed for non-Gaussian quantum-state preparation of a collective spin variable [9]. The optomechanical setup considered here is shown in Fig. 1(c), where an optical pulse in a coherent state interacts with an optomechanical system and is then measured via homodyne detection. Following the interaction, Wigner reconstruction of the optical subsystem of the optomechanical entangled state, would yield a “scimitar state” shown in Fig. 1(d). The form of this optical state can be understood as the mechanical position fluctuations (including quantum fluctuations) rotate the optical field. For small rotations, one sees from Fig. 1(d) that measurement of the optical phase quadrature allows for a measurement of the mechanical position. However, of particular interest here, measurement of the amplitude quadrature may give outcomes that could have resulted from two distinct mechanical positions. This is due to an effective displacement-squared coupling, which can be used for non-Gaussian state preparation. In Ref. [10] it was discussed how measurement of the optical phase quadrature can be used to perform quantum-state tomography of the motional state of the mechanical resonator and generate conditional squeezed mechanical states.
Thus, the possibility to select between displacement and displacement-squared measurements provides the tools to generate non-Gaussian quantum states of the mechanical resonator and perform state reconstruction simply by choosing the phase in the homodyne interferometer as is shown in Fig. 1(e).

II. MODEL

The optomechanical Hamiltonian with linear mechanical position coupling in the optical rotating frame at the cavity frequency including a coherent resonant drive is

$$\frac{\hbar}{\omega_{m}} b^\dagger b - g_{\mathrm{in}} \sqrt{2} a^\dagger a X_{M} - i \sqrt{2} k N_p \alpha_{m}(a - a^\dagger),$$

where the optomechanical-coupling rate, which is realization dependent, is of the form $g_{\mathrm{in}} = \omega_{L} x_{0}/L$. The cavity field’s resonance frequency, annihilation operator, and amplitude decay rate are $\omega_{L}$, $a$, and $\kappa$, respectively, and $L$ is the cavity length. The mechanical zero-point extension is $x_{0} = \sqrt{\hbar/2m\omega_{m}}$, where $\omega_{m}$, $b$, $m$, and $X_{M}(P_{M})$ are the mechanical element’s eigenfrequency, annihilation operator, effective mass, and position (momentum) quadrature (operator), respectively, where a single mechanical mode is considered. The input pulse has mean photon number $N_{p}$, and is described by $\alpha_{m}$, the normalized envelope, i.e., $\int dt \alpha_{m}^* (t) = 1$, which is assumed real.

During the interaction, which is short with respect to a mechanical period, thus requiring $\kappa \gg \omega_{m}$, the mechanical position is considered constant and the optical and mechanical equations of motion can be solved independently of one another. Immediately after the pulse interaction, the mechanical position is unchanged, i.e., $X_{M}^{\text{out}} = X_{M}^{\text{in}}$; however, optomechanical entanglement is generated and correlations are established between the mechanical momentum and the optical intensity, $P_{m}^{\text{out}} = P_{m}^{\text{in}} + \sqrt{2} g_{\text{in}} \int dt a_{m}^{t} a$.

The intracavity field evolves during the nonlinear optomechanical interaction according to

$$\frac{da}{dt} = \left( i g_{\text{in}} \sqrt{2} X_{M} - \kappa \right) a + \sqrt{2} k \left( \sqrt{N_{p}} \alpha_{m} + a_{m} \right),$$

where the field is rotated in proportion to the mechanical position and $a_{m}$ is the optical input noise. This can be immediately solved exactly [11], however, in this work the solution is approximated as the rotation is assumed small and the mean of the field is

$$\langle a(t) \rangle = \alpha_{0}(t) + i \frac{g_{\text{in}}}{\kappa} \alpha_{1}(t) X_{M} - \frac{g_{\text{in}}^{2}}{\kappa^{2}} \alpha_{2}(t) X_{M}^{2},$$

where the dimensionless temporal mode functions $\alpha_{0,1,2}$ are introduced [12]. The phase quadrature of the intracavity field contains information on the mechanical displacement, and the amplitude quadrature carries information of the mechanical-displacement squared [Fig. 1(e)]. Measurements of these quadratures can be performed by time-domain homodyne detection of the output field $a_{\text{out}} = \sqrt{2} \kappa a - a_{m}$. Homodyning the amplitude quadrature is described by $Q_{a} = \sqrt{2} \int dt \alpha_{1}(t) X_{M}^{\text{out}}(t)$, where $X_{M}^{\text{out}} = 2^{-1/2}(a_{\text{out}} + a_{\text{out}}^{t})$ (similarly $Q_{a}$ describes phase-quadrature detection). For an optimal measurement of $X_{M}$, $\langle X_{M} \rangle$
one chooses the local oscillator pulse $\alpha_{LO}$ to have an amplitude directly proportional to $\alpha_2$, $(\alpha_1)$. The mean of the amplitude-quadrature measurement is $\langle Q_X \rangle = Q_X^{(0)} - \chi_X(X_M^2)$, where the first term is the contribution from $\alpha_0$ and $\chi_X$ is the square-displacement measurement strength. For convenience, the outcome of the homodyne measurement is rewritten as $\Delta Q_X = Q_X^{(0)} - Q_X$. The optimal single-pulsed measurement of $X_M$ is achieved with an input drive with a Lorentzian spectrum, which matches the natural decay of the cavity [10]. The square-displacement measurement strength is optimal when $\chi_X^2(\omega) = (3\pi)^{-1/2}k^3/(\kappa^2 + \omega^2)^3$, which is not Lorentzian due to the higher-order nature of the interaction considered here. This gives $\chi_X = \sqrt{4\Omega_{\text{lin}}^2}/\kappa^2$.

This kind of pulsed interaction and measurement is well suited to being described with the use of measurement operators as outcome probabilities, and conditional mechanical states can be readily determined [13]. Homodyne detection of the amplitude quadrature has the outcome probability density $P_X(\Delta Q_X) = \text{Tr}_M(Y^2_0Y_X\rho^M_0)$, where $Y_X$ is the corresponding measurement operator. In this pulsed regime $\Delta Q_X$ has mechanical dependence only on $X_M$, which allows $Y^2_0Y_X$ to be interpreted as an outcome probability density conditioned on a mechanical position. For the coherent optical drive considered here one obtains

$$Y_X(X_M, \Delta Q_X) = \pi^{-1/4}e^{\text{i}Q_X X_M^{(0)}} \exp[-\frac{1}{2}\Delta Q_X - \chi_X X_M^2],$$  \hspace{1cm} (4)

where the mean momentum transfer is $\Omega_{\text{lin}} = (5\sqrt{2}/3)N_p\delta_{\text{lin}}/\kappa$.

III. COMPARISON TO THE DISPERSIVE QUADRATIC INTERACTION

Before proceeding to a discussion of the mechanical states of motion that can be prepared with $Y_X$, the square-displacement measurement scheme introduced above is compared with the dispersive case. The Hamiltonian from Ref. [2] for optomechanical systems with a dispersive element positioned so that the cavity frequency varies quadratically with the position of the element, in the optical rotating frame at resonance, including the drive is

$$H^{\text{sq}} = \omega_M b^\dagger b + g_{\text{sq}} a^\dagger a X_M^2 - i\sqrt{2\kappa}N_p\alpha_{\text{in}}(a - a^\dagger),$$  \hspace{1cm} (5)

where the quadratic-optomechanical coupling rate is $g_{\text{sq}} = (16\pi^2c^3_0\lambda^2)/2(1 - r)$, $r$ is the (field) reflectivity of the dispersive element, and $\lambda$ is the optical wavelength. The phase quadrature of an optical pulse incident upon such an optomechanical system will be displaced in proportion to $X_M^2$, and it is readily shown that for a homodyne measurement of the phase quadrature with outcome $Q_P$ the measurement operator is $Y_{sq} = \pi^{-1/4}e^{\text{i}Q_P X_M^{(0)}} \exp[-\frac{1}{2}(Q_P + \chi_X X_M^2)],$ which has recently been used in Ref. [14]. After pulse-shape optimization, $\Omega_{sq} = 3N_p\delta_{sq}/\kappa$ and $\chi_{sq} = \sqrt{10N_p\delta_{sq}/\kappa}$. Comparing the measurement strengths for the dispersive direct $X^2_M$ interaction and the effective $X^2_M$ coupling from the linear interaction for identical $N_p$ and $\lambda$ gives

$$\frac{\chi_X}{\chi_{sq}} \approx \frac{1}{\pi} \frac{\int_{\text{lin}}^2 \chi_{lin}^2}{\int_{sq}^2} \frac{1}{\sqrt{2(1 - r)}},$$  \hspace{1cm} (6)

where the cavity finesse and mechanical zero-point extensions are distinguished by subscripts for the two optomechanical cases. Remarkably, using the optomechanical interaction that is linearly proportional to $X_M$ and optical amplitude-quadrature measurements allows for $X^2_M$ measurements that are stronger than that available with the direct $X^2_M$ interaction in dispersive optomechanics by approximately the cavity finesse. This, in combination with the measurement-based selectability between linear or quadratic couplings offered here, is the main result of this work.

IV. EXPERIMENTAL PROTOCOL AND DISCUSSION

Jacobs and colleagues discussed the preparation of superposition of the position of a mechanical resonator via $X^2_M$ measurements [15]. This work has recently been extended to include feedback control of the superposition separation [16]. Such benchmark quantum states show striking differences between classical and quantum behavior and are thus highly sought experimentally to study the quantum-mechanical properties of macroscopic objects [17–19]. In the following, an experimental protocol and a parameter set are discussed to prepare and observe the spatial superposition of a massive mechanical resonator using the nonlinear interaction and measurement $Y_X$. A measurement on a variety of experimentally accessible initial states is considered, and the resulting conditional and unconditional mechanical states of motion are determined.

As the spectrum of measurement outcomes is continuous, it is not experimentally possible to postselect from many experimental runs on a single measurement outcome. Instead, a window must be used. The mechanical state conditioned on outcomes occurring in the window $\Delta Q_X \pm w/2$ (labeled by $w$) is

$$\rho_M^{(w)} = \frac{1}{\text{Pr}(w)} \int_w d\Delta Q_X Y_X(\Delta Q_X)\rho^{sq}_M Y^\dagger_X(\Delta Q_X),$$  \hspace{1cm} (7)

where $\text{Pr}(w) = \int_w d\Delta Q_X \text{Pr}(\Delta Q_X)$ is the probability of obtaining an outcome in the window. The mean measurement outcome for a mechanical thermal state with thermal occupation $\bar{n}$ is $\langle \Delta Q_X \rangle = \chi_X(1/2 + \bar{n})$. As the mean is greater than zero, some insight is gained into the form of
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Pr(ΔQx), which is a non-Gaussian function with a large wing for positive outcomes that increases for a larger mechanical position variance.

In Fig. 2 the action of YX is considered on three mechanical Gaussian states: the ground state, a thermal state, and a momentum-squeezed state. One may suspect that quite a narrow window for conditioning must be used in order to achieve significant coherence between the superposition components, however, if we prepare for example, the conditional mechanical state shown in Fig. 2(b) exhibits strong Wigner negativity even for ω = 0.8, which allows the use of 15% of the measurement outcomes. This plot also reveals the interesting feature that the negative regions are “curled around” positive regions, a feature which is not seen in the more commonly studied superposition of coherent states. This arises due to the population components having an asymmetric distribution about their peaks, specifically, there is a broader wing nearer X_M = 0 and a sharper edge on the other side.

This form of the population components is more clearly seen in Fig. 2(e), which is the conditional mechanical state starting from a low-occupation thermal state. When the population components have a more symmetric X_M distribution about their peak, the interferences no longer curl as strongly, as is seen in Fig. 2(h), the conditional state starting from a squeezed state.

A measurement of the optical amplitude quadrature erases all the linear-displacement information gained during the interaction and ⟨ΔQx⟩ > 0, the unconditional (i.e., all measurement outcomes are ignored) mechanical state, ρ_0^M = ∫_∞^-∞ dΔQx Y_X ρ_0^M Y_X^†, is also non-Gaussian, however, mixed.

The superposition separation δ is defined as the distance between the maxima of the two population components. This depends on the initial mechanical distribution, the measurement outcome, and the square-displacement measurement strength. For Gaussian initial mechanical states with a standard deviation σ in their position spread, the superposition separation is

δ = \sqrt{4ΔQxXx - σ^2}. \quad (8)

Experimental progress in optomechanics is steadily approaching the regime where the important parameter g_{lin}/κ, which quantifies the mechanical momentum displacement by a single photon (for κ ≫ ω_M), approaches unity. In this work χ_X scales with the square of this parameter and the pulsed position-measurement strength for mechanical quantum-state tomography [10] scales linearly with this parameter. In present-day experiments [20], g_{lin}/κ ≪ 1, which this work overcomes by utilizing large coherent amplitudes in order to achieve sufficient coupling to prepare and observe non-Gaussian mechanical states of motion. To ensure a short interaction, the cavity decay rate is chosen as κ = 10^3 ω_M, which for a desired finesse sets the cavity length required. In Table I a list of parameters is provided for a deformable Fabry-Perot optomechanical system with a kHz-scale mechanical resonator.

The protocol for quantum-state preparation and quantum-state tomography comprises three steps: (i) an initialization stage of mechanical precooling and/or squeezing. Since κ ≫ ω_M is required here and low-frequency mechanical resonators are considered, active-feedback cooling is most suitable [21,22]. Alternatively, in this regime, squeezing and purification can be achieved with the use of conditional measurements [10]. Additionally, squeezing can be achieved by applying a parametric modulation to the mechanical device [23]. (ii) Following this, an optical pulse is injected into the optomechanical cavity to realize Y_X and the measurement outcome is recorded. At this point, the mechanical oscillator has gained the momentum ω_{lin}, which after one quarter of a period of free evolution shifts the cavity.

FIG. 2. Mechanical Wigner functions of initial states (left), conditional states (center), and unconditional states (right). (X_M is the horizontal axis, P_M is the vertical axis. The plot range is ±5 for all axes. Color scale: black is for zero magnitude, blue for positive values, and red for negative values.) The initial states are the ground state, n = 0 (a), a thermal state with n = 2 (d), and a momentum-squeezed vacuum state with squeezing parameter r = 0.5 (g). Conditional states prepared with Y_X acting on the corresponding initial states with χ_X = 1, ΔQ_X = 1.5, ω = 0.8 are shown in (b) and (e) and ΔQ_X = 6.4 has been used in (h). The probabilities of obtaining an outcome in the windows used above are: (b) 14.9%, (e) 14.5%, and (h) 1.1%. Note the disappearance of negativity—a quantum-to-classical transition—for initial thermal occupation (e) and if the measurement outcomes are ignored (c), (f), (h).
resonance frequency by \( \Delta \omega_{\Omega} = g_{\text{lin}} \sqrt{2 \Omega_{\text{lin}}} \). As this can be much larger than \( \kappa \) any subsequent pulse will not resonantly drive the cavity. In order to overcome this, a two-pulse preparation sequence can be used where a second pulse follows after half a mechanical period of free evolution to cancel the mean momentum gained by the resonator. In this case, one applies \( Y_X \) twice where both outcomes are recorded, thus strengthening the measurement of \( X^2 \).

This procedure requires a good degree of optical amplitude stability, which is necessary for \( Y_X \) measurements anyway. During the free evolution, the appropriate master equation is solved to determine the mechanical state immediately prior to the second measurement. However, as discussed below, given the parameters considered here, the coupling to the mechanical bath is not expected to play a strong role during this time scale. (iii) With the resonator state near the origin of phase space, quantum-state tomography, as discussed in Ref. [10], is now performed. This is achieved by later injecting a subsequent pulse with the local oscillator phase switched to measure the optical phase quadrature as in Fig. 1(e). Repeating this protocol many times and post-selecting the measurement outcomes \( \Delta Q_X \) within the desired window provides a powerful experimental platform to generate and fully reconstruct a non-Gaussian state of motion of a mechanical resonator.

In order to prepare mechanical superposition states with \( Y_X \) there needs to be a sufficient mechanical-displacement-induced optical rotation such that two distinct positions give the same amplitude-quadrature outcome. This is best achieved if the mechanical mean position gives zero rotation. For mechanical states that have a nonzero mean, which could have been conditionally prepared with a prior pulse [10], non-Gaussian state preparation and tomography can be performed by providing a feedback phase shift [indicated by the arrow in Fig. 1(c)] to rotate the optical scimitar to be centered about the \( Q_X \) axis, as in Fig. 1(d). Additionally, it is noted that for optical rotation beyond that considered in (3), existing experimental calibration procedures and the interpretation of optical phase measurements will require modification to take the optomechanical nonlinearity into account.

Studying the decoherence of quantum superposition in a mechanical resonator is important to determine the feasibility of optomechanical systems as components for quantum-information applications. Proposals for such applications are numerous and include quantum memory [24], optomechanically mediated qubit-light transduction [25], and coherent optical wavelength conversion [26], to name a few. There is much literature on the topic of environmental coupling and decoherence [27], so no detailed discussion will be provided here. However, in the context of this proposal, what is important is the parameter \( \bar{n}/Q \), where \( Q \) is the mechanical quality factor. This parameter quantifies the rate of rethermalization normalized to the mechanical frequency and must be much less than unity for studying the evolution of quantum-mechanical phenomena over the time scale \( \omega_{\Omega}^{-1} \). A temperature of 25 mK accessible with dilution refrigeration and a \( Q = 5 \times 10^6 \) give \( \bar{n}/Q = 0.05 \) using the mechanical frequency above. With the full quantum-state tomography available here, this scheme allows the dynamics of mechanical superposition states to be measured, which may be used to characterize the couplings responsible for decoherence, thus allowing for improved mechanical device engineering.

Furthermore, the significant mass involved in the spatial superposition offers a parameter regime that allows for an experimental test of collapse models. Very recent proposals in matter-wave interferometry [14,28], which also consider the use of filtering-type operations to generate superposition, may provide the ability to test continuous spontaneous localization [29]. The mechanical resonator parameters considered here are not suitable for testing continuous spontaneous localization predominantly because the superposition separation is small [30]. However, the separation can be larger than the distribution of the mass contained within the nucleus and so this can be used to test gravitational collapse [31]. For example, using the parameters above (\( \delta = 2.0, x_0 = 10 \text{ fm} \)) the separation is approximately 28 fm and the diameter of a \( ^{28}\text{Si} \) nucleus is approximately 8 fm. It may be useful in such an investigation to start with an initial squeezed mechanical state, as is considered in Figs. 2(g)–2(i), as one can study a larger range of superposition separations as the probability density of measurement outcomes is broader.

V. CONCLUSION

This work has provided a means to measure the displacement or displacement squared of a mechanical resonator using the optomechanical interaction linearly proportional to the mechanical displacement by simply changing the phase in optical homodyne measurement. Displacement-squared measurements have so far been predominantly considered in dispersive optomechanics; however, the optimal square-displacement measurement strength obtained in the scheme introduced here can be
significantly stronger than that available in dispersive optomechanics as it scales more favorably with the cavity finesse. This opens the possibility that optomechanics with an interaction Hamiltonian that is linear with the mechanical position may also provide a route to observe mechanical-energy quantization, as was considered in [2]. Moreover, as was proposed in [15], with an $X_M^2$ coupling to a mechanical resonator one can prepare a superposition of positions via measurement. This, applied to the $X_M^2$ coupling achieved here and combined with the ability to perform mechanical state tomography with time [10], provides an alternative to Refs. [17,19] to generate the superposition of a mechanical resonator without the need for large single-photon mechanical displacement $g_{\text{lin}}/\kappa$. Such mechanical superposition states are important to investigate experimentally in order to determine the feasibility of mechanical resonators as elements in quantum-information applications and to explore decoherence mechanisms arising from environment interaction or, for example, gravitationally induced collapse.
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[11] This Hamiltonian has been previously used to model wave-mixing processes, which allow for the quantum nondemolition measurement of the number squared, see J. G. Milburn and D. F. Walls, Quantum Nondemolition Measurements via Quantum Counting, Phys. Rev. A 28, 2646 (1983).

[12] The cavity integrates the input drive and phase accumulates proportional to $X_M$ and $X_{M}^2$ with the dimensionless envelopes: 

$$\alpha_0(t) = \sqrt{2 \kappa} \int_{-\infty}^{t} dt' e^{-\frac{\kappa}{2} (t-t')} \alpha_0(t'),$$

$$\alpha_1(t) = \sqrt{2 \kappa} \int_{-\infty}^{t} dt' e^{-\frac{\kappa}{2} (t-t')} \sqrt{3/(t-t')} \alpha_0(t'),$$

$$\alpha_2(t) = \sqrt{2 \kappa} \int_{-\infty}^{t} dt' e^{-\frac{\kappa}{2} (t-t')} (t-t')^2 \alpha_0(t'),$$

respectively.


A Scheme to Probe Planck-Scale Modifications to the Canonical Commutation Relation

For several decades now modern physics has been unable to unify general relativity with quantum mechanics. The challenge of this endeavour is made more difficult by the lack of experimental observations of quantum gravitational phenomena that would provide important road signs to a theory of quantum gravity - as was of paramount importance for the development of quantum theory itself. While the Planck energy \(E_P = 1.2 \times 10^{19} \text{ GeV}\), Planck length \(L_P = 1.6 \times 10^{-35} \text{ m}\), and Planck time \(t_P = 10^{-44} \text{ s}\) are at present out of reach to experimentally explore directly, while a great challenge, it is not unreasonable to expect to be able to probe quantum mechanical phenomena at the scale of the Planck mass \(m_P = 22 \mu g\). Cavity quantum optomechanics may provide such a route to do this as mechanical oscillators with vibrational modes of masses of order \(m_P\) are readily fabricated and early signs of quantum mechanical behaviour are now being observed.

A common feature of many current models of quantum gravity is the existence of a minimum length scale in the universe. Excitingly, such a quantity yields experimentally testable phenomena. Such a minimum length may be described theoretically by a modification to the quantum mechanical Heisenberg uncertainty relation [89] and thus a deformation to the commutation relation between position and momentum. There are a variety of such deformations currently under consideration that yield a minimum length scale, see e.g. Refs [90, 91], and also deformations that also yield a maximum momentum [92, 93].

This theoretical project [94] proposed a method, using quantum optomechanics and the pulsed interaction studied in chapter 6, to probe for such commutator deformations. The key result of our scheme is a sequence of four pulsed optomechanical interactions that allows for a highly sensitive inference of mechanical commutator with a precision many orders of magnitude better than any existing scheme.

This project emerged from discussion, with very clever input from Myungshik Kim and Igor Pikovski, how to generate optomechanical phases of a geometric nature and how to infer the commutator between the position and momentum of a mechanical oscillator at a quantum mechanical level. It was well within the project’s development that we realized that the quantum gravitational commutator deformations
could be tested. In addition to participating in the project’s early discussions, my specific contributions to this project were to conceive the optical setup that allows for the four pulsed optomechanical interactions followed by a measurement of the optical phase shift, and to, together with all co-authors, determine the parameter sets to test three different commutator deformations and analyze the experimental feasibility.
Probing Planck-scale physics with quantum optics

Igor Pikovskii1,2*, Michael R. Vanner1,2, Markus Aspelmeyer1,2, M. S. Kim3* and Časlav Brukner2,4

One of the main challenges in physics today is to merge quantum theory and the theory of general relativity into a unified framework. Researchers are developing various approaches towards such a theory of quantum gravity, but a major hindrance is the lack of experimental evidence of quantum gravitational effects. Yet, the quantization of spacetime itself can have experimental implications: the existence of a minimal length scale is widely expected to result in a modification of the Heisenberg uncertainty relation. Here we introduce a scheme to experimentally test this conjecture by probing directly the canonical commutation relation of the centre-of-mass mode of a mechanical oscillator with a mass close to the Planck mass. Our protocol uses quantum optical control and readout of the mechanical system to probe possible deviations from the canonical commutation relation even at the Planck scale. We show that the scheme is within reach of current technology. It thus opens a feasible route for table-top experiments to explore possible quantum gravitational phenomena.

It is at present an open question whether our underlying concepts of space–time are fully compatible with those of quantum mechanics. The ongoing search for a quantum theory of gravity is therefore one of the main challenges in modern physics. A major difficulty in the development of such theories is the lack of experimentally accessible phenomena that could shed light on the possible route for quantum gravity. Such phenomena are expected to become relevant near the Planck scale, that is, at energies on the order of the Planck energy \( E_p = 1.2 \times 10^{19} \) GeV or at length scales near the Planck length \( l_p = 1.6 \times 10^{-35} \) m, where space–time itself is assumed to be quantized. However, such a minimal length scale is not a feature of quantum theory. The Heisenberg uncertainty relation, one of the cornerstones of quantum mechanics, states that the position \( x \) and the momentum \( p \) of an object cannot be simultaneously known to arbitrary precision. Specifically, the indeterminacies of a joint measurement of these canonical observables are always bound by \( \Delta x \Delta p \geq \hbar/2 \). Yet, the uncertainty principle still allows for an arbitrarily precise measurement of only one of the two observables, say position, at the cost of our knowledge about the other (momentum). In stark contrast, in many proposals for quantum gravity the Planck length constitutes a fundamental bound below which position cannot be defined. It has therefore been suggested that the uncertainty relation should be modified to take into account such quantum gravitational effects. In fact, the concept of a generalized uncertainty principle is found in many approaches to quantum gravity, for example in string theory\(^4\), in the theory of doubly special relativity\(^5\), within the principle of relative locality\(^6\) and in studies of black holes\(^7,8\). A generalized uncertainty relation also follows from a deformation of the underlying canonical commutator \([x,p] \equiv xp – px\) (refs 11–15), as they are related via \( \Delta x \Delta p \geq (1/2)\beta_0 \). Preparing and probing quantum states at the Planck scale is beyond today’s experimental possibilities. Current approaches to test quantum gravitational effects mainly focus on high-energy scattering experiments, which operate still 15 orders of magnitude away from the Planck energy \( E_p \), or on astronomical observations\(^9,10\), which have not found any evidence of quantum gravitational effects as of yet\(^11,12\). Another route would be to perform high-sensitivity measurements of the uncertainty relation, as any deviations from standard quantum mechanics are, at least in principle, experimentally testable\(^13–15\). However, with the best position measurements being of order \( \Delta x/l_p \sim 10^{17} \) (refs 20,21), at present sensitivities are still insufficient and quantum gravitational corrections remain unexplored.

Here we propose a scheme that circumvents these limitations. Our scheme allows one to test quantum gravitational modifications of the canonical commutator in a novel parameter regime, thereby reaching a hitherto unprecedented sensitivity in measuring Planck-scale deformations. The main idea is to use a quantum optical ancillary system that provides a direct measurement of the canonical commutator of the centre of mass of a massive object. In this way Planck-scale accuracy of position measurements is not required. Specifically, the commutator of a very massive quantum oscillator is probed by a sequence of interactions with a strong optical field in an optomechanical setting, which uses radiation pressure inside an optical cavity\(^22,23\). The sequence of optomechanical interactions is used to map the commutator of the mechanical resonator onto the optical pulse. The optical field experiences a measurable change that depends on the commutator of the mechanical system and that is nonlinearly enhanced by the optical intensity. Observing possible commutator deformations thus reduces to a measurement of the mean of the optical field, which can be performed with very high accuracy by optical interferometric techniques. We show that, already with state-of-the-art technology, tests of Planck-scale deformations of the commutator are within experimental reach.

**Modified commutation relations**

A common modification of the Heisenberg uncertainty relation that appears in a vast range of approaches to quantum gravity\(^2,4,24–25\) is \( \Delta x \Delta p \geq \hbar (1 + \beta_0 c \omega_p/\langle M c^2 \rangle)^2 \). Here, \( \beta_0 \) is a numerical parameter that quantifies the modification strength, \( c \) is the speed of light and \( M_p \cong 22 \) µg is the Planck mass. The minimal measurable length scale appears as a natural consequence with \( \Delta x_{\text{min}} \approx l_p / \sqrt{\beta_0} \) (Fig. 1). Such a modification alters the allowed state-space and can
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its quantum gravitational modifications.

The underlying commutation relation in massive mechanical oscillators and numerical parameter. For small masses magnitude of the deformation of So far, no effect of a modified canonical commutator has been modification. The shaded region represents states that are allowed in together with a modified uncertainty relation (dashed blue curve) with experiments can, in principle, are therefore untested. Furthermore, the above modification of prediction above. Such a reduction would also account for a intermediate fundamental length scale on the order of \( x \sim 10^{-19} \text{m} \). Note that the Planck-scale modifications correspond to \( \hbar \sim 1 \) and are therefore untested. Furthermore, the above modification of the commutator is not unique and experiments can, in principle, distinguish between the various theories. In particular, a generalized version of the commutator deformation is\(^3\)

\[
[x,p]_{\nu_0} = i\hbar \sqrt{1 + 2\mu_0 \left( \frac{p}{M_0 c} \right)^2 + m^2 \frac{1}{M_0^2}} \quad (2)
\]

Here, \( m \) is the rest mass of the particle and \( \mu_0 \) is again a free numerical parameter. For small masses \( m \ll p/c \ll M_0 \), and for \( \mu_0 = \beta_0 \), the above modified commutator reduces to equation (1). However, an important difference is that the commutation relation in equation (2) depends directly on the rest mass of the particle. In the limit \( p/c \ll m \ll M_0 \), the commutator reduces to \( [x,p]_{\nu_0} \approx i\hbar(1 + \mu_0 m^2/M_0^2) \), which can be seen as a mass-dependent rescaling of \( \hbar \). It is worth noting that a modified, mass-dependent Planck constant \( \hbar = \hbar(m) \) also appears in other theories, some of which predict that the value of Planck’s constant can decrease with increasing mass (\( \hbar \to 0 \) for \( m \gg M_0 \)), in contrast to the prediction above. Such a reduction would also account for a transition to classicality in massive systems or at energies close to the Planck energy\(^1\).

Among the various proposals for different commutator deformations, we choose as a last example the recently proposed commutator\(^4\), which also accounts for a maximum momentum that is present in several approaches to quantum gravity\(^5\)

\[
[x,p]_{\nu_0} = i\hbar \left( 1 - \nu_0 \frac{p}{M_0 c} + \nu_0^2 \left( \frac{p}{M_0 c} \right)^2 \right) \quad (3)
\]

Here, \( \nu_0 \) is again a free numerical parameter that characterizes the strength of the modification. Experimental bounds on \( \nu_0 \) are more stringent than in the case of equation (1) and were considered in ref. 15. The best bound at present can be obtained from Lamb shift measurements in hydrogen, which yield \( \nu_0 \lesssim 10^6 \) (Table 1).

The strength of the modifications in all the discussed examples depends on the mass of the system. For a harmonic oscillator in its ground state the minimum momentum uncertainty is given by \( \hbar = \sqrt{\hbar m \omega_m} \), where \( m \) is the mass of the oscillator and \( \omega_m \) is its angular frequency. The deformations are therefore enhanced in massive quantum systems. We note that theories of deformed commutators have an intrinsic ambiguity as to which degrees of freedom it should apply to for composite systems (see Supplementary Information). For the centre of mass mode, the mass dependence of the deformations suggests that using massive quantum systems allows easier experimental access to the possible deformations of the commutator, provided that precise quantum control can be attained. Optomechanical systems, where the oscillator mass can be around the Planck mass and even larger, therefore offer a natural test-bed for probing commutator deformations of its centre of mass mode.

**Scheme to measure the deformations**

In the following we will outline a quantum optical scheme that allows one to measure deformations of the canonical commutator of a mechanical oscillator with unprecedented precision. For simplicity we use dimensionless quadrature operators \( \hat{X}_m \) and \( \hat{P}_m \). They are related to the position and momentum operators via \( x = x_0 \hat{X}_m \) and \( p = p_0 \hat{P}_m \), where \( x_0 = \sqrt{\hbar/(\hbar \omega_m)} \) and \( p_0 = \sqrt{\hbar \omega_m} \).

The scheme relies on displacements of the massive mechanical oscillator in phase space, where the displacement operator is given by\(^2\)

\[
D \left( \frac{\lambda}{\sqrt{2}} \right) = e^{i\lambda (\hat{X}_m + \im \lambda \hat{P}_m)}/\sqrt{2}. \]

The action of this operator displaces the mean position and momentum of any state by \( \im \lambda \hat{P}_m \) and \( \im \lambda \hat{X}_m \), respectively. In quantum mechanics, two subsequent displacements provide an additional phase to the state, which can be used to engineer quantum gates\(^7\). Here we consider displacements of the mechanical resonator that are induced by an ancillary quantum system, the optical field, with an interaction strength \( \lambda \). A sequence of four optomechanical interactions is chosen such that the mechanical state is displaced around a loop in phase space, described by the four-displacement operator

\[
\xi = e^{i\lambda_1 \hat{P}_m} e^{i\lambda_2 \hat{X}_m} e^{-i\lambda_1 \hat{P}_m} e^{-i\lambda_2 \hat{X}_m} \quad (4)
\]
In classical physics, after the whole sequence, neither of the two systems would be affected because the four operations cancel each other. However, for non-commuting $X_m$ and $P_m$, there is a change in the optical field depending on the commutator $[X_m, P_m] = i\hbar C_{\beta}$. We can rewrite equation (4) using the well-known relation $e^{\alpha a^\dagger - \alpha^* a} = \sum_{k=0}^{\infty} \frac{1}{k!} \alpha^k a^\dagger k C_{\beta} k C_{\beta}$, where $i C_{\beta} = [X_m, C_{\beta-1}]$ and $C_{\beta} = P_m$. This yields $\tilde{\xi} = \exp(-i\hbar \lambda_m \sum_{k=1}^{\infty} (\lambda_m C_{\beta} k C_{\beta})$), which depends explicitly on the commutator relation for the oscillator, but not on the commutator of the optical field. For the quantum mechanical commutator, that is $C_{\beta} = 1$, we obtain $\tilde{\xi} = e^{\alpha a^\dagger - \alpha^* a}$. In this case, the optical field experiences a self-Kerr nonlinearity, that is an $n^2$ operation, and the mechanical state remains unaffected. However, any deformations of the commutator would show in $\tilde{\xi}$, resulting in an observable effect in the optical field.

As an example we consider the modification given by equation (1). To first order in $\beta \equiv \beta_0 h\omega_0 m/(\hbar c)^2 \ll 1$ one obtains $C_{\beta} = 1 + \beta P^2$, $C_{\beta} \approx 2 P_m$, $C_{\beta} \approx 2 \beta$ and $C_{\beta} \approx 0$ for $k \geq 4$. Equation (4) thus becomes $\tilde{\xi} = e^{-i\hbar \lambda m} e^{\alpha a^\dagger - \alpha^* a} n^2_{\beta \lambda m}$, operation in the strong-coupling regime: it combines the ability to coherently control large masses with strong optical fields. From a more general perspective, optomechanical systems provide a promising avenue for preparing and investigating quantum states of massive objects ranging from a few picograms up to several kilograms. Significant experimental progress has been recently made towards this goal, including laser cooling of nano- and micromechanical devices into their quantum ground state operation in the strong-coupling regime and coherent interactions. Owing to their high mass they have also been proposed for tests of so-called collapse models, which predict a breakdown of the quantum mechanical superposition principle for macroscopic objects. For our purpose here, which is the high-precision measurement of the optical field, we focus on the regime of quantum optomechanics.

The optomechanical scheme proposed here can achieve such a regime: it combines the ability to coherently control large masses with strong optical fields. From a more general perspective, optomechanical systems provide a promising avenue for preparing and investigating quantum states of massive objects ranging from a few picograms up to several kilograms. Significant experimental progress has been recently made towards this goal, including laser cooling of nano- and micromechanical devices into their quantum ground state operation in the strong-coupling regime and coherent interactions. Owing to their high mass they have also been proposed for tests of so-called collapse models, which predict a breakdown of the quantum mechanical superposition principle for macroscopic objects. For our purpose here, which is the high-precision measurement of the optical field, we focus on the regime of quantum optomechanics.

We consider the set-up depicted in Fig. 3, where a mechanical oscillator is coupled to the optical input pulse via radiation pressure inside a high-finesse optical cavity. This is described by the intra-cavity Hamiltonian $\hat{H} = \hbar \omega_0 n_0 - \hbar g_0 x_0 X_{\beta m}$, where $n_0$ is the mechanical number operator and $g_0 = \omega_0 \kappa_0 / L$ is the optomechanical coupling rate with the mean cavity frequency $\omega_0$ and mean cavity length $L$. For sufficiently short optical pulses the mechanical harmonic evolution can be neglected and the intracavity dynamics can be approximated by the unitary operation $U = e^{i\hbar \sum_{\lambda \epsilon} \hat{F} \kappa_0 / \lambda_1}$, where $\kappa$ is the optical amplitude decay rate, $\hat{F}$ is the cavity finesse and $\lambda_1$ is the optical wavelength. To realize the desired displacement operation in phase-space it is also required to achieve a direct optomechanical coupling, with the same optical pulse, to the mechanical momentum (equation (4)). Such a momentum propagation through an angle $\Phi$. A part of the rotation is due to a possible quantum gravitational deformation of the optical field (see equation (6)). Measuring the mean of the optical field and extracting the $\Theta$-contribution allows one to probe deformations of the canonical commutator. Optical interferometric schemes can provide a measurement of the overall mean rotation with a fundamental imprecision $\delta(\Phi) = \sigma_{\Theta m} / \sqrt{N_{\theta m} n}$, where $N_{\theta m}$ is the number of measurements, and $\sigma_{\Theta m}$ is the standard deviation of the resulting observables.

The resulting optical state is represented in Fig. 2. We note that the magnitude of the effect is enhanced by the optical-intensity and the interaction strength. For the $\mu$- and the $\gamma$-deformation of the commutator, referring to equations (2) and (3), respectively, the effect on the optical field is similar, but shows a different scaling with the system parameters (see Table 2 and Supplementary Information for the derivation). Probing deviations from the quantum mechanical commutator of the massive oscillator thus boils down to a precision measurement of the mean of the optical field, which can be achieved with very high accuracy via interferometric means, such as homodyne detection.

**Experimental implementation**

We now discuss a realistic experimental scenario that can attain sufficient sensitivity to resolve the deformation-induced change in the optical field even for small values of $\beta_0$, $\mu_0$ and $\gamma_0$, that is in a regime that can be relevant for quantum gravity.
coupling could be achieved for example via the Doppler effect by using mirrors with a strongly wavelength-dependent optical reflectivity\(^\text{44}\). A more straightforward route is to use the harmonic evolution of the mechanical resonator between pulse round-trips (for example, ref. 43), which effectively allows \(X_m\) and \(P_m\) to be interchanged after a quarter of the oscillator period. In this case, the contribution from the commutator deformation has a different pre-factor, but remains of the same form (see Supplementary Information), and part of the phase-space rotation in the optical field is of classical nature. This has no effect on the ability to distinguish and observe the rotation due to the deformed commutator. After the four-pulse interaction has taken place the optical field can be analysed in an interferometric measurement, which yields the phase information of the light with very high precision.

As in previous approaches to measure possible modifications of the canonical commutator\(^\text{3,15}\), the relevant question is which ultimate resolution \(\delta \phi_\beta\), \(\delta \phi_\alpha\), \(\gamma_\phi\) the experiments can provide. In the case of a null result, these numbers would set an experimental bound for \(\delta \phi_\beta\), \(\mu_\phi\), \(\gamma_\phi\) and hence provide an important feedback for theories of quantum gravity. We restrict our analysis to the experimentally relevant case \(\lambda < 1\), for which the effect of a deformed commutator resembles a pure phase-space rotation of the optical output state by angle \(\phi\) (Fig. 2). The inaccuracy \(\delta \phi\) of the measurement outcome depends on the quantum noise \(\sigma_{\text{out}}\) of the outgoing pulse along the relevant generalized quadrature and can be further reduced by quantum estimation protocols\(^\text{16}\). For our purposes we only require to measure the mean optical field, equation (5). The precision of this measurement is not fundamentally limited and is enhanced by the strength of the field and the number of experimental runs \(N_f\) via \(\delta \phi = \sigma_{\text{out}}/\sqrt{\sqrt{N_f}}\), from which one directly obtains the fundamental resolutions \(\delta \phi_\beta\), \(\delta \phi_\alpha\), \(\gamma_\phi\). For each of the discussed deformations it is possible to find a realistic parameter regime (Table 2) with markedly improved performance compared with existing bounds. In particular, we assume a mechanical oscillator of frequency \(\omega_{\text{osc}}/2\pi = 10^5\) Hz and mass \(m = 10^{-11}\) kg, and an optical cavity of finesse \(F = 10^5\) at a wavelength of \(\lambda_1 = 1.064\) nm, which is in the range of current experiments\(^\text{32-34}\). To test a \(\mu\)-modified commutator (equation (2)), a pulse sequence of mean photon-number \(N_f = 10^5\) is sufficient to obtain a resolution \(\delta \phi_\beta\sim 1\) already in a single measurement run \((N_f = 1)\). For the case of a \(\gamma\)-modified commutator (equation (3)), the same sequence would result in \(\delta \gamma_\phi\sim 10^4\). By increasing the photon-number to \(N_f = 5 \times 10^5\), the finesse to \(F = 2 \times 10^7\) and the number of measurement runs to \(N_f = 10^6\) (this would require stabilizing the experiment on a timescale of the order of seconds) one obtains \(\delta \gamma_\phi\sim 1\). Note that this would improve the existing bounds for \(\gamma_\phi\) (ref. 15) by ten orders of magnitude. To obtain similar bounds for a \(\beta\)-modification is more challenging. The pulse sequence with the previous parameters yields \(\delta \phi_\beta\sim 10^{12}\), which already constitutes an improvement by about 20 orders of magnitude compared with the current bound for \(\beta\) (ref. 13). This can provide experimental access to a possible intermediate length-scale or a meaningful feedback to theories of quantum gravity in the case of a null result. By further pushing the parameters to \(N_f = 10^{14}\), \(N_f = 10^7\), \(F = 4 \times 10^5\), \(m = 10^{-7}\) kg and \(\lambda_1 = 532\) nm it is even possible to reach \(\delta \phi_\beta\sim 1\), that is, a regime where Planck-scale deformations are relevant and 33 orders of magnitude beyond current experiments. To achieve such experimental parameters is challenging, but is well within the reach of current technology.

The above considerations refer to the ideal case in which experimental noise sources can be neglected. Effects such as mechanical damping and distortions of the effective interaction strength impose additional requirements on the experimental parameters, which are discussed in detail in the Supplementary Information. In summary, being able to neglect the effects of pulse shape distortion and optical loss requires that the mechanical mode is optically cooled close to a thermal occupation of about \(n < 30\). Similarly, decoherence effects are negligible when the whole mechanical system is in a bath of temperature \(T < 100\) mK for resonators with a quality factor of \(Q > 10^8\), which can be achieved with dilution refrigeration. In general, the scheme is very robust against many noise sources, as it relies on the measurement of the mean of the optical field and the noise sources can be isolated by independent measurements. We also note that contributions from a modified commutator scale in a different way with the system parameters as compared with deleterious effects. It is therefore possible to distinguish these by varying the relevant parameters, such as optical intensity and the oscillator mass. The proposed scheme thus offers a feasible route to probe the possible effects of quantum gravity in a tabletop quantum optics experiment and hence to provide important empirical feedback for theories of quantum gravity.
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Probing Planck-scale physics with quantum optics

A Alternative Commutator deformations

In this section we compute the change in the optical field for the two alternative commutator deformation theories considered in the main text, i.e. for the \( \mu \)- and the \( \gamma \)-deformation given by Eqs. 2 and 3, respectively. For the case \([x,p]_\mu \approx i\hbar (1 + \mu_0 m^2/M_P^2)\) the four-displacement operator becomes \( \xi_\mu = e^{-i\lambda x v_\mu^2(1+\mu)}\), where we defined \( \mu \equiv \mu_0 m^2/M_P^2\). The resulting mean of the optical field is thus \( \langle a_L \rangle = 1 + e^{-i\lambda x v_\mu^2(1+\mu)^2} \). In the limit \( \mu \lesssim 1 \) and \( N_P \gg 1 \), it reduces to \( \langle a_L \rangle \approx \langle a_L \rangle_{qm} e^{-i\theta} \) with the deformation-induced contribution \( \Theta(\mu) \) given by

\[
\Theta(\mu) \approx 2\mu N_p^2 e^{-i\lambda^2 \lambda^2}.
\]

For a \( \gamma \)-deformation of the commutator we define \( \gamma \equiv \gamma_0 \sqrt{\hbar m \omega_m/M_P c} \ll 1 \) and the four-displacement operator becomes \( \xi_\gamma = e^{-i\lambda x v_\gamma^2} e^{i\frac{\lambda}{2} x^2 x v_\gamma^2} \) to first order in \( \gamma \). In the limit \( N_P \gg 1 \), this results in the additional contribution to the quantum mechanical mean of the optical field given by

\[
\Theta(\gamma) \approx \frac{3}{2} \gamma^2 N_p^2 \lambda^3 e^{-i\lambda^2 \lambda^2}.
\]

Finally, we note that theories with a modified commutator have an intrinsic ambiguity as to which particles or degrees of freedom of a composite system the deformations should apply to. For example, a system consisting of \( N \) particles with identical mass and each with position \( x_i \) and momentum \( p_i \) has the center of mass degrees of freedom given by \( x_{cm} = \sum_i^N x_i/N \) and \( p_{cm} = \sum_i^N p_i \). If the \( \beta \)-modified commutation relation as given by Eq. 1 is applied to each single particle individually (rather than to the center of mass itself), the commutator of the center of mass becomes \([x_{cm}, p_{cm}] = i\hbar \left( 1 + \beta_0 \sum_i^N (p_i^2/(M_P^2 c^2 N)) \right) = i\hbar \left( 1 + \frac{\beta_0}{M_P^2 c^2 N} \left( p_{cm}^2 - \sum_{i \neq j}^N p_i p_j \right) \right)\). This result differs from a direct deformation of the center of mass mode. Depending on the state of the system, in particular on the pairwise correlations between the constituent particles, the difference in the commutator deformation can be approximated by the substitution \( \beta_0 \rightarrow \chi \beta_0 \) where \( \chi \) lies between \( 1/N \) (for vanishing pairwise correlations) and \( 1/N^2 \) (for all pairs being equally correlated).

B Modified harmonic evolution

For the implementation utilizing free harmonic evolution between the pulsed interactions, it is necessary to take a deformed evolution due to a deformation of the commutator into account. Here we consider the \( \beta \)-deformation as given by Eq. 1. Keeping the quantum mechanical canonical commutation relation and modifying the momentum operator to \( P_m \rightarrow P'_m(1 + \frac{1}{3} \beta P_m^2) \) incorporates the deformation to first order in \( \beta \) [13]. It is therefore necessary to solve for \( X'_m(t) \) for a modified evolution governed by the effective Hamiltonian \( H = \frac{1}{2} \hbar \omega_m (X'_m^2 + P'_m^2) + \frac{1}{3} \hbar \omega_m \beta P_m^4 \equiv H_0 + H' \). These correspond to the unitary evolutions \( U_0 \) and \( U' \), respectively. In a frame rotating at frequency \( \omega_m \), the time evolution of the operators \( X'_m = U_0 X_m U_0^* \) and \( P'_m = U_0 P_m U_0^* \) is generated by \( H'(P_m) \). This yields \( P'_m(t) = P'_m(0) \)
and \( X_m'(t) = X_m'(0) + \frac{4}{3} \beta \omega_m t P_m^{3} \). In the original frame, the result is thus

\[
X_m(t) = X_m(0) \cos(\omega_m t) - P_m(0) \sin(\omega_m t) + \frac{4}{3} \beta \omega_m t \left( P_m(0) \cos(\omega_m t) + X_m(0) \sin(\omega_m t) \right)^3.
\]

(B.1)

Using four interactions separated by a quarter mechanical period, the four-displacement operator becomes

\[
\xi = e^{i \lambda n_L (P_m - 2 \beta \pi X_m^3)} e^{i \lambda n_L (-X_m - 4 \beta \pi P_m^3 / 3)} e^{i \lambda n_L (-P_m + 2 \beta \pi X_m^3 / 3)} e^{i \lambda n_L X_m}.
\]

This expression can be simplified using the Zassenhaus formula [30] \( \exp(X + Y) = \exp(X) \exp(Y) \prod_{i=1}^{\infty} \exp(Z_i) \), where \( Z_1 = - [A, B] / 2, Z_2 = [A, [A, B]] / 6 + [B, [A, B]] / 3, Z_3 = - ([B, [A, [A, B]]] + [B, [B, [A, B]]]) / 24 \) and \( Z_k, k > 3 \) are functions of higher nested commutators. To leading order in \( n_L \), the four-displacement operator becomes

\[
\xi \approx e^{-i \lambda n_L^2} e^{i \beta \pi \lambda^4 n_L^4}.
\]

(B.3)

The optical field due to this operation is of the same form as in Eq. 5 with a modified numerical strength. The modified dynamics therefore does not alter the main conclusions.

C Additional requirements due to deleterious effects

In the following we analyze the experimental parameters necessary to overcome some additional deleterious effects in the opto-mechanical system. We analyze the cavity dynamics and its influence on the effective interaction, the effect of varying interaction strengths for each pulse round trip and the influence of mechanical decoherence. We neglect additional contributions from a modified commutator since these will be less prominent than that considered in the ideal case.

The Hamiltonian \( H = \hbar \omega_m n_m - \hbar g_0 n_L X_m \) refers to the interaction between the optical field and the mechanics within the cavity [44]. To quantify the effects of cavity filling and decay for a short pulse we solve the optical Langevin equation

\[
\frac{da_L}{dt} = (i g_0 X_m - \kappa) a_L + \sqrt{2 \kappa} \left( a_L^{(in)} + \sqrt{N_p} \alpha_{in} \right)
\]

with the boundary condition \( a_L^{(in)} + a_L^{(out)} = \sqrt{2 \kappa} a_L \) for the input and output optical fields and the incident cavity drive \( \alpha_{in} \) that is normalized to the mean photon number per pulse, i.e. \( \int dt \alpha_{in}^2 = 1 \). Since the mechanical motion can be neglected in the short pulse regime the overall effect on both the optical field and the mechanical oscillator can be described by the effective unitary operator \( U = e^{i \lambda n_L X_m} \).

The coupling strength \( \lambda \) depends on the intra-cavity field envelope and can be determined via the total momentum transfer onto the mechanics by the optical pulse \( \langle P_m \rangle = g_0 \int dt \langle n_L(t) \rangle \), where \( n_L(t) \) is obtained from Eq. 7. This yields \( \lambda = \zeta g_0 / \kappa \) with \( \zeta = \int dt e^{-2 \kappa t} \langle \alpha_{in}(t) \rangle^2 \) for the effective unitary operator.

In general, the pulse shape of the output optical field is altered by the cavity. When such a distorted pulse is directed back for the \( i \)-th time into the cavity, the effective interaction time within the cavity will be different and will give rise to a modified opto-mechanical interaction strength \( \lambda_i \). To minimize the distortion, one requires that the pulse duration \( \tau \) is much longer than the intra-cavity lifetime, i.e. \( \omega_m \ll \tau^{-1} \ll \kappa \), where \( \kappa \) is the cavity bandwidth. This ensures that the optical pulses are short.
compared to the mechanical period and that the cavity is empty in between the pulsed interactions. In this regime we have $\zeta \simeq 1$ such that $\lambda \simeq g_0/\kappa$.

An additional effect that distorts the interaction strength $\lambda$ from pulse to pulse is the loss of light. To include both loss and pulse shape change in the effective interaction, we define an overall distortion parameter $\eta$. With this parameter, the opto-mechanical interaction strength $\lambda_i$ for the $i$-th interaction is approximately given by $\lambda_{i+1} = \eta \lambda_i$. We note that in the regime considered here the loss of light will be dominant and we assume a value of $\eta \sim 0.9$.

The effect of varying interaction strengths modifies the four-displacement operator to $\xi_{\eta} = e^{i\lambda_n} P_m X_n$ where

$$\xi_{\eta} = \xi_0 e^{i\eta \lambda^2 X_n} e^{i\lambda_0} P_m e^{i\lambda_1 X_m},$$

(8)

where $\xi_0$ is the four-displacement operator as considered previously, but with modified interaction strengths: For the $\beta$, $\gamma$- and $\mu$-deformations, the interaction strength is reduced to $\lambda^4 \rightarrow \eta \lambda$, $\lambda^3 \rightarrow \eta^2 \lambda$, and $\lambda^2 \rightarrow \eta^3 \lambda$, respectively. For $\eta \sim 0.9$ the $\Theta$-contribution to the optical mean by the $\beta$-modified commutator would therefore be reduced by a factor $\sim 0.5$, the contribution by the $\gamma$-modified commutator would be reduced by $\sim 0.6$ and the contribution by a $\mu$-modified commutator would be reduced by $\sim 0.7$. Additionally, Eq. 8 contains a strong dependence of the outgoing optical field on the mechanical state. Given a thermal distribution of the mechanical center-of-mass mode with mean phonon occupation $\bar{n}$, the optical mean is reduced by $e^{n \lambda^2 (1-\eta^2)(1-\eta^3)/2}$. For $\eta \sim 0.9$ and $\lambda \sim 1$, the mechanics therefore needs to be damped to $\bar{n} \lesssim 30$. This can be achieved by optical cooling of the mechanical mode, which has recently been demonstrated in Refs. [35, 36].

Finally, we discuss mechanical decoherence in between pulse interactions due to coupling of the mechanical mode to other degrees of freedom in the oscillator. We consider a linear coupling to an infinite bath of harmonic oscillators, which can be described by the interaction Hamiltonian

$$H_{int} = \sum_i \nu_i \left( b_i e^{-i\omega_i t} + b_i^\dagger e^{i\omega_i t} \right) X_m,$$

(9)

where $b_i$ are operators for the $i$-th bath mode with frequency $\omega_i$ that interact with the mode of interest with interaction strength $\nu_i$. Using the notation $B(t) = \sum_i \nu_i \left( b_i e^{-i\omega_i t} + b_i^\dagger e^{i\omega_i t} \right)$, the solutions for the position and momentum operators become

$$X_m(t) = X_m(0, t_0) - \int_{t_0}^t dt B(t') \sin(\omega_m(t - t'))$$

$$P_m(t) = P_m(0, t_0) + \int_{t_0}^t dt B(t') \cos(\omega_m(t - t')),$$

(10)

where $X_m(0, t_0) = \text{Re}[A(t_0)e^{i\omega_m(t-t_0)}]$ and $P_m(0, t_0) = \text{Im}[A(t_0)e^{i\omega_m(t-t_0)}]$ are the position and momentum operators without decoherence, respectively, with the initial value $A(t_0) = X_m(t_0) + iP_m(t_0)$. For a bath that is initially uncorrelated with the mechanical mode of interest, the $\xi$-operator changes to

$$\xi_B = \xi_0 e^{i\lambda_n B_3} e^{i\lambda_0 B_2} e^{i\lambda_1 B_1},$$

(11)

where $\xi_0$ is the operator without decoherence as given in Eq. 4 and the bath degrees of freedom enter through the operators $B_1 = \int_0^{\pi/2\omega_m} dB(t') \cos(\omega_m t)$, $B_2 = \int_0^{\pi/2\omega_m} dB(t') \sin(\omega_m t)$ and
\[ B_3 = - \int_0^{3\pi/2\omega_m} dB(t') \cos(\omega_m t'). \]

We consider a Markovian bath with negligible bath correlation times such that \( \langle B(t) \rangle = 0 \) and \( \langle B(t) B(t') \rangle = \gamma_m \coth(h\omega_m/2k_B T) \delta(t - t') \), where the mechanical damping can be written in terms of the mechanical quality factor as \( \gamma_m = \omega_m / Q \). To first order in \( T/Q \) the mean of the optical field becomes

\[
\langle a_L \rangle_B \simeq \langle a_L \rangle_0 \left( 1 - \lambda^2 \frac{k_B T}{\hbar \omega_m Q} \right), \tag{12}
\]

where \( \langle a_L \rangle_0 \) is the mean of the optical field without decoherence. For \( Q = 10^6 \) one therefore requires \( T \lesssim 100 \) mK to keep the decoherence sufficiently weak. Such parameters can be achieved for kHz-resonators with dilution refrigeration.
10 Optically Induced Mechanical Non-Linearity

A challenge faced throughout quantum optics is how to engineer quantum systems that have significant non-linearity at the single quanta level. As an example, such non-linearity is important for photonic quantum science to allow deterministic quantum logic operations between photonic qubits. Within quantum optomechanics, generating mechanical non-linearity, i.e. mechanical state dependent dynamics, will open a vast experimental research avenue for the deterministic generation of non-classical motional states but is yet to be experimentally attained.

In this work [95], we theoretically proposed a technique how to produce significant non-linearities in the motion of a mechanical resonator by exploiting a geometric phase generated by a sequence of four pulsed optomechanical interactions. Building upon the work in chapter 6, the pulse sequence takes place over a time-scale much shorter than a mechanical period of motion and the position of the oscillator is a constant of motion. Simply put, the non-linearity generated by our scheme arises from the mechanical position information acquired by the early pulses coherently interfering with the latter pulses, yielding a mechanical position dependent change to the mechanical momentum. Using the optomechanical interaction $H_{int} \propto a^\dagger a X_M$ one obtains a time evolution operator of the form $U = \exp[-i\chi^2_1 X^2_M]$, which can be used for deterministic motional squeezed state preparation. Here, $\chi^2_1 X^2_M$ is the enclosed area made in optical phase space during the protocol. We also considered the interaction $H_{int} \propto a^\dagger a X^3_M$, which is available in membrane-in-the-middle geometry [86], and the resultant time evolution operator is of the form $U = \exp[-i\chi^3_2 X^4_M]$. This type of non-linearity causes a mechanical position cubed dependent change to the mechanical momentum and when applied to a low temperature mechanical thermal state will generate a non-Gaussian quantum state exhibiting Wigner negativity.

Although this work is quite similar in spirit to the four pulsed protocol used in chapter 9 it was conceived quite independently. The leading creative contributor to this project was Gerard Milburn who adapted his prior work on geometric phase based ion trap quantum computing [96, 97]. My specific contribution to this project was to refine Gerard’s optomechanical scheme by considering short optical pulses instead of the sideband based scheme Gerard initially had in mind. Using this interaction regime allowed us to achieve the $X^4_M$ evolution and, owing to its speed, provides resilience against mechanical decoherence thus improving experimental fea-
sibility. In addition to this creative contribution, I guided Kiran Khosla, at that time an honours student, during a visit he made to Vienna in the summer of 2011, and together we completed the bulk of the calculations for this project.
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Abstract. We theoretically show that a geometric phase, generated by a sequence of four optomechanical interactions can be used to generate or increase nonlinearities in the evolution of a mechanical resonator. Interactions of this form lead to new mechanisms for preparing mechanical squeezed states of motion, and the preparation of non-classical states with significant Wigner negativity.
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1. Introduction

The geometric phase is a phase imparted on the wavefunction of a quantum state by driving a system about a circuit [1]. Within quantum optics this phase has been widely used to create logic gates for quantum computing [2–4], but has received little attention in optomechanics. Some notable exceptions come from recent proposals that have considered the effect of a geometric phase involving mechanical oscillators coupled to a qubit [5] or light [6], however not for mechanical state engineering. In this paper we consider an optomechanical system [7–12] with a time dependent optical drive [9, 12, 13] that, via the optomechanical interactions, traverses a closed loop in phase space thus imparting a geometric phase onto the mechanical element.

In an optomechanical system, the radiation pressure force due to light in an optical resonator can be used to accelerate a mechanical resonator. Driving the optical resonator with a suitable sequence of laser pulses can be used to manipulate the motion of the mechanics. In our scheme, strong mechanical nonlinearity is generated with a sequence of four pulsed optomechanical interactions in a measurement free process. During this sequence the optical field makes a circuit in phase space and the mechanical oscillator obtains a phase proportional to the area enclosed within the loop [1], i.e. a Berry phase. It is shown how this phase produces an effective nonlinear potential for the mechanical resonator from the otherwise linear optomechanical radiation pressure interaction. We then discuss how this mechanical nonlinearity can be used for quantum state preparation of the mechanical oscillator. Our full protocol takes place within a small fraction of one period of the mechanical oscillator, and is hence robust against rethermalization and decoherence (similar to [12]).

2. Model

We model the optomechanical system as an optical cavity coupled linearly to the position of a mechanical element. The interaction Hamiltonian for such a system is given by $H_I = \hbar g_0 a \sqrt{2} X_M$, where $g_0$ is the interaction rate, $\hbar$ is the reduced Planck’s constant, $a$ (and $a^\dagger$) are the annihilation (creation) operators of the optical and mechanical field respectively. The $\sqrt{2}$ arises from our definition of $X_M = (b + b^\dagger)/\sqrt{2}$.

The Langevin equation of motion for $a$ is given by $\dot{a}(t) = -ig_0 a(t) X_M - \kappa a(t) + \sqrt{2}\kappa a_{in}(t)$ where $a_{in}$ is the field entering the cavity and $\kappa$ is the cavity decay rate. For the following the intracavity field is taken to be on resonance and $\kappa$ is taken to be large compared to the mechanical frequency. The optical field is written as a noise operator $\tilde{a}$ about a coherent amplitude $a(t) = \langle a(t) \rangle$, such that $\dot{a}(t) = a(t) + \tilde{a}(t)$. The coherent amplitude follows the classical equation of motion for a field in a cavity with input $a_{in}(t)$, $\dot{a} = -\kappa a(t) + \sqrt{2}\kappa a_{in}(t)$.

The mechanical period $T_M$ is assumed much larger than the pulse envelope $a(t)$, so the dynamics of the mechanical oscillator may be neglected, i.e. $X_M(t) = X_M$. The noise operator follows the equation of motion

$$\dot{a}(t) = -ig_0 [a(t) + \tilde{a}(t)] X_M - \kappa \tilde{a}(t) + \sqrt{2}\kappa a_{in}(t). \tag{1}$$

For the rest of this work, the optomechanical system is taken to be in the weak coupling regime, $g_0 \ll \kappa$. In this limit coupling between the mechanical element and optical vacuum field

---

4 If the pulse were detuned from the cavity resonance, the coherent amplitude inside the cavity would be smaller, reducing the optomechanical interaction.
(the $\bar{a}(t)X_M$ term) is negligibly weak and is dropped. The Hamiltonian that gives the simplified equation of motion is given by

$$H_I = g_0 |\alpha(t)|^2 X_M + g_0 |\alpha(t)| (e^{i\theta} \bar{a}^\dagger + e^{-i\theta} \bar{a}) \sqrt{2} X_M,$$

where $\theta$ is the phase angle of the coherent amplitude. For a single pulse $\theta$ may be taken to be arbitrary but it is kept here as it will become important when considering multiple pulses. The first term generates a classical momentum imparted to the oscillator, $P_M \rightarrow P_M - g_0 \int dt |\alpha(t)|^2$, where the integral is over the duration of the pulse and therefore proportional to the input pulse intensity. The unitary operator for the quantum interaction in equation (2) is given by

$$U(X_M^0) = \exp \left[ -i\chi X_M X_L^0 - ig_0 \int dt |\alpha(t)|^2 X_M \right],$$

where $\chi = \sqrt{2} g_0 \int dt |\alpha(t)|$ and $X_L^0 = (\bar{a} e^{-i\theta} + \bar{a}^\dagger e^{i\theta}) / \sqrt{2}$ is an arbitrary optical quadrature. In calculating this unitary operator we have used the assumption that the mechanical period $T_M$ is large compared to the temporal width ($\sigma$) of the pulse.

We now consider a sequence of four pulsed optomechanical interactions. The same pulse is recycled and undergoes four separate interactions. After each interaction the pulse is displaced in optical phase space such that each interaction has a different phase angle $X_M^0$. Let the four optical quadratures used be $\{ X_L, P_L, -X_L, -P_L \}$, with $X_L = (\bar{a} + \bar{a}^\dagger) / \sqrt{2}$, $P_L = (\bar{a} - \bar{a}^\dagger) / (\sqrt{2}i)$. For each interaction the pulse has been taken to have the same temporal profile. This is valid as long as the pulse width is much larger than the cavity decay rate $\sigma \gg \kappa^{-1}$. Under this assumption the cavity filed follows the input pulse, $\alpha(t) = \alpha_\text{in}(t) \sqrt{2} / \kappa$. The Baker–Campbell–Hausdorff formula [14] is used to calculate the effective unitary operator for the four interactions

$$U_{\text{eff}} = U(-P_L)U(-X_L)U(P_L)U(X_L)$$

$$= \exp \left[ -i\chi X_M^2 \right] \exp \left[ -4ig_0 \int dt |\alpha(t)|^2 X_M \right].$$

The first exponential in $U_{\text{eff}}$ is a geometric phase dependent on the position quadrature of the mechanical oscillator. The second exponential is the dynamical phase [15] which would be present in the corresponding classical system. The dynamical phase is simply a sum of the momentum displacements the mechanical oscillator receives from each pulsed interaction. The geometric phase can be seen as a momentum displacement proportional to the mechanical position, $U_{\text{eff}}^\dagger P_M U_{\text{eff}} = P_M - \chi X_M - 4g_0 \int |\alpha(t)|^2 dt$. The momentum of the oscillator is displaced and becomes correlated with the position, resulting in a squeezed quadrature in the final mechanical state.

One may show more generally that the area of an arbitrary closed circuit will appear in this exponential. The proof (also discussed in [5]) goes as follows: consider an arbitrary closed curve in phase space made by a sequence of optomechanical interactions. One may break this sequence into a series of small but finite phase space displacements and then write the overall unitary operator as a product of each displacement. Converting the product of displacements to a single operator will generate a phase depending on each successive displacement. Taking the continuum limit where the number of displacements becomes infinite, one may convert the phase term into an integral and then use Stokes theorem to show the integral to be the area enclosed by the path.
Figure 1. (a) A schematic for an experimental protocol to realize mechanical nonlinearity via an optomechanical geometric phase. The required pulse sequence is shown entering the beamsplitter. The first two pulses cool the mechanical oscillator close to the ground state. The initial pulse enters the large fiber cavity via the highly reflective beamsplitter. The following three displacement pulses only displace the coherent amplitude of the pulse inside the large fiber cavity, leaving the noise operator unchanged, effectively meaning the noise operator of the first pulse interacts with the mechanics four times. (b) The evolution of the optical field in phase space. The solid lines show the coherent drive, with the dashed lines (each of length $\chi X_M$) representing the optomechanical interaction. The geometric phase arises due to a sequence of four optomechanical interactions, hence it is the area enclosed by these mechanical position dependent optical phase shifts (dashed lines) that generate the geometric phase. The coherent optical amplitude drives the optomechanical system and gives rise to the dynamical phase, i.e. the momentum transfer to the mechanical resonator from each optical pulse.

3. Experimental scheme

Figure 1(a) shows a schematic of one possible experiment to realize the geometric phase. Two pulses separated by one quarter of a mechanical period are used to cool the mechanical element (as outlined in [12]), leaving it in a thermal state with a mean phonon occupation lower than that of the bath. Following the cooling pulses, a coherent laser pulse of temporal width $\sigma$ enters a large fiber cavity with round trip time $\tau$ via a highly reflective beamsplitter. The pulse interacts with the mechanical oscillator via evanescent coupling from a toroidal cavity [16] with decay rate $\kappa$ before exiting the toroidal cavity back into the large fiber cavity. As the pulse passes the highly reflective beamsplitter, its coherent amplitude is displaced in optical phase space leaving the noise operator fixed. The optical displacement is performed at the highly reflective beamsplitter using a second, phase controlled laser pulse to displace away the coherent amplitude, and displace up in an orthogonal quadrature. The pulse then repeats the optomechanical interactions and displacement three more times to give the four pulses sequence. Figure 1(b) shows the field inside the toroidal cavity over the experimental protocol.

The first pulse correlates the phase quadrature of the light, $P_L$, with the position of the mechanics, $X_M$. The first optical displacement changes the coherent amplitude of the pulse from the $X_M$ to the $P_L$ quadrature, before the second optomechanical interaction. For the second interaction, $X_L$ is correlated with the mechanical position as it used to be $P_L$ before the
Figure 2. (a)–(d) Effect of a sequence of four optomechanical interactions on the Wigner function of the mechanical oscillator, initially prepared in the ground state. The squeezed quadrature ($X^\theta_M$) is marked by a line in each graph. This quadrature is maximally squeezed at an angle $\tan \theta = \sqrt{\chi^4 + 1} - \chi^2$ to the $X_M$ quadrature. (e)–(h) The probability amplitude for the squeezed quadrature compared to the ground state value (shown in gray).

displacement. During the second interaction the back action of $X_L$ on the mechanical resonator effectively correlates the momentum of the oscillator with its position. As the position does not change over these interactions, correlating the momentum with the position produces a mechanical squeezed state. At this point the optical field is still correlated with the mechanical state, however, after the following two pulsed interactions, the correlation is undone such that the final optical pulse is uncorrelated with the mechanical state, leaving the final state disentangled. A readout pulse can now be sent into the cavity to measure the mechanical element and verify the mechanical state.

To generate the geometric phase we require $\kappa^{-1} < 4\sigma < \tau \ll T_M$. Setting $\kappa^{-1} < 4\sigma$ ensures the field inside the toroid follows input field. Constraining $4\sigma < \tau$ ensures that each successive pulse decays out of the cavity prior to the next pulse entering. Consequently interference between successive pulses can be neglected. Finally requiring $\tau \ll T_M$ means the mechanics remains near motionless during the four pulse protocol. The mechanical $Q$ must be high enough such that on average much less than 1 phonon is exchanged with the bath over the time scale of the protocol.

Figure 2 shows the effect of the four pulse sequence on a mechanical oscillator initially prepared in the ground state, demonstrating how correlating $X_M$ and $P_M$ leads to a squeezed mechanical state of motion. Increasing the coupling strength $\chi$ benefits the protocol in two ways. Firstly it increases the effect of squeezing in the oscillator. Secondly it rotates the state so the squeezed quadrature aligns closer with the position quadrature, so that less time is required before the state can be verified (see section 4), and therefore the degradation in the squeezing due to thermalization will be reduced.

4. Experimental parameters

The previous section showed that under ideal conditions the geometric phase can be used to produce squeezed mechanical states. In this section we will consider experimental technicalities
such as thermalization of the mechanical oscillator, optical losses and possible non-closing of the optical phase space loop. Each of these effects will have a detrimental effect on the squeezing of the mechanical oscillator.

Optical losses effect this protocol in two ways. Firstly, classical attenuation from the beamsplitter will result in the phase space loop remaining unclosed after the four pulse sequence. This can be corrected by changing either the amplitude or phase of each subsequent displacement to counteract the attenuation. Secondly, optical losses will also add amplitude-noise back action on the momentum of the mechanics. In the absence of vacuum noise entering each cycle, any back action on the momentum in the $X_M$ ($P_M$) pulse will be reversed by the $-X_M$ ($-P_M$) pulse. However when vacuum noise is introduced at the beamsplitters, the amplitude noise in the $-X_M$ pulse will no longer perfectly cancel the amplitude noise from the $X_M$ pulse. Unlike the attenuation of the classical amplitude this mechanism cannot be easily corrected for in the protocol.

For a beamsplitter with 99:1 reflectivity for the optical displacement, we expect $1 - 0.99^2 \approx 2\%$ vacuum noise to be imparted onto the oscillator from each of the $X_L$, $-X_L$ and $P_L$, $-P_L$ pulse pairs. Quantifying the total loss over a single cycle (beamsplitter, fiber loss, input–output coupling etc—modeled as an effective beamsplitter with vacuum input) by $\eta$, then $1 - \eta^2$ vacuum noise would be introduced to the oscillator. The square arises from the fact the pulse must circulate twice before it cancels the noise, e.g. the noise imparted from the $X_M$ pulse will only be canceled two cycles later from the $-X_M$ pulse. Even after correcting for the effect of losses, classical fluctuations in the pulse intensities could result in non-closure of the phase space loop. If the loop is not closed after the four pulse sequence, the effective geometric phase unitary operator is given by $U = \exp[-iX_M \sum_j \chi_j X^\phi_j - iX^2_M]$, where here $\chi^2 = \sum_{j=1}^{4} \chi_j \chi_k [X^\phi_j X^\phi_k] / (2i)$ and $\chi_i = 4g_0N_i\sqrt{\eta}/\kappa$ for a Gaussian pulse with temporal width $\sigma_i$ and $N_i$ photons. The second term in the above operator is the geometric phase. The first term leaves the mechanical element in an entangled state with the light after the interaction. This can be viewed as a momentum displacement on the mechanics that depends on the optical field, $D(-i\chi^\text{fin}X^\text{fin}_L)$, where $\chi^\text{fin}$ is the displacement in the $X^\text{fin}_L$ quadrature that defines the final optical state. If $\chi^\text{fin}$ and $\phi^\text{fin}$ are unknown, the final state must be averaged over possible values, reducing the squeezing. A homodyne measurement of the light lost from the beamsplitter will give an estimate of $\chi^\text{fin}$ and $\phi^\text{fin}$, meaning this error can be accounted for retrospectively. Note laser phase noise will change the direction of each displacement pulse which may result in non-closure of the optical phase space loop. Figure 3 shows how $\chi^\text{fin} \neq 0$ changes the squeezed state. Note for when $\chi^\text{fin}$ is small, the squeezing is only slightly affected.

Even if classical drifts in the optical displacements are corrected for, vacuum noise introduced by losses in the feedback loop can cause non-closure resulting in a mixed mechanical state. For a single pass efficiency in the fiber loop $\eta$, the cancellation of noise between pairs of displacement measurements (e.g. $X_M$ and $-X_M$) will be degraded by a factor $1 - \eta^2$, leading to a loop non-closure of $2 - 2\eta$. For realistic inefficiencies in the range of 10% (corresponding to $2 - 2 \times 1.8 = 0.2$—i.e. 20% vacuum noise) the loop non-closure due to non-cancellation of noise is negligible, i.e. $\chi^\text{fin} = 4g_0\sqrt{0.2\sigma\sqrt{\pi}/2}/\kappa \ll 1$. Hence the squeezing is not significantly affected by the addition of vacuum noise.

The following considers the effect of thermalization on the mechanical squeezed state. Thermalization can have two detrimental effects. Firstly, phonon exchange with the bath during

\footnote{I.e. ignoring the dynamical phase.}
Figure 3. Effect of non-closure of the loop on the squeezed state for a fixed \( \chi^2 = 1 \). \( \chi^{loss} \) is the magnitude of non-closure in an unknown quadrature \( X L^{\phi^{loss}} \). Once the variance of the squeezed state goes above one, squeezing becomes impossible as the amount of noise added from the non-closure of the loop is larger than the ground state variance.

the four pulse sequence will render the dynamics over the pulse sequence non-unitary and change the final mechanical state. Secondly phonons that enter during the time scale required for the squeezed quadrature to rotate into the measurable position quadrature will degrade the squeezing. The first of these effects can be neglected since the four pulses can be very closely spaced with only a short delay between them. For example, for a mechanical oscillator with resonance frequency \( \omega_M = 24 \text{ kHz} \), and quality factor \( Q = 10^5 \), the pulse duration should be \( \sigma \simeq 10^{-8} \text{ s} \), such that the time for four pulses (on the order of \( 10^{-7} \text{ s} \)), is much smaller than the time scale for one phonon to enter the oscillator, \( 1/(\Gamma \bar{N}) \approx 10^{-5} \text{ s} \) at 1 K. Consequently, only thermal phonon exchange after the state has been prepared will be considered. The mechanical oscillator was modeled as an oscillator with noise added only on the momentum quadrature. For small times \( t \ll \omega_m^{-1} \) one may neglect the oscillator decay. The equation of motion was then solved to find the variance \( \langle \Delta^2 X_M \rangle = \langle X_M^2 \rangle - \langle X_M \rangle^2 \) of the position as a function of time

\[
\langle \Delta^2 X_M \rangle = [(\langle X_M^2(0) \rangle \cos^2(\omega t) + \langle P_M^2(0) \rangle \sin^2(\omega t))] + \langle X_M(0) P_M(0) + P_M(0) X_M(0) \rangle \sin(\omega t) \cos(\omega t) + \Gamma \left( \bar{N} + \frac{1}{2} \right) \left[ \frac{t}{2} - \frac{\sin(2\omega t)}{4\omega} \right],
\]

where \( \langle X_M^2(0) \rangle = \bar{N} + \frac{1}{2} \), \( \langle P_M^2(0) \rangle = (\bar{N} + \frac{1}{2})(1 + 4\chi^4) \) and \( \langle X_M(t) P_M(0) + P_M(0) X_M(0) \rangle = -4\chi^2 \) \( (\bar{N} + \frac{1}{2}) \) are the expectation values after the geometric phase has been applied.

To minimize the initial phonon number before the four pulse sequence we envisage cooling via pulsed measurement as outlined in [12]. In this protocol, two pulses separated by \( 1/4 \) of the mechanical period are used to measure the oscillator in two orthogonal quadratures, leading to

a low entropy state. The result in [12] shows an effective thermal phonon number of
\[ \bar{N}_{\text{eff}} \approx \frac{1}{2} \left( \sqrt{1 + \frac{1}{\chi^4} + \frac{\pi \bar{N}}{Q \chi^2} - 1} \right), \]
(6)
where \( \chi = 4g_0 \sqrt{N_p \sigma \sqrt{1/\kappa}} \) (the same \( \chi \) used elsewhere). This gives \( \bar{N}_{\text{eff}} \approx 10 \) for a 1 mm, 24 kHz SiN resonator with \( Q \approx 10^5 \) and photon number \( N_p = |\alpha|^2 \approx 10^6 \). Using the SiN string mechanical oscillators considered in this paper, the effective phonon number is achievable for resonance frequencies of \( \omega_M < 70 \text{ kHz} \) and length \( L < 5 \text{ mm} \) with a maximum incident photon flux of \( N_p = 10^{10} \text{ Hz} \) (\( \approx 2 \text{ mW at 630 nm} \)). Although this is the initial phonon occupation, the bath occupation remains at \( \bar{N} \approx 10^5 \).

SiN strings present a particularly attractive mechanical oscillator, high mechanical quality factors of up to \( 7 \times 10^6 \) have been observed, and the mechanical resonance frequency may be tuned via tensioning [17, 18]. The protocol requires the mechanical period to be large compared to all other characteristic time scales. From this constraint we will limit the following analysis to low frequency, \( \omega_m = 1–70 \text{ kHz} \), SiN strings. From [18], the expected \( Q \) factor of a stressed SiN string of dimensions \( L \times h \times w \) is

\[ Q = \left[ \frac{(n\pi)^2 E h^2}{12SL^2} + 1.0887 \sqrt{\frac{E h}{S L}} \right]^{-1} Q_{\text{Bending}}, \]
(7)
with \( E = 241 \pm 4 \text{ GPa} \) the Young’s modulus of SiN, \( Q_{\text{Bending}} = 17 \ 000 \) the quality factor related to bending damping mechanisms and \( S = 4\omega_m^2 L^2 \rho_{\text{SiN}} \) the tensile stress of SiN (with density \( \rho_{\text{SiN}} \)) in the high stress limit.

The optomechanical coupling rate \( g_0 \) is calculated from evanescently coupled SiN string coupling rate \( G = 200 \text{ MHz nm}^{-1} \) [19] and the oscillators zero point motion: \( g_0 = G\chi_0 = G\sqrt{\hbar/(2m\omega_M)} \) with \( m \) the effective mass of the mode. The pulse width and optical cavity decay rate are defined by \( T_m = 10^{-3} \sigma = 5/\kappa \) to satisfy the experimental requirements.

After preparing the mechanical quantum state with the four pulse sequence, it may be characterized with a measurement pulse. Figures 4(a) and (b) show the temporal progression of the variance over various time scales after the four pulse sequence. Figure 4(c) shows a plot of \( \langle \Delta^2 X_M \rangle \) as a function of length and resonance frequency of a SiN string at 1 K with cross section 157 nm \( \times 3 \mu \text{m} \). These two parameters may be chosen independently by tensioning the string to the desired frequency. The dashed line of \( Q = 7 \times 10^6 \) is just larger than the highest observed \( Q \) in a SiN string [18]. This figure shows it is experimentally feasible to achieve quantum squeezing for a wide range of geometries with the best squeezing of \( \Delta^2 X_M \approx 10^{-2} \) predicted for a 3.5 mm long oscillator with 20 kHz resonance frequency and \( Q = 5 \times 10^6 \). For all points in this figure, the initial state had an effective phonon number of \( N_{\text{eff}} = 10 \) phonons; the maximum intracavity photon number to achieve such cooling was \( 10^6 \) photons which is readily achieved.

The \( X_M^2 \) appearing in the unitary operator is a result of the geometric phase changing a linear optomechanical interaction into an effective quadratic potential. If the mechanics was instead quadratically coupled to the light field [10, 16, 20, 21] \((H_l = g_0 \hbar a^\dagger a X_M^2)\), the result would be a factor \( X_M^4 \) in the unitary operator—increasing the nonlinearity present in the Hamiltonian to fourth order. In this case we may view the interaction as a position-cubed dependent displacement, \( U = \exp[ -i X_M^2 ] = D(-i X_M^3) \) correlating the momentum of the oscillator with the cube of its position. With large enough quadratic coupling, this
Figure 4. Progression of the variance of the mechanical oscillator over two time scales: (a) free evolution immediately after the four pulse sequence, (b) explicitly showing the squeezed region and (c) experimentally observable squeezing generated via a geometric phase of an oscillator initially cooled to $N_{\text{eff}} = 10$. The color scale gives the variance in the position quadrature over one decay time of the oscillator. A value less than 0.5 indicates squeezing below the ground state variance. The plot color axis is truncated at 0.5.

Figure 5. Wigner functions of the mechanical state after a geometric phase interaction on the mechanical ground state of motion with a quadratically coupled mechanical oscillator for values of (a) $\chi^2 = 0$, (b) $\chi^2 = 0.066$, (c) $\chi^2 = 0.133$, (d) $\chi^2 = 0.2$. The momentum becomes correlated with the cube of the position—this can be seen in the Wigner function follows a profile proportional to $-x^3$ with negativity arising in the concave sections of the curve.

provides an avenue to generate quantum states of the oscillator involving significant Wigner negativity, see figure 5. Wigner negativity is an unambiguous and sufficient indicator of non-classicality [22, 23]. Exploring such states experimentally is of vital importance to determine the feasibility of mechanical oscillators as elements in quantum applications and to gain a deeper empirical understanding of the quantum-to-classical transition.

5. Conclusion

In summary, we have proposed an experiment that uses a geometric phase to generate nonlinearity and non-classical motional states of a mechanical resonator. This provides a new tool in optomechanics for quantum state engineering of mechanical oscillators. We have shown our method to be both experimentally feasible and robust to optical and mechanical noise sources.
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Conclusions

The research conducted during this thesis advanced the field of quantum optomechanics by making both conceptual and technical contributions. Foremost, building upon the seminal work of V. B. Braginsky, this research introduced and pioneered the regime of pulsed quantum optomechanics. This pulsed regime provides an experimentally feasible route to conditionally prepare quantum states of motion, and protocols to prepare squeezed and quantum superposition states of motion have been introduced here. Furthermore, pulsed quantum optomechanics provides an answer to the important question of how to perform state tomography of the motion of a mechanical resonator that would allow the reconstruction of non-Gaussian quantum features such as Wigner negativity. Conditional thermal noise squeezing was demonstrated by a back-action-evading cavity-free experiment that reduced the mechanical position uncertainty to less than 20 pm. Full state tomography for motional state reconstruction was also performed.

A pulsed interaction also opens a research avenue for protocols that utilise a sequence of multiple pulses. In this direction, this thesis introduced a scheme how to deterministically introduce mechanical non-linearity by exploiting an optomechanical geometric phase generated by a sequence of four pulsed optomechanical interactions. In addition, we proposed an experiment that also used a sequence of four pulsed optomechanical interactions to infer the canonical commutation relation between the mechanical position and momentum. Primarily, this proposal aims to probe consequences of Planck-scale phenomena by observing potential deformations to the quantum mechanical commutation relation due to a minimum length scale in the universe. Excitingly, the outcomes of our analysis indicate that an experiment implementing our protocol can probe the commutator deformation parameter space by several orders of magnitude deeper than the current experimental best.

Using a continuous interaction between the optical cavity field and the motion of the mechanical system we achieved sufficiently strong coupling to be the first to observe optomechanical normal mode splitting. Achieving this level of coupling is crucial to implement a unitary state-swap operation between the optical and mechanical states. In addition, we made improvements to cooling the mechanical motion by a combination of cryogenic and laser cooling techniques. We also studied both theoretically and experimentally the dependence between the mechanical quality factor and the shape of the mechanical resonator due to phonon tunneling. This study will be of vital importance to minimize mechanical clamping losses that
reduce the mechanical quality factor and thus increase quantum decoherence that can hinder and limit efforts to generate a non-classical mechanical motional state.

Bridging the pulsed and continuous interaction regimes, this research introduced a technique how to perform an arbitrary superposition of phonon addition, phonon subtraction and the identity operation. This tool offers considerable potential for quantum state engineering of the mechanical motional state and by using a superposition of the addition and subtraction components we introduced the concept of a quantum state orthogonalizer that can be used to generate a new type of continuous-variable qubit.
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