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1. Introduction

1.1 Candida species as opportunistic fungal pathogens

Pathogenic fungi are a major cause of death among long-term hospitalized patients. The most common of these pathogenic fungi are Candida spp., which naturally colonize the mucosal surfaces of the majority of the human population. Candida infections come in many forms, the most common of which include oral, gastrointestinal, and vaginal candidiasis. Women are especially prone to Candida infections, with over 75% of women experiencing at least one bout of vaginal candidiasis during their reproductive years (1). Although the most common Candida spp. affecting patients is by far C. albicans, at least 16 species are regularly collected from patients in the clinic (2), with C. glabrata, C. tropicalis, C. parapsilosis, and C. krusei species maintaining the highest incident rate behind C. albicans. Numerous risk factors have been linked with the development of Candidemia. Some of the most frequent causes include: diabetes, organ transplantation surgery, long-term use of broad-spectrum antibiotics, cancer therapy, and immunosuppression (3). In general, it is thought that imbalances in the immune system as a result of these risk factors, as well as others, can cause this commensal species to switch to the pathogenic state leading to dissemination of the organism into the blood stream and systemic infection (4). The severity of an infection is highly variable among patients and can be dependent on the infecting Candida spp., the extent of any underlying health concern including a genetic predisposition, and the starting location of the infection on the body itself. With the increase in the number of people affected by these risk factors over the past decade, especially with immunocompromised patients, Candidemia has become a significant cost burden to the public health care system, where the average cost to treat a Candida infection in the ICU in North America is estimated at over 20,000$ per patient, and leads to an increases the average length of a hospital stay by 400% (5). Therefore, Candida research is becoming an increasingly important field in infection biology.

1.1.1 Phylogeny and genome evolution of Candida species
The fungal kingdom is diverse group of eukaryotic species composed of over 1 million species, the vast majority of which are non-pathogenic (6). Those fungi that have been associated with infection in humans belong primarily to the *Candida* genera. *Candida* spp. are members of the fungal phylum *Ascomycota* and include both haploid and diploid fungal genomes (Figure 1). *Candida* are thought to have diverged from its yeast ancestor, *S. cerevisiae* approximately 200 million years ago (7). With the exception of *C. glabrata* and *C. krusei*, all *Candida* spp., belong to the CUG clade. This clade is characterized by the translation of the codon CUG to serine instead of leucine (8), posing challenges for heterologous markers and functional gene studies between *Candida* spp. and their ancestral species.

![Figure 1. Phylogenetic relationship among sequenced Candida species.](image)

For the majority of human pathogenic fungi, the host is exposed to the spore of the fungus by inhaling them the natural environment. *Candida* spp. however are a rare exception to this in that they are found almost exclusively in association with the human host. *Candida* spp. are opportunistic pathogens of the human gut microbiota. The close association of the species with its human host is moreover thought to be a driving factor in its evolution. For this reason, a major focus of *Candida* research is to elucidate the mechanisms responsible for the commensal to pathogen transition (9). Comparative genome analysis has aided in the identification of traits important for the evolution of pathogenicity. A phylogenomic approach was employed across multiple *Candida* and *Saccharomyces* genomes in order to identify gene families, which are enriched in the pathogen genome compared to its non-pathogenic ancestor. Significant enrichment was found for over 20 gene families of not present in *S. cerevisiae* with
particular expansion of genes previously associated with drug resistance, biofilm functions, adhesions, and morphogenesis of the cell wall for filamentous growth (10). Adhesions are especially important for the association of fungal cells with host surfaces and the acquisition of iron required for infectious processes (11) and is absent from the Saccharomyces clade.

The morphological switching of Candida is a major virulence trait, and the diversity of forms it can acquire is important to Candida growth, survival, and dissemination with its host. S. cerevisiae grows exclusively by budding and is found either in the yeast or pseudohyphal form. Budding cells that separate freely from one another characterize yeast cells. Pseudohyphal cells are an ellipsoid shape where the mother and daughter cells remain connected at the point of septation. Hyphal cells loose this constriction and have long polarized filaments. C. albicans, is capable of growing in all three forms. Interestingly, C. albicans cells that have been modified to grow in only in the yeast (12) or hyphal (13) forms only have a significant reduced virulence capacity, emphasizing the necessity of morphological switching for the overall virulence of the species. Hyphal and pseudohyphal formation is triggered in response to a variety of environmental conditions (14). Importantly, not all Candida spp. share this morphological diversity, including the second most common Candida spp., C. glabrata, which can only grow in the yeast form although it is nevertheless pathogenic. Therefore virulence and tissue invasion is not entirely dependent on filamentous growth (15).

Significant mechanical barriers of the host in the form on epithelial cells as the first line of defense exist against infectious agents and dissemination of fungal cells. The morphological diversity of C. albicans in conjunction with the evolution of the adhesion family aids in overcoming this barrier (16) (Figure 2). First, C. albicans cells adhere to the epithelial surface though interactions between the fungal cell wall and the epithelial cell membranes. For C. albicans, two of the most important proteins involved in adhesion are ALS3 and HWP1. ALS3 is a member of the cell wall adhesion family, which induces endocytosis by host cells by binding to host cadherins (17), has pleotropic roles in iron acquisition (11) and is expressed in a hyphal specific manner (18). HWP1 is also a hyphal specific protein whose N-terminal domain is important for linking proteins of the epithelial cells to the Candida cell surface (19). Invasion into host tissue takes place via two main mechanisms including induced endocytosis or active penetration. Induced endocytosis is characterized by interactions between hyphal
filaments and host cell membranes whereby hyphal form *Candida* triggers a reorganization of the host cytoskeleton and subsequent pathogen uptake (20). On the other hand, active penetration does not require interaction with the host cell machinery penetration of the hyphae into host cells results in cell and tissue damage (21). Regardless of the mechanism utilized, once fungal cells have breached the epithelial layer it is capable of disseminating via the blood stream to the major body organs and is indeed capable of proliferating in almost all host niches. This proliferation results in a variety of clinical manifestations, the most severe being acute renal failure and septic shock (22).

![Figure 2](image)

**Figure 2. Stages of *C. albicans* tissue invasion.** *C. albicans* Infection progresses from adhesion, invasion (via active penetration or induced endocytosis), and finally tissue damage. (A) Electron micrographs of *C. albicans* invading oral epithelial tissue. (B) Schematic drawing of the described infection stages. (Adapted from Naglik et al., 2011)

### 1.1.2 Host recognition of *Candida* species

Fungi are recognized by germ line encoded receptors of the innate immune system referred to as pathogen recognition receptors (PRR) (23). These PRRs include Toll-like receptors (TLRs), C-type and S-type lectins and are expressed on innate immune cells (24). There are 13 TLRs identified in humans and mice, and each one is important for the activation of different arms of the immune response, primarily though the common adaptor molecule MyD88. The major ones associated with fungal infection include TLR4, TLR6, TLR2, and TLR9 (25). The lectin receptors are known to
recognize pathogens in a calcium dependent manner and the main ones associated with fungal infection Dectin-1, Dectin-2, and Mincle. PRRs as a whole are important in the activation of innate and adaptive immune responses of the host. The downstream signaling pathways for PRRs are partially redundant signaling cascades to activate a pathogen specific host response. PRRs recognize pathogen associated molecular patterns (PAMPs) present on the fungus. In many cases, fungal PAMPs are localized to the cell wall. The cross talk between fungal PAMPs and PRR determines the immune response and eventually host survival (Figure 3).

The fungal cell wall maintains cell wall integrity and is the first point of contact between the fungus and the host environment and the general structure of the cell is conserved among many fungi. The cell wall itself is primarily composed of carbohydrates, which form a protective meshwork surrounding the plasma membrane. The Candida cell wall can be split into two layers: the outer layer and the inner layer. The outer layer is made up of the mannoproteins and cell wall proteins. The cell wall proteins are anchored to the cell wall by glycosylphosphatidylinositol (GPI)-anchor-dependent cell wall proteins (GPI-CWPs) to the β, 1-6-glucans and β, 1-3-glucans of the inner layer. Mannoproteins are highly glycosylated with mannose-containing polysaccharides, and have a low permeability to the external environment. The inner layer is composed primarily of the glucans including β, 1-6-glucans and β, 1-3-glucans and chitin, which form a meshwork with one another by hydrogen bonding adjacent polysaccharide chains (26). Based on the morphological stage of the fungus, different components of the cell wall will be exposed to the immune cells therefore will influence recognition of the pathogen (27).
Fungal pathogens are recognized by PAMPs and trigger downstream signaling of the immune system. The recognition of fungal pathogens begins with surface receptors and endosomal TLRs which recognize components of the *C. albicans* cell wall, such as mannans and β-glucans. These receptors trigger a signaling cascade of transcription factors and signaling adaptors which shape the activation of the adaptive response and host survival. (Adapted from Bourgeois *et al.*, 2010)

The changing morphology of *C. albicans* during infection alters the exposure of cell wall components to immune cells and thereby influences both fungal recognition and the eventual activation immune response to the fungus (28). Therefore, the immune reactivity of specific components of the *C. albicans* cell wall is an active area of research in understand the commensal to pathogen transition (29). So far it has been shown that glucans are pro-inflammatory mediators and its exposure to immune cells is increased during the yeast to hyphal transition and treatment with echinocandins, increasing cytokine induction by immune cells (30). Chemical differences between yeast and hyphal mannans also seem to play a role in immune activation to the fungus by triggering distinct toll-like receptor signaling pathways (31). Chitin has been shown to activate both pro- and anti-inflammatory signaling and its role in recognition remains to be elucidated (32). Overall, understanding the composition of *C. albicans* cell wall at differing infection stages will be important for the elucidation of morphology dependent PAMPs.
1.1.3 Immune evasion strategies of *Candida* species

Fungal pathogens have developed an arsenal of strategies to avoid recognition and killing by host immune cells (33). The shielding of β-glucans, which are known to have a pro-inflammatory effect, from recognition by host Dectin-1 is one of the best-studied immune evasion strategies responses of *Candida* spp. (34). β-glucans are presented on the cell wall in a morphology dependent manner: they are highly present on yeast form cells but are mostly hidden in hyphal form cells, therefore the yeast to hyphal transition has been proposed to be mechanism of immune evasion (35). Additionally, the formation of hyphae has been shown to be an important process to impairing intercellular killing by macrophages (36). Many fungal species have also been shown to inhibit the formation of the phagolysosome including *Candida* spp. (37)(Figure 4). The development of biofilms also has been suggested to provide physical protection for proliferating layers of *C. albicans* cells from antifungal treatment and attack by host cells (38). *C. albicans* avoids host killing by counteracting reactive oxygen species (ROS) produced by immune cells. This has been shown for *C. albicans* degrading host-derived ROS using cell-surface superoxide dismutases (39) or detoxifying host-derived nitric oxide (40).

![Image](image-url)

**Figure 4.** Immune modulation and evasion strategies of *Candida* spp. (A) The *C. albicans* cell wall hinders the identification of pathogen associated molecular patterns (PAMPs). (B) The mature phagolysosome digests invading pathogens. Some pathogens can inhibit the maturation process and
escape from the maturing phagosome. (C) Once phagocytosed, C. albicans attempts to manipulate the internal environment to proliferate. (Adapted from Seider et al., 2010)

1.2 Post-transcriptional regulation of C. albicans genes

Post-transcriptional modification of RNA is an essential process for gene regulation in response to changing environmental conditions, the biogenesis of the ribosome, and during cellular growth. These modifications primarily include splicing, 3´polyadenylation, and 5´ capping to generate mature mRNA transcripts. In mammals, these processes are well studied in vitro and in vivo especially because of the almost ubiquitous prevalence of splicing and alternative splicing for mammalian genes. However, comparative genome analysis for 5 fungi including S. cerevisiae, Schizosaccharomyces pombe, Aspergillus nidulans, Neurospora crassa, and Cryptococcus neoformans revealed that fungi have comparatively shorter introns as well as having differences in the information content for the introns themselves than mammalian species. Especially in the case of S. cerevisiae and C. albicans, which have undergone significant intron loss over their evolutionary history, splicing and indeed alternative splicing in some fungi can be relatively rare events and for this reason are often poorly studied. Nevertheless, the identification of post-transcriptional mechanisms may reveal additional adaptation mechanisms important for fungal to the host environment and their overall virulence based on their ability to quickly transcriptionally respond to changing environmental conditions.

Several examples of post-transcriptional modifications for fungi have recently been described. Two major snoRNAs families for the filamentous fungus Neurospora crassa were identified which are highly conserved among species in the fungal kingdom. These include genes that are important for alternative splicing. SnoRNA are known to be important for the modification of rRNAs and snRNAs in eukaryotes. Recently, the C. albicans gene Dicer (CaDcr1) was proposed to be the only RNase III enzyme in the fungus and functionally plays a role in biogenesis of the ribosome and spliceosome. The loss of CaDcr1 results in a severe growth phenotype. Additionally, CaDcr1 was found to be required for cleavage of the 3´ external transcribed spacer for pre-rRNA and for the U4 snRNA tail of the spliceosome. Anaerobic glycolysis maintains cellular homeostasis and in mammals, the transcriptional and post-transcriptional regulations of associated genes are regulated in
response to hypoxia (47). Similarly, in response to hypoxia, it was suggested that glycolysis in A. fumigatus (48) and the anaerobic S. cerevisiae (49) is post-transcriptionally regulated. Taken together, these data shown that post-transcriptional regulation takes place during diverse facets of fungal development.

1.2.1 Introduction to Splicing

The spliceosome is responsible for catalyzing intron removal from pre-mRNA (50). It is composed of five small nuclear ribonucleoprotein particles (snRNPs), which form the core of the spliceosome, in addition to hundreds of accessory proteins, many which are still functionally uncharacterized. The spliceosome recognizes conserved intron motifs, referred to as the 5´ and 3´ splice site, and the branch site. The assembly of the spliceosome is a highly regulated process for efficient intron removal (Figure 5). RNA sequence elements and protein regulators including numerous exonic and intronic splicing enhancers and silencers influence intron removal. Secondary structures of the pre-mRNA itself have also been shown to influence intron selection (51) by hindering the recognition of splice sites, or exposing sequences for protein binding (52, 53).

![Figure 5. Pre-mRNA splicing by the spliceosome.](image)

Intron removal is catalyzed by the spliceosome consisting of two transesterification reactions involving two sequential neutrophilic attacks on the terminal phosphodiester bonds of the intron. The spliceosome begins this catalysis with the binding to the branch point of the U1 snRNA to the 5´ splice site, and splicing factor 1 (SF1) in an ATP-independent manner. These components combined form the E prime complex. This complex is then converted to the E complex...
via the recruitment of the U2 auxiliary factor (U2AF) to the terminal splice site. The A complex is then formed in an ATP-dependent manner by replacing SF1 by U2 snRNP at the branch point. The addition of the U4/U6–U5 tri-snRNP forms the B complex, which contains all of the necessary components to carry our splicing. Conformational changes of the B complex and the loss of U1 and U4 snRNPs results in the formation of the catalytically active spliceosome, known as the C complex. (Adapted from Chen et al., 2009)

The selection of specific introns and exons for inclusion in mature mRNA transcript is known as alternative splicing (AS), generating multiple protein products from a single pre-mRNA transcript (54)(Figure 6). AS is responsible for the increasing protein diversity without requiring an increase genome size. It is not uncommon for a human gene to contain hundreds of possible isoforms (55). One of the most famous examples isoform diversity for a single pre-mRNA is for the Down syndrome cell-adhesion molecule Dscam gene that can theoretically generate 38,016 unique transcripts (56). The regulation of these specific forms must be tightly regulated, as mistakes in the generation of the correct AS isoform has been directly linked to the development of human diseases (57).

![Figure 6. Forms and consensus sequences of alterative spliced genes.](image)

(A) Conserved intron motifs at the 5´ and 3´ splice site, and the branch point. (B) Common types of alterative splicing in mammals (alternative path is shown in green) which can function separately or in combination for genes with multiple introns. (Adapted from Cartegni et al., 2002)
1.2.2 Intron evolution in *Candida* species

Historically introns were thought of as junk DNA sequences, but they have gained significant research attention based on discovery of the high prevalence of AS in humans and in gene and protein regulation implicated in human diseases. The high variation of introns between eukaryotic organisms has generated considerable debated among scientists for the evolutionary forces responsible for intron loss and gain. Two of the most popular theories that exist are the “intron early” and the “intron late” hypothesis. The intron early hypothesis states that the evolutionary ancestor of both eukaryotes and prokaryotes were intron rich, and introns were eventually lost among prokaryotes. However, the intron late hypothesis argues that the evolutionary ancestor of both eukaryotes and prokaryotes where intron less, and they later evolved into the genome of eukaryotes (58). The average human gene contains around 7 introns per gene (58). Unlike humans, the hemiascomycetous yeasts, including *C. albicans* and *S. cerevisiae* have undergone significant amounts of intron lost over their evolutionary history, with less than 5% of the genome is now estimated as intron containing, and the majority of these genes contain only one intron per gene (59).

Selective environmental pressures are believed to be the driving force in intron evolution (59). However, the mechanism and conditions under which this intron loss itself has taken place is still not known. Several models exist to describe how intron loss could have take place. In the classic model of intron loss, a gene is converted by recombining with a reverse-transcribed copy of a spliced mRNA transcript, which results in the deletion of the intron (60). Introns can also be lost simply by genomic deletion (61). Most recently, an alternative mechanism of intron loss was proposed for the hemiascomycetous yeasts based on the prevalence of yeast noncoding RNAs (62). They predicted that almost half of snoRNAs are located within introns and that intron loss took place primarily though the degeneration of the splicing signals, so they are no longer capable of being recognized by the yeast spliceosome.

1.2.3 splicing regulation in fungi

Although the number of intron containing genes is indeed quite low among the hemiascomycetous yeasts, the regulation of their splicing and alternative splicing have demonstrable influences on the adaptation of the fungi to host environments. For *S.*
**cerevisiae**, splicing regulation has been shown to take place for numerous genes in response to environmental and developmental conditions including the meiosis gene *MER2* is regulated during the cell cycle (63), a post-transcriptional feedback loop was identified for *CRY2* (64) and the ribosomal gene *RPL30* (65) influencing ribosome assembly, and RNA export (66). Interestingly, there was a higher prevalence of genes with non-canonical splice sites for examples of regulated splicing compared to intron containing genes in general (64-66). In *C. albicans*, several cases of regulated AS have been identified in response to temperature stress and changing nutrient availability (44). We find that both splicing and alternative splicing in *C. albicans* is regulated under infection conditions (Tierney *et al.*, submitted), suggesting a greater role for splicing regulation for adaptation to the host environment.

**1.3 Origins of systems biology**

The roots of modern systems biology have been proposed to originate as early as the 1940s with Schrödinger’s paradox: molecular biology describes a progressive ordering and decrease of chaos in biological systems, whereas paradoxically, many biochemical processes necessitate the production of chaos. Unlike reductionist strategies, this school of thought aimed to discover and describe general biological principles in a quantitative manner (67). Today, systems biology has evolved into two major schools of thought: functional genomics and mathematical modeling. In general, systems biology approaches follow iterative cycles of modeling and data generation, based on a given hypothesis. It is a technique to investigate the behavior of components in a biological system in response to perturbations; these data are then integrated from a variety of sources in order to mathematically model a response pattern (68). The term systems biology has only been in use for just over a decade. Since information flow within biological systems is hierarchical in nature, systems biology provides insight into biological questions using information at increasing levels of evidence. The central dogma of molecular biology is a good example of this structure, where the unidirectional flow of information in biological systems is from DNA, to RNA, to protein. These biological levels provide different information about an organisms response to a specific environment and techniques have arisen to investigate each step on a genome-wide level including: genome sequencing (DNA), microarray and RNA sequencing technology (RNA-seq) (RNA), proteomics (protein) in
addition to an ever increasing number of -omics screens (69). From an experimental point of view, there are fundamental differences between systems and classical biology techniques in regards to the scale of the information used (Figure 7); Nevertheless, both approaches converge on their use of the data to perform predictive, hypothesis-driven experiments regarding a specific biological question regardless of the starting scale of the experimental data (70).

Figure 7. Experimental differences between systems biology and classical biology (Adapted from Chuang et al., 2010)

1.3.1 Applying systems biology to translational research

One of the main goals of systems biology is to improve drug target discovery and thereby the drug development process as a whole. Therefore, a strong emphasis has been placed on the application of systems biology experiments to translational research. Translational research is the application of basic research to the treatment of human diseases. Despite the increased use of genome-wide approaches, the application of these data to increase the development of new drugs remains stagnant because of major hurdles in data analysis and the development of cost effective methods. Nevertheless, significant advancements have been made in “bench to bedside” approaches to infectious diseases at different levels, including genomic, proteomic, and metabolomic (71) and each level will be addressed specifically in turn.

It is generally accepted that the start of the genomics era was heralded in by the Human Genome Project in 1985 (72). Since then, genome and transcriptome sequencing has revolutionized the ability to investigate adaptation and evolution using genome-wide expression profiling and genomic sequencing for a steadily increasing
number of organisms using high density microarrays and RNA-seq. To distinguish closely related pathogenic species epidemiologists have started using RNA-seq technology to follow disease transmission and its evolution. For example, during a recent cholera outbreak in Haiti, using comparative sequence analysis, the Haitian strain was found to be more closely related to strains from Bangladesh and therefore was likely to have been introduced from human activity (73). Additionally, after the swine flu outbreak in 2009, the H1N1 flu strain was sequenced and compared to the sessional human flu strains to track its virulence evolution at the genomic level (74). Sequencing technologies have also sparked the emergence of reverse vaccinology, a term that describes the use of computer-facilitated predictions of antigen prevalence and immunogenicity \textit{in silico}, an approach that significantly increases the predictive power of vaccine targets (75). Additionally, reverse genetics methods had been applied for pathogenesis studies. This method uses the modification of the genomic sequence either through insertion, mutagenesis, or deletion of a sequence of interest, in a plasmid based system, which is then transfected in the virus of interest in order to investigate the role of the modification on viral infectivity (76). Comparative genomics projects for fungi have also taken advantage of the new sequencing technology and increased in their frequency over recent years, including the Fungal Genome Initiative from the Broad Institute (77), with over 50 sequenced fungal species. These projects focus on the identification and the prevalence of antifungal drug targets among related species in order to investigate the broader application of differing treatment strategies.

Proteomics uses mass spectrometry (MS) based techniques to profile large-scale protein turnover in the evaluation of cellular function for a specific organism. Although many proteomics techniques are now in use, one common approach is so called “shotgun proteomics” which combines MS and high performance liquid chromatography (HPLC) to profile thousands of individual proteins with limited prior knowledge of the component peptides. This technique delivers a high sensitivity of protein detection even for low concentration proteins (78). In the field of infectious diseases, shotgun proteomics was used to quantify protein expression for the malaria parasite, \textit{Plasmodium falciparum} in a time dependent manner and its association with its host (79). To date, applications of proteomics include global protein profiling, the investigation of protein modifications, protein interactions and protein-gene interactions. These data increase drug target identification for functional proteins identified during infectious processes.
Metabolomics profiles small molecule metabolites including amino acids, nucleotides, lipids, and sugars, of an organism of interest. This is the most recent addition to the field of systems biology and is important because it profiles the level at which many pharmaceuticals are functionally active (80). Metabolomics principally uses nuclear magnetic resonance (NMR) spectroscopy or MS to identify metabolites. So far it has been used to profile mechanism of C. albicans increasing drug susceptibility to environmental stress (81). In cytomegalovirus, pathways upregulated by viral infection were identified using changes in metabolic flux in uninfected and infected human cells (82). Metabolomics provides a different perspective on the investigation of disease pathogenesis.

Haplo-insufficiency screens and fitness profiling in fungi against different antifungal agents and other environmental stresses has been an effective approach to identify novel drug targets (83). The availability of large-scale heterozygous knockout collections for some of the major fungi including S. cerevisiae (84) and C. albicans (85), among others, has facilitated this screening process.

The success of the individual -omics approaches highlights the applicability of such technologies to pathogenesis research and holds the promise of advancing the field of personalized medicine (86). Modeling using computational approaches is an emerging method for the combination and simplification of multiple –omics data sets (87). These models can incorporate topological (protein-protein interactions), qualitative (regulatory networks), and quantitative (co-regulation) data (88). Computational and network models aim to predict biological behaviors for an organism. Major challenges still lay ahead in identifying ways to combine and integrate multiple -omics data sets in the identification of therapeutic targets, and theoretical analysis pipelines for such research are already being established (Figure 8).
Figure 8. Integrating *in silico* modeling strategies with data generated from a wet lab environment for infection situations using macrophages as a model. (A) *Ex vivo* reprogram of patient macrophages in order to treat inflammatory disease. (B) Integrating high-throughput pathway-based analyses with *in silico* simulations. (C) Combining data gained from unhealthy patient macrophages in an iterative learning loop to validate *in silico* model and tailor treatment options on a personalized basis. (Adapted from Ghazal *et al.*, 2011)

1.3.2 Investigating fungal pathogenesis using systems biology

The application of systems biology to fungal infection poses additional challenges compared to other pathogens. Unlike diseases caused by bacteria or viruses, fungi are eukaryotic and the similarity of some of their membrane structures to host cells can present additional challenges for the immune system to distinguishing self from non-self compared to other pathogenic organisms. The diagnosis of fungal infections is hindered by the vast diversity of adaptive strategies of different organisms to their environment and to their host. Therefore, pathogenesis research benefit from genome-wide analysis techniques to encompass this complexity. Especially in the case of opportunistic fungal pathogens, such as *C. albicans*, which have co-evolved with their human host, complex strategies to evade the immune system have been
developed. Understanding the balance between the commensal and pathogenic state for fungi and the physical and genetic causes that tip the balance from one state to the other is quintessential for the further understanding of pathogenic processes (89). Modeling these different approaches can span orders of magnitude. A popular approach to simplify such data sets is to incorporate different biological levels in order to get a global view of adaptation to the host (Figure 9). These strategies generally can be viewed from two perspectives: a “top-down”, in which the information flow is from the general (i.e. genome or population-wide) to the specific (the regulation of individual gene or genes) or vice versa, which is referred to as a “bottom-up” approach (90).

These different global perspectives of gene regulation are being increasingly applied to fungal pathogenesis research. For example, top-down perspective methods such as reverse engineering of gene regulatory networks using genome-wide transcriptional data sets such as microarray and RNA-seq; can be used to predict adaptive responses to the host cells. Based on microarray data of *C. albicans* cells under iron starvation, a transcriptional network was reconstructed, suggesting a mechanism for iron regulation during the infection process with human oral epithelial cells (91). Most recently, a modeling approach termed network inference was used in the investigation of host-pathogen interactions using *C. albicans* as a model over a
time course of infection (92). Transcriptome analysis of the host response to fungal infection has also been used investigate global response patterns of human monocytes to *Aspergillus fumigatus* (93). The human monocyte-derived dendritic cells immune responses to components of the fungal cell wall were profiled using *C. albicans* or the nonpathogenic *S. cerevisiae* (94). The fungal response of *A. fumigatus* to monocyte-derived immature DCs was further analyzed in a time resolved fashion, identifying genes involved in fermentation, drug transport, pathogenesis and response to oxidative stress (95).

Proteomics analysis for fungi is a rapidly expanding field. To date, it has focused primarily on understanding the contribution of the fungal cell wall, morphology, and the effects of antifungal drugs. The response of the *C. albicans* cell wall on the protein level to amino acid starvation has been recently investigated, suggesting a role for it as a morphogenetic signal in mucus membranes (96). Changes in the cell wall proteome during the yeast to hyphal transition of *C. albicans* and the integration of this data with prior knowledge of protein abundance, allowed the authors to hypothesize on metabolic reorganization as a result of these changes in morphology (96). Based on collected *in vitro* and *in vivo* data sets from fungal as well as bacterial and viral pathogens, a network of protein interactions from human proteins in response to these different pathogens was created, to investigate common pathway responses to multiple pathogens (97). These data combined provide insight into the functional response of the quick transcriptional changes to differing environmental conditions encountered within the host.

Emerging –omics such as metabolomics, and secretomics, are becoming available for many fungal species. The effect of the antifungal drug fluconazole on the *C. albicans* cell wall was recently profiled, highlighting its effects on cell wall integrity (98). Furthermore, modeling metabolic networks recently became available for *A. fumigatus* (99). The steadily increasing number of analysis levels to investigate fungal and host response will be useful to elucidate the mechanism of adaptation responsible for fungal virulence.
2. Aims of this Thesis

The success of pathogens is largely attributed to the speed and diversity of strategies they evoke to both evade and invade their host. The transcriptional flexibility of *Candida spp.* is quintessential for invasion into host tissues, however the connection between these transcriptional changes and proliferation within the host is poorly characterized under both *in vitro* and *in vivo* conditions.

To this end, we used an *in vitro* model of BMDCs with different *Candida spp.* to address the following aims:

I. To investigate host-pathogen cross-talk real time using simultaneous RNA-seq of the both transcriptomes *in vitro*

II. To identify and characterize adaptive mechanisms of *Candida spp.* to the host environment and vice versa which were not capable of being detected using previous technologies

III. To develop a method to model host-pathogen cross-talk *in silico*

IV. To adapt an *in vivo* colonization model in mice for simultaneous RNA-seq experiments with *Candida spp.*
3. Results
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The ability to adapt to diverse micro-environmental challenges encountered within a host is of pivotal importance to the opportunistic fungal pathogen *Candida albicans*. We have quantified *C. albicans* and *M. musculus* gene expression dynamics during phagocytosis by dendritic cells in a genome-wide, time-resolved analysis using simultaneous RNA-seq. A robust network inference map was generated from this dataset using NetGenerator, predicting novel interactions between the host and the pathogen. We experimentally verified predicted interdependent sub-networks comprising Hap3 in *C. albicans*, and Ptx3 and Mta2 in *M. musculus*. Remarkably, binding of recombinant Ptx3 to the *C. albicans* cell wall was found to regulate the expression of fungal Hap3 target genes as predicted by the network inference model. Pre-incubation of *C. albicans* with recombinant Ptx3 significantly altered the expression of Mta2 target cytokines such as IL2 and IL4 in a Hap3-dependent manner, further suggesting a role for Mta2 in host–pathogen interplay as predicted in the network inference model. We propose an integrated model for the functionality of these sub-networks during fungal invasion of immune cells, according to which binding of Ptx3 to the *C. albicans* cell wall induces remodeling via fungal Hap3 target genes, thereby altering the immune response to the pathogen. We show the applicability of network inference to predict interactions between host–pathogen pairs, demonstrating the usefulness of this systems biology approach to decipher mechanisms of microbial pathogenesis.
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**INTRODUCTION**

Both host and pathogenic species have evolved a plethora of strategies to rapidly adapt to the changing environmental dynamics within the infection milieu. However, the extent of this complexity has only recently been investigated through the use of non-model organism species, as well as multiple organisms from independent platform, allowing for systems biology approaches (reviewed in Rizzetto and Cavalieri, 2011). On the molecular level, these adaptations are mediated by complex interaction networks, which sense these environmental changes and transmit the information throughout the cell, leading to a cascade of changes in gene and eventually protein expression. Understanding these underlying interaction networks is important to elucidate how organisms and defense mechanisms interact during microbial infection processes. Genome-wide integrative approaches for modeling have become increasingly popular (Rizzetto and Cavalieri, 2011) due to the availability of high-throughput sequencing technologies, including RNA sequencing (RNA-seq). These technologies now allow for the parallel sequencing of millions of nucleotide sequences simultaneously (Wang et al., 2009; Zhang et al., 2011). One major advantage to using sequencing approach rather than microarrays is that it is a species-independent platform, allowing for an in-depth investigation of non-model organism species, as well as multiple organisms from a single experiment.

In many cases, the underlying interaction networks between the organisms of interest are unknown. Network inference uses reverse engineering techniques (Hecker et al., 2009b; Marbach et al., 2010) to predict unknown interaction networks based on high-throughput gene expression data. A number of approaches have been established to predict inference networks including Bayesian network modeling (Friedman et al., 2000), information theoretical approaches (Butte and Kohane, 2000; Faith et al., 2007), regression based models (D’Haeseleer et al., 1999; Hecker et al., 2009a), and differential equation models (Holter et al., 2001; Guthke et al., 2005, 2007). Biological networks are scale free networks composed of nodes and edges, where nodes represent the objects of interest and edges show the relations between those objects (Le Novere et al., 2009).
Biological interaction networks often use nodes to represent genes or proteins, and edges to show either a direct or indirect interaction, such as protein binding or transcriptional regulation (Barabasi and Oltvai, 2004). Network inference has been successfully applied to a variety of biological scenarios, including the modeling of immune diseases (Guthke et al., 2005; Hecker et al., 2009a), full-genomic models of Escherichia coli (Faith et al., 2007), and more recently, small scale networks describing fungal infections (Linde et al., 2010). So far these models have only focused on a single species and have not addressed host-pathogen interactions.

In the present work, we have generated the first interspecies computational model of molecular host-pathogen interactions. We used RNA-seq expression data from an infection time course for all interaction studies. The following strains were used in this analysis at 30˚C. Fungal cells were collected in the logarithmic growth phase and processed using the default settings in which only unique hits were kept for normalization (MOI) of five fungal cells per immune cell. Samples were incubated at 37˚C in 5% CO2, 95% humidity for up to 24h.

cDNA PREPARATION FOR RNA-seq
Total RNA was isolated from immune cells and C. albicans using the SV total RNA isolation system (Promega, Madison, WI, USA) following manufacturers instructions. To obtain RNA mixtures from both C. albicans and BMDCs, cells were first scraped in the provided lysis buffer, followed by homogenization with 200 µl of 0.5 mm acid-washed glass beads (Sigma-Aldrich, St. Louis, MO, USA) in a Fast Prep-24 cooling block at 4˚C (MP Biochemicals Europe, Illkirch, France) for 45 s at 5 m/s. Ribosomal RNA was depleted from 10 µg of pooled total RNA samples using the RibosomalGnome eukaryote kit for RNA-seq (Invitrogen, Carlsbad, CA, USA) and concentrated using the corresponding RibosomeNus Concentration Module (Invitrogen) following manufactures instructions for three independent biological repeats. For each sample, 1 µg of ribosomal-depleted RNA was converted into cDNA using the SMARTer PCR cDNA Synthesis kit and the Advantage 2 polymerase mix (Clontech, Mountain View, CA, USA). PCR amplifications were performed on 1/10 of the first strand reaction for 18 cycles of 90˚C for 1 min, 95˚C for 15 s, 65˚C for 20 s, and 68˚C for 6 min on a GeneAmp PCR system 9700 (Applied Biosystems, Carlsbad, CA, USA) and purified on ChromaSpin columns (Clontech, Mountain View, CA, USA). The resulting cDNAs were sequenced on the Genome Analyzer IIx at GATC (Konstanz, Germany) using 36 bp, single run, indexed read mode.

SEQUENCE READ MAPPING, PRE-PROCESSING, AND DATA NORMALIZATION

All sequencing reads were mapped using TopHat 1.2.0 (Trapnell et al., 2009) against the Sc3314 C. albicans assembly 21 (Szpyrek et al., 2010) and the M. musculus UCSC version mm9 from the ENSEMBL database (Flicek et al., 2011). Mapping was carried out using the default settings in which only unique hits were kept for

CANDIDA STRAINS AND GROWTH CONDITIONS

All strains were routinely grown on YPD plates (1% yeast extract, 2% peptone, 2% glucose, 2% agar) and in standard rich media YPD (1% yeast extract, 2% peptone, 2% glucose) for liquid culture at 30˚C. Fungal cells were collected in the logarithmic growth phase by a brief centrifugation, washed in sterile PBS, and diluted for all interaction studies. The following strains were used in this study: C. albicans clinical isolate SC5314 (Gillum et al., 1984) and homologous knock-out of Hap3 (hap3∆/hap3∆) and revertant strain (hap3∆/hap3∆ + CIP10) (HAP3, URA3), abbreviated in the text as hap3Δ and HAP3, were generated from the strain BWP17 (ura3::imm434/ura3::imm434 iro1::iro1::imm434 his1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hisG1::hi
further analysis. The gene expression and normalization analysis was performed as previously described (Mortazavi et al., 2008). Genes were tested for differential expression using the bioconductor package baySeq (Hardcastle and Kelly, 2010) relative to the 0-min infection time point. The analysis was carried out for C. albicans and M. musculus genes individually.

CLUSTERING AND OVER-REPRESENTED GENE ONTOLOGY TERMS

Fuzzy c-means clustering (Bezdek, 1992) was applied to the two expression matrices of differentially expressed genes from C. albicans and M. musculus. The optimal number of clusters was estimated as previously described (Guthke et al., 2005; Linde et al., 2010). Functional categorization and significantly over-represented categories were identified using the tool FungiFun (Priebe et al., 2011). All four hierarchical levels of FunCat (Weymuth et al., 2004) and Gene Ontology (Ashburner et al., 2000) categorization were used in this study.

NETWORK INFERENCE PREDICTION AND MEASURING INTERACTION ROBUSTNESS

Network inference was performed as previously described using the NetGenerator tool (Guthke et al., 2005; Linde et al., 2010). Briefly, NetGenerator is based on a set of linear differential equations and models the temporal change of the expression intensity $x_i(t)$ of gene $i$ at time $t$ as the weighted sum of the expression intensities of all other genes and an external stimulus $u(t)$ at time $t$. The external stimulus $u(t)$ is modeled as a stepwise constant function representing the change from no host–pathogen interaction to the onset of the interaction. The tool aims to identify a network structure, which best fits to the measured RNA-seq data, while it minimizes the number of predicted interactions (Guthke et al., 2005). Thus, a sparse network is inferred.

NetGenerator offers the possibility to integrate prior knowledge (i.e., putative regulatory interactions based on additional data besides the initial time series expression data). Based on the confidence of the prior knowledge source, it is possible to score each proposed interaction. The confidence of the prior knowledge is based on the level of experimentation used to verify a specific interaction and the number of independent experiments showing the same interaction. Since different data sources might be contradictory, prior knowledge is softly integrated, i.e., if a proposed interaction contradicts the measured data too much it can be removed by NetGenerator. Furthermore, the tool may add new interactions not covered by the prior knowledge in order to fit to the measured data. In this study, prior knowledge from public databases was softly integrated (Guthke et al., 2005). Each proposed interaction was scored in an additive manner based on the confidence of the prior knowledge source as follows: direct evidence that a gene is involved in a host–pathogen interaction (confidence score = 0.5), co-expression of two genes (confidence score = 0.25), and the occurrence of the respective transcription factor binding motif in the upstream intergenic regions of genes (confidence score = 0.125). Prior knowledge was obtained from GeneMania1, IntAct (Aranda et al., 2010), BioGrid (Stark et al., 2011), the C. albicans database (Skrzypek et al., 2010), the mouse genome database (Blake et al., 2011), and a number of peer-reviewed publications (Lane et al., 2001; Doedt et al., 2004; Marichenko et al., 2004; Zhao et al., 2004; Fridlin et al., 2005; Oberholzer et al., 2006; Wang et al., 2006; Spira et al., 2007; Theves et al., 2007; Zakikhany et al., 2007; Almeida et al., 2008; Raek et al., 2008; Nobile et al., 2008; Frohner et al., 2009; Griffin et al., 2009; Raman et al., 2009; Sella et al., 2009; Hinze et al., 2010; Hou et al., 2010; Smith et al., 2010; Wachtler et al., 2011) summarized in Figure 1C. Putative regulatory interactions were tested for robustness using two methods.

First, Gaussian noise was introduced with a mean of 0 and SD 0.05 to the estimated mRNA concentrations for 1000 iterations. Secondly, predicted interactions were screened for robustness against changes in prior knowledge by iterating the modeling approach 1000 times while randomly skipping 10% of all interactions in the set of prior knowledge for each run. Only edges that were confirmed by more than 50% of the iterations were considered to be robust and used in the resultant model.

REAL-TIME qPCR ANALYSIS

RNA sample preparation, reverse transcription, and real-time PCR were performed previously described (Bourgeois et al., 2009) using the following primers: mouse $\beta$-Actin, forward 5′-GCGTGAACATCAAGAGAACG-3′ reverse 5′-AGGAGCCAGACGCTTAAC-3′ (RTPrimerDB)2 mouse MTA2, forward 5′-CACCCTATAGCCTACGGC-3′ reverse 5′-GCTAGGACCTTAGACAAC-3′ mouse PTX3, forward 5′-CCTCTTGTGCTCTCCTGGT-3′ reverse 5′-TCTCCAGGATGAAGACG-3′ (Diniz et al., 2004), C. albicans TUP1, forward 5′-GACTACGCCTAAACGAGG-3′ reverse 5′-TGGTGCCACATCGTGTG-3′ C. albicans FRE6 forward 5′-CCGGTAAACACCCACCCAC-3′ reverse 5′-TGGATCAAGGTCCACGATC-3′ C. albicans SEFI, forward 5′-GTGGAGCCTGGCTTGTG-3′ reverse 5′-TGAAACACGAGGATCGAG-3′ C. albicans RIP1, forward 5′-TGCTGACAGTGTAAGAAG-3′ reverse 5′-GAACCAACCAGGAAATCAC-3′ as determined using the sequence analysis software Vector NTI (Invitrogen, Carlsbad, CA, USA). Results were calculated using the $\Delta \Delta C_t$ method and are expressed as the fold of the gene expression of interest versus the expression of a housekeeping gene in M. musculus ($\beta$-Actin) or C. albicans (RIP1) in treated versus untreated conditions.

CYTOKINE QUANTIFICATION FROM CO-CULTURE SUPERNATANTS

The amount of cytokines released into cell culture supernatants by immune cells during in vitro interaction studies with heat killed C. albicans were assayed after 24 h of co-culture using the mouse IL-2, IL-4, or TNFα Ready-set-go ELISA kit (R&D Systems, Minneapolis, MN, USA) or the Mouse Cytokine Array Panel A kit (R&D Systems) according to the manufacturers instructions.

BINDING AND LABELING Ptx3 IN VITRO

Recombinant mouse Ptx3 (rmPtx3) protein (R&D Systems) was reconstituted in sterile PBS and diluted for all experiments. Some 0.3 × 10^6 fungal cells were incubated for 1 h at 37°C with 5 μg reconstituted rmPtx3. Ptx3 was labeled with the primary antibody against Ptx3 (Abanova, Taiwan) and secondary

---

1http://genemania.org/data/

2http://madgen.agenat.be/rtrimerdb/index.php
labeled with goat-anti-rabbit 649 Dyelight (Thermo Scientific, Rockford, Illinois). Fungal cell wall chitin was labeled using 10 μM of Calcofluor White (Sigma-Aldrich). Intraacellular labeling of Ptx3 was performed using the BD Cytofix/Cytoperm Fixation/Permeabilization kit with BD GolgiPlug protein transport inhibitor (BD Biosciences, Heidelberg) after 6 h of C. albicans infection following manufactures instructions. Preparations were assessed by flow cytometry or visualized on an Olympus Cell-R live imaging unit (Olympus, Essex, UK) for all experiments.

**STATISTICAL ANALYSIS FOR INFERENCE MODEL VERIFICATION**

Statistical analysis of data was performed using the GraphPad Prism graphing and analysis software (GraphPad Software, San Diego, USA) for all in vitro experiments excluding the RNA-seq
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Binding of rmPtx3 to C. albicans mediates the expression of Hap3 target genes. (A) Intracellular labeling of endogenous Ptx3 induction after 6 h of C. albicans stimulation of macrophages derived from wild type or ptx3<sup>−/−</sup> bone marrow. (B) Intracellular labeling of endogenous Ptx3 after 6 h of C. albicans stimulation of macrophages derived from wild type bone marrow. Macrophages directly associated with fungal cells and show a strong signal for endogenous Ptx3, while those not associated have only background signal levels. (C) qPCR of PTX3 in BMDCs after 1 h of infection with different C. albicans strains. Results represent the mean of 3 pooled experiments ± SD. (D) FACS analysis of wild type strain SC5314 after 1-h treatment with rmPtx3, where untreated cells stained with PE only (red) and rmPtx3 and SC5314 (blue) are shown. Cells were gated by size to differentiate yeast and hyphal morphologies. (E) Fluorescence microscopy of SC5314 after 1-h pre-treatment with 5 µg rmPtx3 (red) or 10 µM Calcofluor White (blue). (F) qPCR of predicted targets genes of Hap3. SC5314 (white), BWP17 (gray), hap3∆/hap3∆ (blue), and hap3∆/hap3∆ + HAP3 (black) after 1 h pre-incubation with 5 µg rmPtx3 are shown. Results represent the mean of 3 pooled experiments ± SD.

binding in fungal hyphae compared to yeast form cells. This is consistent with our fluorescence microscopy analysis, where we detected much stronger signals on the hyphal cell walls compared to the bud scars on yeast form cells.
Given that rmPtx3 binds to the fungal cell surface, we assessed if rmPtx3 binding influenced the expression of predicted fungal Hap3 target genes as predicted by the inferred network using qPCR (Figure 2F). There are 10 predicted target genes of Hap3 that were recently identified in a network inference study using microarray data from C. albicans during in vitro epithelial infection, where iron is assumed to be limited (Linde et al., 2010). Out of the 10 putative Hap3 target genes, we found three, TUP1, FRG5, and SEF1, whose expressions were significantly decreased in C. albicans after rmPtx3 binding, verifying their functionality as Hap3 target genes. Interestingly, the levels of these genes increased in the Hap3 knock-out. These data strongly suggest that their down-modulation upon binding of rmPtx3 is Hap3-dependent.

**CANDIDA ALBICANS BOUND BY Ptx3 ATTENUATES THE IMMUNE RESPONSE IN BMDCs**

Recently it was shown that the binding of recombinant human Ptx3 and fungal Hap3, would increase the expression of regulators, Ptx3 and fungal Hap3, would increase the expression of Mtα2 and thereby increase the expression of its target cytokines. In Hap3 knock-out cells, we found both on the cytokine arrays and by ELISA a significant decrease in TNFs (Figure 3D). These data show that the binding of Ptx3 to fungal cells alters the cytokine production by immune cells in a Hap3-dependent manner, and the regulation of Mtα2 target cytokines indirectly suggests an involvement of Mtα2 as predicted by the network inference model.

**IDENTIFYING CELL SURFACE Hap3 TARGET GENES**

To identify how immune cells could detect the regulation of the transcription factor Hap3 in C. albicans, we searched for putative Hap3 target genes that could have more direct contact with immune cells, including: cell wall, plasma membrane or secretory proteins. We focused on C. albicans genes of cluster 2, since their expression strongly increased expression over the time course of infection (Figure 1B). Within this cluster, we scanned for genes harboring the binding site of the Hap complex in their upstream regulatory regions (Bak et al., 2008). We further narrowed down the candidate list by removing genes that did not have a predicted cellular localization or function in the C. albicans database (Skrzypek et al., 2010). Following these selection criteria, nine candidate genes were left that we used to infer an additional network in combination with Ptx3, Hap3, and Mtα2 to determine if an interaction could be inferred with a protein that could come in direct contact with immune cells (Figure A3 in Appendix). To increase the reliability of the putative Hap3 interactions within the new interaction network, we included the validated interactions from our experiments within this study (repression of HAP3 by Ptx3 and Mtα2 by Hap3), as additional prior knowledge. Of all of the candidate genes, only the activation of CDA2 (a putative chitin deacetylase in C. albicans) by Hap3, was robust against Gaussian noise and partial skipping of prior knowledge.

**DISCUSSION**

In this study, we aimed to infer a network that predicts interactions between host and pathogenic species under infection settings. To our knowledge, this is the first network inference approach predicting host-pathogen interactions. This approach allowed for the prediction, identification, and experimental verification of interdependent sub-networks composed of a single C. albicans transcription factor Hap3, and the M. musculus genes Ptx3 and Mtα2. The experimental validation suggests a putative mechanism to explain how these interactions could be regulated during infection of immune cells by fungal pathogens.

Our modeling approach was fundamentally based on differential equations, which have been previously used to infer regulatory network models (Toeppe et al., 2007; Linde et al., 2010). This approach is generally suitable for time series data. Nevertheless, this approach is inappropriate for large-scale modeling, because a large number of genes incorporated into a differential equation based model leaves open a number of parameters to be identified. This may result in an over-fitting of the data. The modeling approach uses four attempts to prevent over-fitting. First, we restrict the number of genes within the model such that a smaller number of parameters need to be identified. Second, it aims at inferring a sparse network where many parameters are zero. Thirdly, it makes use of re-sampling techniques where the data are
perturbed in a random manner. Finally, we make use of prior knowledge guiding the inferred structure to a knowledge-based solution. Thus skipping incorrect network structures.

Gene expression levels, as well as available prior biological knowledge, were used to aid in the narrowing of genes that we chose to incorporate into the model. For this reason, genes where no biological knowledge was available were excluded from further analysis. However, we cannot exclude the possibility that additional genes of unknown function might also play a role in our inference model. This remains a limitation of the modeling approach, in so far as predictions can only be made for genes where a reasonable amount or prior knowledge is available. The genes incorporated into the model represent only one possible scenario of interactions and we do not exclude the possibility that other genes may play a role under other conditions. We have already started to take first step for a full-genomic network modeling for C. albicans utilizing a compendium of all available expression data (Albassawi et al., 2012). Moreover, we primarily focused on genes acting as putative network "hubs" in their organisms (Bulakova et al., 1995). Hubs are genes such as transcription factors that regulate many other downstream genes within a network either directly or indirectly. Hubs were chosen because they are less likely to have redundant roles. Therefore, we would expect a stronger phenotype than investigating genes that are sparsely connected. This also means that the interactions we are investigating are more likely to be indirect and should be interpreted with caution.

From our original candidate gene list, we inferred HAP3 as a putative network hub targeted by innate immune cells. Interestingly, several putative target genes of Hap3 identified in this study are predicted to localize to the plasma membrane, cell wall, or are involved with cell wall reorganization in C. albicans. The fungal cell wall is a dynamic structure, which undergoes significant structural and molecular composition remodeling throughout its life cycle, as well as in response to a variety of external stimuli (Chaffin, 2008). As Hap3 in C. albicans is a transcription factor up-regulated under iron-limiting conditions (Linde et al., 2010), it is likely that its function during fungal recognition or phagocytosis by immune cells is indirect. Of all of the candidate cell surface Hap3 targets, only Cda2, a putative chitin deacetylase forms a robust interaction with Hap3 within the second network (Figure A3 in Appendix). Chitin deacetylase enzymes exist in both intracellular and secreted forms in different fungi, where they hydrolyze the acetamido group in the N-acetylglucosamine units of chitin and chitosan, leaving glucosamine units and acetic acid form as byproducts (Zhao et al., 2010). Chitin deacetylases exist in both Saccharomyces cerevisiae (Martinou et al., 2002) and in the opportunistic fungal pathogen Cryptococcus neoformans, where they have been suggested as an antifungal target due to their severe effect on cell wall integrity (Baker et al., 2007). Notably, chitin deacetylases are secreted during different developmental stages of some other fungi (Zhao et al., 2010). For example, in Colleotrichum lindemuthianum, a plant fungal pathogen, chitin deacetylases are...
exclusively secreted during hyphal penetration into plant tissue (Tókayasu et al., 1996). We find that Ptx3 induction is decreased in the CDA2 knock-out (Figure 2C), further suggesting a possible connection to the inferred network model. These data are consistent with the overlap of Ptx3 staining and that of Calcofluor White (Figure 2E), which binds to exposed chitin. Therefore, it is tempting to speculate that the recognition of C. albicans by immune cells triggers the production of this enzyme to induce cell wall remodeling as an evasion strategy. However, further work beyond the scope of this study is needed to decipher the specific function of Cda2 in C. albicans and its connection to Hap3.

We observed that upon binding of rmPtx3 to fungal cells, the C. albicans virulence genes TUP1, FRE6, and SEF1 mRNA levels significantly decreased in a Hap3-dependent manner (Figure 2F). Tup1 has a well-characterized role as a key regulator in C. albicans morphogenesis (Braun and Johnson, 1997). We cannot exclude the possibility that Hap3 and Tup1 may have similar or even complementary functions during interaction with immune cells. Interestingly, both Tup1 and Fre6 are either directly or indirectly involved in the C. albicans cell wall homeostasis. Tup1 is a multifunctional transcriptional co-repressor of filamentous growth in C. albicans whose lack leads to constitutive filamentous growth (Braun and Johnson, 1997; Park and Morschhäuser, 2005). Fre6 is an uncharacterized protein, for which in silico predictions suggest it to reside in the plasma membrane with a putative functional similarity to the ferric reductase Fre10, an important protein in iron acquisition (Knight et al., 2003). Therefore, their regulation upon binding or phagocytosis might play an additional role in cell wall remodeling during infection. Since fungal cells experience severe iron-limiting condition within phagosomes of host cells, Hap3 and Fre6 appear as logical candidates involved in this reciprocal interaction. Likewise, Sel1 regulates iron uptake, and has recently been shown to promote virulence in a mouse model of bloodstream infections (Chen et al., 2011). Interestingly, it was shown that knock-out mice lacking Ptx3 are hyper-susceptible to A. fumigatus (Moalli et al., 2010). However, no in vivo work has been performed to date using ptx3Δ− mice and C. albicans. A recent study has shown that the activation of the complement system via the lectin pathway can be triggered via a complex of Ptx3 and mannose binding lectin (MBL) on C. albicans mannan (Ma et al., 2011). They showed the MBL-Ptx3 complex could enhance the deposition of the complement components C3 and C4 and thereby increase phagocytosis of C. albicans by polymorphonuclear leukocytes. It has previously been shown that C3 knock-out mice are additionally more susceptible to C. albicans infections (Han et al., 2001). Therefore, it is possible that the absence of Ptx3 could result in reduced activation of the complement pathway and reduced fungal killing. In vivo studies using ptx3Δ− mice would be needed to investigate this hypothesis.

We found that the expression of MTA2 and the regulation of its downstream targets such as cytokines IL-2 and IL-4, are increased during immune cell invasion by C. albicans in a Hap3-dependent manner (Figures 3B,C). Moreover, we found that an altered-immune response is one consequence of rmPtx3 binding. Mta2 knock-out mice display partial embryonic lethality, while the surviving mice develop lupus-like autoimmune symptoms, including severe developmental phenotypes (Lu et al., 2008). Mta2 is uniquely associated with the NuRD chromatin complex, which has both nucleosome remodeling and histone deacetylase activity (Feng and Zhang, 2003). Although there has been no data...
to date in fungi indicating a role for host chromatin in pathogenesis, recent work in bacteria and viruses (Hamon and Cossart, 2008; Rohde, 2011) shows that chromatin remodeling is induced in host cells during invasion. Consistent with these observations, our data suggests that the regulation of MTA2 may affect chromatin remodeling in immune cells in the response to fungal pathogens. The resultant altered-immune response may be disadvantageous to the pathogen because it would promote fungal clearance.

We propose that Hap3 constitutes a target hub of C. albicans, which actively regulates immune responses through the reorganization of the C. albicans cell wall during invasion of innate immune cells (Figure 4). Specifically, we propose a model in which the binding of Ptx3 released from immune cells to C. albicans cell wall triggering the reorganization of the C. albicans cell wall and plasma membrane via the activation of Hap3 target genes. This reorganization in turn changes the recognition of the fungus by the immune cells and attenuates the host immune response. This work demonstrates the possibility to experimentally verify predicted host-pathogen relationships based on an interspecies model of network inference, showing that inference modeling can be used in the investigation of microbial pathogenesis. We propose that this method could be useful for the identification of antifungal target genes.
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**APPENDIX**

**FIGURE A1** | FACs analysis of rmPtx3 binding to *C. albicans* yeast and hyphal cells. SC5314 after 1 h treatment with rmPtx3. Cells were gated according to morphology based on size, all Candida cells analyzed (green gate), yeast form only (black gate) and hyphal form only (the brown gate). Histograms for untreated cells (red), and treated rmPtx3 and SC5314 (blue) are shown.

**FIGURE A2** | rmPtx3 binds to the *C. albicans* surface and alters the immune response. The cytokine array panel for *M. musculus* (R&D systems) where each spot represents an individual cytokine (in duplicate) for supernatants from BMDCs treated fungal cells pre-treated with rmPtx3 after 24 h.
FIGURE A3 | Inferred network model between C. albicans and M. musculus using of candidate Hap3 effector genes. C. albicans (blue) and M. musculus genes (green) included in the model are shown. The following interactions are represented on the model: predicted interactions based on the RNA-seq data set from individual species where no prior knowledge exists (black) or predicted interactions between a C. albicans and M. musculus gene where no prior knowledge exists (red), or where prior knowledge exists but does not correspond to expression data set (gray, dotted). Here, activation is shown as a pointed arrow and a repression a blunted arrow.
3.2 Paper 2: *Current Opinion in Microbiology*. 2012; 06:22

**Systems Biology of Host-Fungus Interactions: Turning Complexity Into Simplicity**

Lanay Tierney¹, Karl Kuchler¹, Lisa Rizzetto², Duccio Cavalieri²,³

This review addresses recent advances in understanding the complexity of host-pathogen interactions using systems biology approaches among the major opportunistic and pathogenic fungi. The manuscript addresses the mounting complexity in this field from three different perspectives including that of the host, the pathogen, and the host-pathogen interface. We describe recent work on the evaluation and identification of the transition from the commensal to pathogenic state in fungi using bioinformatics and functional genomics tools. Additionally, the review focuses on novel methods that aid in the integration of genome-wide-datasets from both fungal and host immune responses including inference modeling (similar to what is described in Paper 1 of this dissertation), web based resources, and game theory mathematics. Moreover, we propose strategies for parsing genome-wide-datasets into testable hypotheses in order to more easily validate current systems biology based methods.

For this review, I conceived the outline for the paper, prepared the figures, and wrote the majority of the manuscript.
Systems biology of host–fungus interactions: turning complexity into simplicity
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Modeling interactions between fungi and their hosts at the systems level requires a molecular understanding both of how the host orchestrates immune surveillance and tolerance, and how this activation, in turn, affects fungal adaptation and survival. The transition from the commensal to pathogenic state, and the co-evolution of fungal strains within their hosts, necessitates the molecular dissection of fungal traits responsible for these interactions. There has been a dramatic increase in publically available genome-wide resources addressing fungal pathophysiology and host–fungal immunology. The integration of these existing data and emerging large-scale technologies addressing host-pathogen interactions requires novel tools to connect genome-wide data sets and theoretical approaches with experimental validation so as to identify inherent and emerging properties of host-pathogen relationships and to obtain a holistic view of infectious processes. If successful, a better understanding of the immune response in health and microbial diseases will eventually emerge and pave the way for improved therapies.
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Introduction

In ecology and immunology, tolerance usually refers to host mitigation of the fitness costs of an infection [1]. This is distinct from resistance, whereby the host reduces the microorganism burden. These costs may tip the balance of an immune response towards tolerance of environmental microorganisms, including fungi. Modern pressures on the immune system and the natural composition human microbiome have partially resulted from the expansion of fungi in fermented foods, including opportunistic pathogens colonizing humans. This is particularly important for intestinal tissues, where mucosal immunity faces life-long challenges by beneficial and detrimental microbes [2,3]. These microbes, including pathogenic fungi, possess a molecular arsenal to escape diverse defense mechanisms of immunocompetent hosts. It is thought that the co-evolution of opportunistic pathogens with their healthy host may aid in their ability to exploit host defenses and remain tolerant [4].

The history of host and fungal interactions will strongly influence resistance against and tolerance to microorganisms. Cross-talk mechanisms during host–pathogen interactions will impact the outcome of infections and further influence subsequent pathogen exposure. As a result, genome-wide studies have gained in popularity to investigate global response patterns to infections from both the host and pathogen side. However, biological interpretations of genome-wide studies are limited to only a fraction of the theoretically possible interactions between genes, environmental conditions, and life cycles taking part in a host–pathogen setting (Figure 1). The enormous complexity underlying the host–pathogen interplay when considering the theoretically possible genetic interactions of even a few genes, necessitates the simplification of systems to cellular or pathway levels. A systems biology approach at different levels — genomic, proteomic, and metabolomic — is an emerging strategy to better understand the pathophysiology of infectious processes and their underlying mechanisms during host–pathogen interactions [5,6].

Systems biology is a rapidly evolving integrative approach that connects many disciplines and aims to create a quantitative and predictive understanding of biological processes. Systems biology approaches follow iterative cycles of modeling and data generation, based on a given biological and testable hypothesis [7]. Recent seminal reviews highlight the power of these different approaches in the dissection of mammalian innate immunity [8**,9–12], the reconstruction of immune signaling, transcriptional networks [13*], and host–pathogen interactions [14,5,6].
Innate microbial advantages for immune cells in which multiple outcomes are determined by pathogen-specific mechanisms, engaging cell-bound, soluble, or intracellular receptors, in a stage-specific and cell-specific manner [19]. To date, hundreds of proteins and genes have been implicated in the innate immune response [20]. The transcriptional response to a microbial stimulus is further tailored to both the stimulus and the responsive immune cell [21].

The analysis of the transcriptome of human dendritic cells (DCs) to *Aspergillus fumigatus, C. albicans*, and *S. cerevisiae* showed how the expression of immune-relevant genes increases depending on the morphology, life-stage, and incubation period with the fungus [22,23,24]. Models of downstream signal transduction networks using gene expression data have been generated based on similarities in expression profiles in related species, the prediction of shared regulatory motifs, and their integration at the pathway level [25]. Recently, a combination of a forward-genomics and reverse-genomics approach enabled the reconstruction of transcriptional and regulatory networks driving the immune response in DCs to a viral infection [26-28]. The resultant network model investigated how pathogen-sensing pathways achieve specificity and the influence of a single regulator on modulating inflammatory genes and viral responses depending on the timing of the regulator activation. A regulatory network of potential interactions between microRNAs and mRNAs is an additional level of complexity of how pathogens could manipulate host cell responses [27].

The extent to which early transcriptional regulatory events determine the decision-making process in immune cells responding to different pathogenic fungi is still an open question. However, an increasing number of databases are collecting and annotating functional information. For example, the InnateDB curates the innate immunity interactome [28], and ImmGen collects immunological microarray data (www.immgen.org). The further development of cell-specific bioinformatic tools to analyze the response in macrophages [29] or DCs [30] will allow for the classification of stimuli by their species-specific transcriptional programs governing fungal recognition (Rizzetto et al., unpublished observation).

While the analysis of gene expression is commonly used to study the activation of immune cells, proteomics constitute a complementary approach providing a direct view on protein levels as well as their activities. Proteomics...
however poses additional challenges, including cost and the technical limitations to make the process quantitative [31]. Moreover, mRNA expression levels are not necessarily correlated with protein production, hampering the comparative analysis of these data sets. A recent study combined a comprehensive quantitative proteome and transcriptome analysis on immature and cytokine-matured human DCs [32]. Although the overall correlation between differential mRNA and protein expression was low, the correlation between components of DC relevant pathways was significantly higher, underscoring that the integration of related data sets at the pathway level can significantly increase the predictive power of multiple -omics analyses. Recently, a global investigation of the macrophage phosphoproteome and its dynamic changes upon TLR activation has been identified [33]. Functional bioinformatic analyses confirmed already known players of the TLR-mediated signaling and identified new transcriptional regulators previously not implicated in TLR-induced gene expression.

**Pathogen perspectives**

**Fungal adaptation to host immune surveillance**

Fungal pathogens have developed sophisticated means to evade or persist in the host, despite normal immune surveillance [34]. The use of genome-wide technologies to study global transcriptional changes has revealed the complexity of fungal adaptation to various host niches. Recent studies provide insights into the mechanisms of adaptation during infection, which include: the expression of anti-phagocytic functions and specific nutrient acquisition systems, the remodeling of central carbon metabolism, and the hypoxia response [35,36]. Virulence factor expression is, to a large extent, embedded in the regulation of functions needed for growth in the mammalian host. Pioneering early work on the differential gene expression of fungi phagocytosed by immune cells including macrophages, neutrophils, and granulocytes, revealed, among others, a dynamic response to nutrient starvation, oxidative stress, and iron limitation. Attempts by fungi and especially Candida spp. to adapt to the damaging effects of the environment via the activation of genes encoding antioxidant and detoxifying enzymes, and iron uptake proteins were shown [37]. A physiological role for cell surface superoxide dismutases in detoxifying reactive oxygen species (ROS) in innate immune cells and facilitating immune evasion was found [38]. In addition, autophagy and phagocytosis mechanisms are important virulence traits of fungi to enable persistence and survival [39,40]. Notably, a global model of iron homeostasis in *A. fumigatus* has integrated data from Northern blot analysis, microarray expression, transcription factor knock-out mutants, and the occurrence of transcription factor binding motifs in regulatory regions of the genes to predict new transcription factor to target interactions [41].

Fungi may also evade the immune system by changing virulence gene expression at different infection stages upon encountering host conditions. For example, a novel flow cytometry-based technique showed how changes in fungal gene expression profiles occurring over time influenced patient outcomes with clinical strains of *Cryptococcus neoformans* [42,43]. Using an *in vitro* oral candidiasis model, *C. albicans* mutants defective in regulators of hyphal formation were attenuated in their ability to invade and damage epithelial cells [44]. The further use of microarray and RNA-seq technology in conjunction with *in vitro* infection models could be used to further investigate the role of stage-specific virulence gene expression.

**Genome dynamics of fungal pathogens**

Many fungal clinical isolates display a large degree of genetic and genomic heterogeneity. Segmental or whole-chromosome aneuploidy can be a source of selectable phenotypic variation in fungal species [45], conferring a selective advantage in a host setting [46]. For example, exposure to specific antifungal drugs increases the frequency of adaptive events, promoting drug resistance in independent lineages of *C. albicans* cells [47]. Additionally, loss of heterozygosity events is elevated in *C. albicans* in response to oxidative, heat, and antifungal drug stress *in vitro* [48]. Although rare, even *S. cerevisiae* may become an opportunistic pathogen under very specific conditions or genetic alterations [49]. Hence, cell population dynamics and evolutionary forces imposed by host stress and other factors may represent the driving force of genomic plasticity in fungal pathogens that enable colonization of various host niches. Strain variability and surface alterations could also explain differences in the host immune response [50], providing new opportunities to model host immune system interactions. Pathogenicity itself could reflect adaptive advantages conferred by the acquisition of virulence traits in different strains, thereby increasing pathogen fitness.

Contrary to *S. cerevisiae*, *C. albicans* lacks a complete sexual cycle, impeding efficient genetic analyses and limiting systems biology approaches with this obligatory diploid fungus. Under certain environmental conditions, *C. albicans* can switch from to a mating-competent state [51]. This transition modulates metabolic preferences, antifungal drug resistance, niche distribution, and host immune cell-specific interactions among many others, and is therefore an important consideration in the investigation of fungal fitness within host niches. Comparative genomic studies have the potential to identify new virulence-associated gene networks [5,52]. The number of sequenced fungal genomes publically available has significantly expanded in recent years [53]. In addition, the *Candida* Genome Database (CGD) and the *Aspergillus* database, among others now offer multiple species, facilitating these comparisons. The availability of genomic datasets studying specifically host-fungi inter-
actions have also expanded (Table 1), along with the number of software platforms available for the analysis and integration of genome-wide data sets [54]. Exploring commonalities and differences among fungi could be used to further understand the genetic basis for pathogenic phenotypes.

Infection modeling and microbial arcades

Spatio-temporal modeling of infection dynamics is an emerging field to incorporate the dynamics of pathogenesis [55,6]. One approach is evolutionary game theory, an application of game theory mathematics based on the relationship between the behavior of an organism and its evolution, or co-evolution, with other species. These studies formulate a simplified infection in silico and predict pathogen fitness by identifying game rules, often from genome-wide expression data. Most recently, it has been used to describe infections including mixed viral infections of Arabidopsis thaliana [56], persistent bacterial infections [57], a simulated multi-species biofilm [58], and the mechanisms enabling survival of C. albicans inside macrophages [59**]. For C. albicans, the outcome was analyzed based on the mean evolutionary cost of a cell population to obtain a positive fitness and the infection strategy employed by C. albicans to enable proliferation in the host was hypothesized be responsive to this cost. These studies emphasize the importance of analyzing microbes as adaptive social components of biological systems, because of their ability to sense and respond to the requirements of their own population, and that of their environment [60**].

Computational modeling has been used to reconstruct the complex network between the immune cells and the bacterial pathogen Mycobacterium tuberculosis. On the basis of known interactions of the bacteria during infection, they estimated the influence of specific factors, such as an increase in specific cytokines or vaccination, on bacterial clearance and thereby identified the overall propensity for the bacteria to persist in the host under a wide range of conditions [61].

Most modeling approaches use genome-wide microarray expression data or RNA-seq. RNA-seq provides the advantage of simultaneous expression profiling of genes of the pathogens and their hosts, reducing concerns about platform-dependent effects. In addition, RNA-seq can potentially be used to investigate allelic variants of a transcript, and the evolution of microorganisms within its host. Small-scale network inference from the simultaneous analysis of C. albicans and DCs from M. musculus has predicted novel host–pathogen genetic interactions [62**]. Furthermore, a genome-wide inference network using C. albicans has identified a number of candidate antifungal target genes [63]. These studies emphasize the advantages of simplifying genome-wide expression data using modeling and inference techniques to identify novel interactions and strategies utilized by the host and pathogen during infection.

Significant hurdles remain in order to use infection modeling on a large scale. One major limitation is that the experimental data is generated at different time scales. The transcriptional response of fungi takes place after minutes, proteomics from minutes to hours, and the subsequent immune response to the fungus from hours to days or even weeks. Choosing a mathematical approach to relate these time scales is not trivial. Moreover, the use of different units, strains, and animal models between laboratories can limit the ability to compare data sets. There been a push to standardize genome-wide data sets, including the Minimum Information for Biological and Biomedical Investigations (MIBBI, http://mibbi.sourceforge.net/), which will significantly aid in dataset comparison between laboratories. Relatedly, the maintenance and integration of new and existing fungal databases is needed to make the available information accessible and decrease the bottleneck for data analysis. Curation based on data models that incorporate pathway information [64] will make it easier to

<table>
<thead>
<tr>
<th>Database</th>
<th>URL</th>
<th>Description</th>
<th>Pathogen</th>
</tr>
</thead>
<tbody>
<tr>
<td>BiologicalNetworks</td>
<td><a href="http://flu.sdsc.edu/index.jsp">http://flu.sdsc.edu/index.jsp</a></td>
<td>Interactive networks, proteomics, transcriptomics, and metabolomics</td>
<td>Viruses</td>
</tr>
<tr>
<td>HPIDB</td>
<td><a href="http://agbase.missstate.edu/hp">http://agbase.missstate.edu/hp</a></td>
<td>Protein interaction database</td>
<td>Bacteria, viruses, fungi</td>
</tr>
<tr>
<td>PATRIC</td>
<td><a href="http://www.patricbrc.org">http://www.patricbrc.org</a></td>
<td>Bacterial and human proteins</td>
<td>Bacteria</td>
</tr>
<tr>
<td>PHBase</td>
<td><a href="http://www.phibase.org">http://www.phibase.org</a></td>
<td>Data-mining and gene expression data</td>
<td>Fungi, erythrocytes, bacteria</td>
</tr>
<tr>
<td>PHIDAS</td>
<td><a href="http://www.phidas.us">http://www.phidas.us</a></td>
<td>Data-mining, genomic sequences and gene expression data</td>
<td>Bacteria, viruses, parasites, fungi</td>
</tr>
<tr>
<td>PhylomeDB</td>
<td><a href="http://phylomedb.org">http://phylomedb.org</a></td>
<td>Gene expression data</td>
<td>Bacteria, fungi</td>
</tr>
<tr>
<td>vHoT</td>
<td><a href="http://vhot.vhoT.org">http://vhot.vhoT.org</a></td>
<td>Protein interaction database</td>
<td>Bacteria, viruses, fungi</td>
</tr>
<tr>
<td>PIG</td>
<td><a href="http://molvis.vbi.vt.edu/pig">http://molvis.vbi.vt.edu/pig</a></td>
<td>Prediction of mRNA targets of viral microRNAs</td>
<td>Viruses</td>
</tr>
</tbody>
</table>
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integrate new types of data sets, such as metabolomics, proteomics or host-pathogen data sets, as they become available.

Conclusions and outlook
A frequent critique of systems biology is that the massive influx of data has led to a fundamental loss of perspective because data generation has outpaced our capacity and ability to analyze them. It is therefore easy to lose the scale in which -omics data is biologically meaningful. Taking a lesson from Schrödinger’s philosophy, the understanding of inner workings of the eye does not bring one closer to the perception of color: the additional information is irrelevant to the question. In other words, the biological context and proper parameter estimation of biological data sets is the key to generate models of predictive power. An initial definition of the system and its potential impact on the interacting species it contains is therefore required for analysis, including responses that determine pathogen clearance or host killing. Understanding the evolution of fungal strategies to survive and infect the host requires simultaneous investigation of microorganism–host interactions in both pathogenic and commensal species. Lessons learned from modeling the cell cycle show the importance of obtaining time course information either at the whole genome, or at the single molecule level, including the identification of biologically meaningful parameters, to obtain identifiable models. Developing strategies for the integration of multiple and complementary — quantitative -omics data sets, in a dynamic manner, will also be essential to further our understanding of microbial infections by reducing available data sets into testable models.

The host immune response is a complex entity and its behavior cannot be investigated in isolation from the environment that is driving adaptive changes, such as host immune defense. Systems biology holds the promise of helping us to obtain holistic views on the extent of this environment, and to generate predictions of host-microbe behavior and disease outcome. Combining the major schools of thought of mathematical modeling and functional genomics is a promising to solution to reach the goals of deciphering infectious processes and eventually improving therapeutic approaches to fungal infections.
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Due to heavy intron loss over evolutionary history, splicing and alternative splicing are rare events in both *S. cerevisiae* and *C. albicans*. Nevertheless, several recent studies have shown that the remaining introns can be spliced in response to conditions mimicking the environment present in the host cells including immune acid starvation and a temperature shift to 37°C, among others. Combined, these data suggest that splicing as a process may play a greater role on the adaptation of these species to the host environment then previous thought. In this study, we identify and verify a subset of genes in that splice specifically in response to murine dendritic cells, including novel alternative spliced transcripts in that undergo splicing during discrete infection stages. In addition, we developed a mathematical model to quantify splicing efficiency. Based on these data, we propose that splicing could be a general adaptive mechanism in microbial pathogenesis. We further propose that the interaction between host and microbe is a potential driving force of intron evolution.
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**Abstract**

Environmental stimuli regulate splicing in eukaryotes. However, the global regulation of splicing during pathogenesis is unknown. Here, we use simultaneous RNA-seq of both host and pathogen transcriptomes to define a time-resolved set of genes in the human fungal pathogen *Candida albicans* that undergo infection specific splicing and alternative splicing during discrete infection stages with murine dendritic cells. We identify multiple novel alternative splice junctions in *C. albicans*, including non-canonical splice junction sequences, suggesting a higher level of complexity in the *C. albicans* spliceosomal machinery. We developed a mathematical model to quantify
splicing events and find that splicing during infection is generally an all-or-nothing effect, supporting the idea that splicing is co-transcriptional. Our data identifies infection specific splicing as an adaptive mechanism of *Candida albicans* to the host. The high conservation of the splicing machineries among other eukaryotes suggests the regulation of splicing may play a general role in virulence and intron evolution of pathogens.

**Introduction**

In eukaryotes, splicing is a universal mechanism of gene regulation. Splicing removes introns from precursor mRNAs (pre-mRNAs) via the nuclear spliceosome to produce mature messenger RNAs (mRNA) by catalyzing two sequential transesterification reactions.¹ This ribonucleoprotein complex is highly conserved across species and is composed of over 100 proteins and five small nuclear RNAs.² Splicing and alternative splicing (AS) are essential processes for regulating gene expression among higher eukaryotes during development and in response to stress.³ AS utilizes combinations of exons to generate diverse mature mRNAs from a single pre-mRNA transcript. It is the major mechanism responsible for bridging the gap between a comparatively small genome size in higher eukaryotes and their genetic diversity.

Introns themselves play an important role in genome adaptation in response to environmental pressures. Both intron gain ⁴ and intron loss ⁵ have been implicated as adaptive strategies over evolutionary history for a variety of organisms.⁶,⁷ The non-pathogenic *Saccharomyces cerevisiae* and the opportunistic fungal pathogen in humans *Candida albicans*, represent two extreme examples of intron loss in fungi, as over 90% of genes lack introns.⁸ Interestingly, the remaining introns in both species
display a non-random distribution and this enrichment has been postulated to confer selective advantages for these organisms. \(^9,^{10}\)

Although splicing and AS are rare events in both *S. cerevisiae* and *C. albicans* due to the low number of introns in the genome, recent work suggests that these processes may play a much greater role in the adaptation of these species to the environment than previously thought. For instance, amino acid starvation impairs splicing of a subset of *S. cerevisiae* genes, \(^11\) and the AS of the *C. albicans* gene *RPL30* (orf19.3788.1) is temperature-dependent. \(^10\) Most recently, the localization of the *Gnd1* was shown to be directed to either the cytosol or the peroxisomes based on the AS of its protein. \(^12\)

*C. albicans* is a natural colonizer of the human gut. In immunocompromised patients, it can disseminate systemically, inflicting severe diseases with a high mortality rate. \(^13\) Phagocytosis of *C. albicans* by innate immune cells, such as macrophages or dendritic cells, exposes fungal cells to a hostile and nutrient poor environment. Although the transcriptional response of *C. albicans* has been investigated using several *in vitro* infection models \(^14,^{15}\) a contribution of post-transcriptional processing mechanisms, such as splicing, to pathogenesis, remains entirely unexplored.

Here, we examine the global prevalence of splicing and during *C. albicans* pathogenesis using simultaneous RNA-seq of both host and pathogen transcriptomes. We identify a subset of genes that splice specifically in response to murine dendritic cells, including novel AS transcripts in *C. albicans*, that undergo splicing during discrete infection stages. Our data identifies infection-specific splicing as a novel adaptive mechanism of *C. albicans* to the host. The high conservation of the molecular splicing machinery among other microbial pathogens suggests that splicing control could be a
general adaptive mechanism in microbial pathogenesis to counteract host immune surveillance.

Results

We performed massively parallel RNA sequencing of cDNA (RNA-seq) obtained from co-cultures of C. albicans and M. musculus bone marrow-derived dendritic cells (BMDCs) over a time course of infection. BMDCs were chosen as the model host because they are required for the activation of adaptive immune responses and are an important cell type in pathogen recognition. The selected time points encompass four discrete C. albicans infection stages including: fungal adhesion, phagocytosis, hyphae formation, and phagosomal escape (Figure 1A) as quantified in the co-cultures by fluorescence microscopy (Figure 1B). RNA mixtures were purified from 3 independent biological repeats for each time point and subjected to deep-sequencing. The resulting ∼120 million 36-nucleotide long reads were simultaneously mapped to both the C. albicans and M. musculus transcriptomes for each time point. Over 80% of the sequence reads were successfully mapped (Supplemental Table 2).

We first determined the differential expression values of all genes for each species over the time course of the infection. Only transcripts that changed their expression levels at least two-fold relative to the pre-infection state were considered (Figure 2A). In total, approximately 600 C. albicans and 200 M. musculus genes were identified as differentially expressed over the infection time course. Strikingly, more than 16 times as many C. albicans genes decreased (n=507) in transcription than were up-regulated (n=31) in response to the initial exposure to BMDCs, and 5 times as many remained repressed at the point of phagocytosis (n=89, n=18), suggesting a general transcriptional repression on the side of C. albicans during the onset of infection.
Out of the differentially expressed *C. albicans* genes, 75 contain experimentally verified introns. We found that this intron expression was time dependent. We detected significant intron enrichment at 120 min above the genomic average of approximately 6% within the genome to over 25% (p value $2.2 \times 10^{-16}$, chi squared test) (Figure 2B), suggesting an importance for intron regulation during the infection process.

To see if genes associated with splicing were additionally regulated during the time course, we used the GO term finder from the *Candida* genome database (CGD) ([http://www.candidagenome.org/](http://www.candidagenome.org/)) on the differentially expressed gene set. At 30, 60, and 90 min, we find that genes associated with RNA binding are enriched as a category (Figure 2C). Furthermore, at 120 min, when we see the highest percent of intron containing genes, we find rRNA processing (p value 0.062), and several terms corresponding to ribosome biogenesis (p value $2.77 \times 10^{-14}$) and mRNA transport are enriched (Figure 2D). These data combined suggest that splicing in *C. albicans* as a process is generally enriched during the infection time course.

Based on sequencing of the *Schizosaccharomyces pombe* transcriptome and high-density tiling arrays with *S. cerevisiae*, it was recently proposed that transcriptional and splicing efficiencies could be mechanistically linked. Therefore, we investigated how the spliced genes were regulated at the transcriptional level. First, the expression values (RPKM) for all annotated *C. albicans* genes for all time points were collected from the TopHat read mapping. We separated those genes in which splice junctions were detected during all three sequencing repeats during at least one infection time point, which we refer to as our spliced gene set (Figure 3A) from those which were expressed, intron containing, but where either no splice junction was detected, or it was not consistently detected in the sequencing repeats. When all data
were pooled, the mean expression values of intron-containing genes (Figure 2E, blue line) and spliced genes (Figure 2E, red line) were around three-fold (p value $1 \times 10^{-6}$, permutation test) and six-fold (p value $1.4 \times 10^{-4}$, permutation test) higher, respectively, than the mean value of all genes (Figure 2E, green line). When the mean expression values for individual infection stages are resolved, we find a similar correlation for both subsets at time point 0 (spliced and intron-containing p value $1 \times 10^{-6}$, permutation test) (Figure 2F). This indicates that spliced genes in general are higher expressed than the genomic average, which was similarly observed for *S. pombe*.$^{19,20}$

For genes consistently detected as spliced, we verified the splicing of the sequenced cDNA using intron-spanning primers designed around the annotated junctions on CGD for each gene all time points over the 3 repeats (Figure 3A). Using this PCR based approach, we found that of our set of 50 junctions investigated 33 showed only the spliced product at all time points with BMDCs, however the remaining 18 junctions varied in their splicing pattern during the infection time course. We found 10 junctions in which partial splicing took place, in which a mixture of both spliced and non-spliced product were identifiable, 6 junctions belonging to genes with multiple introns where only one of the two introns were spliced (*HHO1, MMD1*, and *ATP1*), a form of AS referred to as intron skipping (Figure 4A),$^{21}$ and two in which multiple novel alternative splice forms were detected, in which there was a difference in 5´ donor site selection (*Orf19.4149.1* and *PRE8*) (Figure 4B-C). Interestingly, these AS forms were detected only at specific time points, suggesting that the infection stage was important for the generation of these different forms.

Intron removal is catalyzed by the spliceosome in sequence specific manner. The intron boundaries maintain highly conserved motifs that identify them.$^{22}$ To see if there was any selectivity for the spliced gene set on the sequence level, we looked for
motif variations among the donor, acceptor, and branch site motif sequences for the spliced gene set compared to the total set of intron containing genes in *C. albicans*. We found a common sequence motif variation among the spliced gene set, with a significant enrichment for an “A” 5 bp before the donor site (p-value 0.028, Chi squared test), and 6bp after the acceptor site (p value 0.043, Chi squared test) (Supplemental Table 4). No differences were found in the branch point site for the spliced gene set (data not shown). Differences in the sequences flanking the donor and acceptor site may aid in the recognition of the spliced gene set within the pool of intron containing genes by the spliceosome complex.

In order to see if the splicing or AS was dependent on the presence of BMDCs, we performed the same PCR based splicing analysis for all 53 junctions with *C. albicans* in a variety of media conditions alone including complete dendritic cell media (DCM), DMEM, YPD, and minimal media (MM) (Figure 3A). We found significant variation in the mRNA species present under media conditions alone compared the interaction time course. We saw an increase in the number of genes in which partial splicing was observed, and several genes in which splicing was dependent on the presence of the BMDCs, and not observed under any of the tested media conditions (Figure 3F). Importantly, under media conditions, we did not detect any difference in the mRNA species present throughout the time course (Figure 4A-C), whereas in the presence of BMDCs, especially for the AS genes, we detected some mRNA species only during specific time points, further suggesting the importance of association of *C. albicans* with BMDCs for the generation of these products.

In order to see if the spliced gene set functionally grouped, we checked again for any GO term enrichment of the spliced gene set. Although intron-containing genes in *C. albicans* are known to be enriched in ribosomal components we found that,
although the ribosome was significantly enriched (p value 0.0028), it was one of the least enriched categories overall (Figure 3G), suggesting a greater importance for the uncharacterized genes spliced during the infection time course.

As we observed many cases in which both spliced and unspliced products were detected, we wanted to quantify the extent of splicing within a single \textit{C. albicans} locus. To do this, we developed a mathematical model to calculate the splicing efficiency. In brief, we used the expression values (RPKM, i.e. Reads mapped per Kilobase in a million mapped reads) of the individual genes obtained from the sequencing reads mapped onto the coding and genomic \textit{C. albicans} assemblies. As a control, we verified with 50 random intron lacking genes that the expression values for the CDS and GDS are identical (Figure 3B) and only for intron containing genes is there a shift away from the y=x line (Figure 3C). With those conditions being satisfied, the ratio of the two expression values (CDS and GDS) can then be expressed as a function of the intron length relative to the total gene length (z), and the ratio of spliced and total mRNA originating from the locus (Figure 3D). This approach was used to calculate the splicing efficiencies for all \textit{C. albicans} intron-containing genes for all time points (Figure 3E). On the whole, 85% of the calculated splicing efficiency values were over 90% or below 10% indicating that under these conditions, splicing is generally an all-or-nothing effect, and supporting the idea that this process is regulated co-transcriptionally.

During the verification of our spliced gene set, we detected several additional bands in our PCR assay, corresponding to novel AS junctions for the \textit{C. albicans} genes \textit{HHO1}, orf19.4149.1 and \textit{PRE8} (Figure 4A-C) which were then sequenced to verify the shift in the junction compared to the annotated junction on CGD. We checked the expression of these genes by qPCR to verify that they were indeed expressed at the time in which the alternative junctions were detected (Figure 4D-F). Interestingly, we
found that the regulation of the alternative forms in a time dependent manner took place only upon interaction with BMDCs, and not in response to media only conditions including DCM (Figure 4A-C), DMEM, MM, or YPD (data not shown) suggesting the AS of these genes is induced by dendritic cells.

To investigate the functional role of the AS products, we looked for differences in protein domains of the AS products using the InterProScan. We did not detect any changes in the domains for the AS products of orf19.4149.1, or HHO1 compared to the normally spliced version of the genes. In Pre8, the normally spliced version contains two functional domains: InterPro entry IPR001353 (http://pfam.sanger.ac.uk/family/PF00227), a member proteasome family with homology to the alpha and beta subunits of the eukaryotic proteasome, and InterPro entry IPR000426 (http://pfam.sanger.ac.uk/family/PF10584), which contains the proteasome subunit A N-terminal signature. Interestingly, in both alternative splice products identified for Pre8, the N-terminal signature domain is absent. In *C. albicans*, 4 proteins are currently annotated as members of the proteasome complex, including: Pre5, Pre10, Pre9 and Pup2. All of the members contain both domains, as does the putative member of the complex Pre8, which might suggest that both domains are needed to be functional components of the proteasome complex.

**Discussion**

In this study, we identify infection-specific splicing in *C. albicans* as a hitherto unrecognized time-dependent response mechanism during host invasion by fungal pathogens. Using simultaneous RNA-seq of host-pathogen transcriptomes, we identified a subset of spliced and AS genes in *C. albicans*, including several novel AS transcripts in response to BMDCs. We further developed a mathematical model to
quantify the extent of splicing during the interaction. This is the first study to identify a contribution of regulating post-transcriptional processing mechanisms to C. albicans pathogenesis.

Phagocytosis of C. albicans by immune cells exposes it to starvation-like conditions, altering nutrient availability, pH, and attack by reactive oxygen species, among numerous others tissue and cell specific defense mechanisms by the host. The infection stages used in this study were chosen to maximize number of environmental stresses on C. albicans by profiling its transcriptional response before, during, and after phagocytosis by BMDCs. By using BMDCs, which have significantly reduced killing capacity compared to other host immune cells, such as macrophages and neutrophils, we extend the time for C. albicans to transcriptionally respond and adapt to environment within the phagosome. Therefore, the splicing response we detected may not be present in immune cells where different environmental stresses need to be considered.

A strong net down-regulation of spliced and non-spliced intron containing genes is observed immediately after infection is initiated. These data demonstrate that the infection provokes a global transcriptional repression of C. albicans that is not specific to the spliced genes. Since a correlation between splicing and elevated transcription was observable for the pre-infection state only, we conclude that splicing during infection constitutes a gene regulatory mechanism that is at least partially independent of the transcriptional response.

Out of the identified spliced gene set, over 50% are uncharacterized genes. Of those that have been characterized so far, previous studies indicate that the deletion of several of them leads to numerous phenotypes implicated in fungal pathogenesis, including: haploinsufficient growth defects (\textit{HHO1, ATP2})$^{26}$, decreased invasive growth
(Orf19.6220.4, LTP1, IDH1, ATP1 26, ASC1 27) decreased or abnormal filamentous growth (CDC14 28, ASC1 29), increased resistance to antifungal drugs (FCA1 30), and several putative essential genes (CDC12 31 and INO4 32). Notably, these include genes where we identified splicing or alternative splicing as infection specific, including CDC14 and HHO1 respectively. Based on our in vitro data, these defects combined, suggests a general decrease in the virulence capacity among the spliced gene set and may play a role in the overall virulence of C. albicans in vivo.

C. albicans is an intron poor species in which splicing and AS are rare events. Nevertheless, that the remaining introns are highly enriched in specific processes, suggest a functional significance for their retention, however what this function may be is not yet understood. As C. albicans is a natural human commensal and its evolution is coupled to its host, it is not surprising that some responses of the pathogen would only be detectable upon interaction with host cells. The phagocytosis of C. albicans by immune cells is an environment in which precise transcriptional regulation is required to counteract host challenge. The regulation of splicing during this process supports the idea that the remaining introns contribute to the fitness of the organism, and that environmental pressures exerted by the host may function as a driving force in intron evolution. The tight regulation of the AS products at specific infection stages is consistent with this hypothesis. Additionally, the overall splicing response itself is on par to what would be expected among higher eukaryotes, suggesting a higher level of transcriptional complexity than has previously been attributed to C. albicans.

In general, introns maintain the canonical dinucleotides GT-AG for the donor-acceptor site for over 98% of introns. However, variability in the splice site sequences is a known regulatory mechanism for selection by the spliceosome and non-canonical splice sites are more common for alternatively spliced genes. Of the
novel AS transcripts identified in this study, we find that one AS form of PRE8, contains a non-canonical splice site: AT-AG. It has been previously shown in eukaryotes, that the splicing signals and the splicing machinery have coevolved. 35 Non-canonical splice signals are indeed processed by different spliceosomal components and schemes have been devised to classify introns based on the type of spliceosomal machinery that recognizes them. 36 From an evolutionary perspective, combinations of these two signals have been suggested by Burge et al. to identify a transitional stage between the major spliceosomal machineries. Therefore, the ability of C. albicans to splice this non-canonical site may suggest the presence of additional spliceosomal components than have yet to be identified in the species.

We propose that the infection specific spliced and AS genes described in this work may represent a new set of C. albicans virulence genes, whose transcripts are differentially regulated upon interaction with host immune cells. The high conservation of the splicing machinery among other eukaryotic organisms suggests that changing splicing patterns could be a general adaptive mechanism for pathogenic species to counteract host immune surveillance.

Materials and Methods

Candida growth conditions

The C. albicans clinical isolate SC5314 37 was used in all in vitro experiments. The GFP-labeled C. albicans strain derived from the CAF2-1 38 was used for fluorescence microscopy experiments. C. albicans strains were routinely grown on YPD plates (1% yeast extract, 2% peptone, 2% glucose, 2% agar) and in standard rich media YPD (1% yeast extract, 2% peptone, 2% glucose) for liquid culture at 30°C. Fungal cells were collected in the logarithmic growth phase by a brief centrifugation,
washed in sterile PBS, and diluted for co-culture interaction studies in dendritic cell media (DCM) or standard minimal yeast media, YPD, or DMEM (PAA Laboratories GmbH, Pasching) for in vitro assays as previously described.  

**Differentiation of bone marrow derived dendritic cells (BMDCs)**

BMDCs were differentiated from the femurs of 7-9 week old wild type C57BL/6 mice as previously described. Briefly, bone marrow was differentiated for 7 days in DMEM, supplemented with penicillin and streptomycin (Life Technologies BRL), 10% heat-inactivated FCS (Invitrogen, Carlsbad, CA; USA) and 15 % GM-CSF-containing x-conditioned media. BMDCs were analyzed for typical dendritic cell markers by flow cytometry using a panel of marker antibodies. BMDCs were F4/80−, CD11b+, where at least 70% of the cells were CD11c+ representing dendritic cell lineages.

**Fungal-mammalian cell co-culture**

Fungal-mammalian cell co-culture was performed as previously described. BMDCs were plated at a density of 1.0 x10^5 cells/cm^2 in sterile cell culture dishes and incubated with fungal cells at a target ratio of 1:1 *C. albicans* cell to BMDCs. Samples were incubated at 37°C 5% CO₂, 95% humidity.

**C. albicans internalization assay**

Fungal-mammalian cell co-culture was performed with GFP-*C. albicans* on sterile microscopy cover slips. Cells were fixed in 2% para-formaldehyde for 3 min in PBS at room temperature. Blocking was performed in 4% BSA in sterile PBS at 4°C. Slides were then treated with a *C. albicans* cell wall-specific primary polyclonal antibodies (1:500 in 4% BSA in PBS) overnight at 4°C. Slides were then washed in sterile PBS, and treated with anti-rabbit CY5-conjugated antibodies (Sigma-Aldrich) in glycerol (1:350 in 4% BSA in PBS) for two hours. Finally, slides were inverted in mounting media (Sigma-Aldrich) containing 1µg/ml DAPI (Sigma-Aldrich). Imaging was
performed on an Olympus Cell-R Live Imaging Unit (Olympus, Essex, UK) for all experiments. We scored *C. albicans* cells based on their morphology and association with BMDCs in three independent biological repeats and 100 cells were counted per time point.

**Sample preparation for RNA-seq**

Total RNA was isolated from BMDCs and *C. albicans* co-culture samples and prepared for RNA-seq as previously described. All samples were sequenced on the Genome Analyzer IIX at GATC (Konstanz, Germany) using 36bp, single run, indexed read mode (36+7bp). All primary sequence data are MIAME-compliant and available at the ArrayExpress database (http://www.ebi.ac.uk/arrayexpress/) under accession number E-MTAB-595.

**Sequence read mapping and raw data pre-processing**

We first generated a reference set to include both *C. albicans* and *M. musculus* genomic and coding assemblies by joining all coding sequences from *M. musculus* assembly 37 and the orf-21 *C. albicans* assembly freely available from the CGD [http://www.candidagenome.org/](http://www.candidagenome.org/). We used Bowtie to map sequencing reads for all samples and repeats against our reference set using the default parameters with an allowance of two mismatches per read. We included the reporting of all valid alignments per read (-a), and singleton alignments were reported as best fit based on the quality and number of mismatched positions (-best). We extracted read alignments using NextGenTool (NGT) to avoid a potential bias to any specific reference region. NGT counts the number of mapped reads per coding sequence. If a read showed more than one valid equally scoring region, then the corresponding read was counted for each region respectively. However, the reads contribution was counted only once and was divided by the number of regions to which it aligned.
Sequence normalization for differential gene expression analysis

We normalized read counts and analyzed for differential gene expression as previously described. The Benjamini-Hochberg procedure was used to control the false discovery rate. In general, RNA sequencing can be modeled as a random sampling process, in which each read is sampled independently and uniformly from the RNA pool in the sample. Under this assumption, the read-counts follow a multinomial distribution, which can be approximated by the Poisson distribution. The Poisson distribution considers the property of equality of mean and variance. However, it does not account for frequently observed over-dispersion or bias in biological data. For this reason, we decided to use the negative binomial distribution, which produces a suitable underlying distribution. The negative binomial distribution provides one additional parameter, which can be used to adjust the variance independently of the mean. As the number of replicates of our sequencing datasets is relatively low, we decided to use a method that suggests the use of local regression on the graph of sample means and sample variance to estimate the per-gene variance. The final variance estimate for the individual read counts is then decomposed into an inherent Poisson shot noise and the per-gene raw variance term.

Splice junction identification

To identify splice junctions in C. albicans, we used TopHat via the GALAXY server using the default parameters on the read alignments obtained from Bowtie using the SC5314 21-genomic and 21-coding assemblies. We set the constraints for intron detection between 20-1000bp and visualized the detected splice junctions on the Integrated Genome Viewer (IGV). The existing intron annotations available on CGD were used to verify the positions of detected splice junctions. Only junctions that were detected in all 3 repeats for at least one time point were subjected to further analysis.
Splice junctions were verified using a PCR based protocol of treated samples. We used gDNA from *C. albicans* alone as the unspliced control for all samples. Primers were designed to flank existing intron annotations available on CGD for the spliced gene set (Supplemental Table 1). PCR amplifications were performed samples either from sequenced cDNA or of *C. albicans* treated in media conditions alone were for 32 cycles at 94°C 3 min, 94°C 30s, 55°C 30s, 72°C for 1 min. Samples which showed putative alternative splice products were sequenced to determine to the position of the splice junctions.

**qPCR**

RNA sample preparation, reverse transcription, and real-time PCR were performed previously described using the following primers: PRE8 forward 5′-TGGGACCAGATTTCGAGTA-3′ reverse 5′-TTCACCAGGTGGTATTT-3′, HHO1 forward 5′-AAAGAAAGCTGCCACCAAA-3′, reverse 5′-TGGAGCAGGTTTGGTTT-3′, Orf19.4149.1 forward 5′-ACCACACATTTCACCAACC-3′, and reverse 5′-TCTTGGTTTCTTGGCTT-3′. Results were calculated using the ΔΔct method and are expressed as the fold of the gene expression of interest versus the expression of the *C. albicans* housekeeping gene, RIP1, forward 5′-TGCTGACAGAGTCAAGAAA-3′ reverse 5′-GAACCAAGCTGCCAACCAAT-3′, in treated versus untreated conditions.

**Frequency distributions of spliced genes**

Frequency distributions were graphed using the mean of the CDS (RPKM<sub>CDS</sub>) pooled from all time points for all detected *C. albicans* genes with and without introns, intron-containing genes, and the spliced gene set. Distributions were graphed as relative frequencies as a percent (bin-width 100) and fitted with a Lorentizan function. The significance of the mean values for the spliced and intron-containing genes relative
to the total gene set was determined using a Permutation test for all time points separately and combined. For the permutation test, 1 million gene sets were drawn and compared the resulting difference-of-means distribution to the value obtained by our gene sets.

**Calculating C. albicans splicing efficiency**

For all spliced genes, we estimated the transcript abundance using the default parameters for Cufflinks \(^5\) on both the coding and genomic C. albicans assemblies. Bias correction was included. We used quartile normalization to estimate the RPKM values (reads per kilobase of exon model per million mapped reads) for each sample, and then used the mean of the RPKM values for the three repeats of the CDS (RPKM\(_{\text{CDS}}\)) and GDS (RPKM\(_{\text{GDS}}\)) assemblies, respectively for further analysis.

We based our splicing calculation on the quantification of transcript abundances retrieved from mapping the sequenced reads to the coding and genomic orf-21 C. albicans assemblies using Cufflinks. The RPKM retrieved from Cufflinks can be expressed as the following functions when mapping the reads to the CDS and GDS reference sequences. The RPKM formula was adapted from \(^4\):\(\:\)

\[
\text{RPKM}_{\text{CDS}} = \frac{10^9(E_1 + E_2)}{l_eN_{\text{CDS}}} \quad \text{and} \quad \text{RPKM}_{\text{GDS}} = \frac{10^9(E_1 + E_2 + I)}{(l_e + l_i)N_{\text{GDS}}}
\]

Where reads mapped to the exonic sequence originating from (spliced) mRNA \((E_1)\), reads mapped to the exonic sequence originating from (unspliced) pre-mRNA \((E_2)\), reads mapped to the intron \((I)\), length of the exonic sequence \((l_e)\), length of the intron \((l_i)\), and the total number of mapped reads \((N)\) are represented. For genes lacking introns \((E_2=0, l_i=0)\), the RPKM\(_{\text{CDS}}\) and RPKM\(_{\text{GDS}}\) values should be identical, if the total number of mapped reads for both the coding and genomic assemblies do not differ significantly.
(N_{CDS} = N_{GDS}). We validated this approximation using the CDS and GDS assemblies with Bowtie for all samples (Supplemental Table 3).

We therefore expect values of the RPKM_{CDS} and RPKM_{GDS} to differ only for spliced genes, which can be expressed by their ratio as:

\[
\frac{\text{RPKM}_{CDS}}{\text{RPKM}_{GDS}} = \frac{10^9(E_1 + E_2)}{l_e N_{CDS}} \frac{l_e N_{CDS}}{10^9(E_1 + E_2 + I)} \frac{10^9(E_1 + E_2 + I)}{(l_e + l_i) N_{GDS}}
\]

We base our further calculations on the assumption that the extent by which this ratio differs from one is proportional to the length of the intron relative to the length of the gene, and the ratio of spliced and un-spliced RNA originating from the locus (Supplemental Figure 1).

As the next step, the \(N_{CDS}/N_{GDS}\) is again approximated as one. Therefore, the expression simplifies to:

\[
\frac{\text{RPKM}_{CDS}}{\text{RPKM}_{GDS}} = \frac{10^9(E_1 + E_2)}{l_e N_{CDS}} \frac{l_e N_{CDS}}{10^9(E_1 + E_2 + I)} \frac{10^9(E_1 + E_2 + I)}{(l_e + l_i) N_{GDS}} = \frac{E_1 + E_2}{l_e} \frac{l_e}{E_1 + E_2 + I} \frac{E_1 + E_2 + I}{l_e + l_i}
\]

In the numerator, we substitute in as the next step:

\[
\frac{10^9 E_2}{l_e N_{CDS}} = \frac{10^9 E_2}{l_e N_{GDS}} = \frac{10^9(E_2 + I)}{(l_e + l_i) N_{GDS}} \text{ which is simplified as: } \frac{E_2}{l_e} = \frac{(E_2 + I)}{(l_e + l_i)}
\]

We base this approximation on the assumption that the average coverage of exonic segments of the unspliced pre-mRNA is approximately equal to the average coverage over the total gene length. We note, that although this approximation step does introduce an error margin into the calculation (which assumes an ideal gene in which the transcript coverage is approximately equal across the entire length), it is required for the downstream arithmetic simplification.
The expression is thus converted as:
\[
\frac{RPMK_{GDS}}{RPMK_{GDS}} = \frac{E_1 + E_2}{l_e + l_i} = \frac{E_1 + E_2 + I}{l_e + l_i}
\]

The expression can arithmetically be converted as:
\[
\frac{RPMK_{GDS}}{RPMK_{GDS}} = \frac{E_1 + E_2}{l_e + l_i} = \frac{E_1 + E_2 + I}{l_e + l_i} = \frac{E_1 + E_2 + I}{l_e + l_i}
\]

\[
\frac{E_1 l_i + E_1 + E_2 + I}{l_e + l_i} + \frac{E_1 l_i + E_1 + E_2 + I}{l_e + l_i} = \frac{E_1 l_i + E_1 + E_2 + I}{l_e + l_i} + \frac{E_1 l_i + E_1 + E_2 + I}{l_e + l_i}
\]

\[
\frac{1}{E_1 l_i + E_1 + E_2 + I} + \frac{1}{E_1 l_i + E_1 + E_2 + I} = \frac{1}{E_1 l_i + E_1 + E_2 + I} + \frac{1}{E_1 l_i + E_1 + E_2 + I}
\]

\[
1 - \left( \frac{l_i}{l_e + l_i} \right) \left( \frac{l_i}{E_1 l_e + E_1 + E_2 + I} \right) = 1 - \left( \frac{l_i}{l_e + l_i} \right) \left( \frac{l_i}{E_1 l_e + E_1 + E_2 + I} \right)
\]

This equation cannot be solved directly, since \( E_1 \) and \( E_2 \) cannot be determined.
However, by introducing two derived variables: the relative length of the intron to the total gene length (z) and the splicing efficiency (y), it is possible to determine the ratio of exonic reads derived from spliced mRNA and the total transcript derived from the locus.

\[
z = \frac{l_i}{l_e + l_i} \quad \text{and} \quad y = \frac{E_1}{l_e + E_1 + E_2 + I} = \frac{mRNA}{mRNA + pre-mRNA}
\]
Therefore, we can calculate the splicing efficiency of the locus using the final expression:

\[
\frac{\text{RPKM}_{\text{CDS}}}{\text{RPKM}_{\text{GDS}}} = \frac{1}{1 - y}
\]

Consequently, after substituting in the relative intron length for each intron-containing gene (which is determined from the annotated genomic coordinates), the splicing efficiency is retrieved representing the fraction of spliced mRNA in the total amount of transcript, spliced mRNA and unspliced pre-mRNA, originating from the locus. We used this final equation to calculate the splicing efficiencies for all intron-containing genes.

**Figure Legends**

**Figure 1.**

A. *C. albicans* - BMDC infection stages (30 min, attachment; 60 min, phagocytosis; 90 min, hyphal formation; and 120 min, phagosomal escape). *C. albicans* expressing GFP are shown in green, extracellular *C. albicans* are stained red with antibody-conjugated FITC, and nuclei are stained blue with DAPI. The contours of the membrane of BM-DCs are overlaid as manually traced from bright-field images.

B. Homogeneity of the infection stages. Mean percentage values and standard deviations are shown.

**Figure 2.**

A. Dot plots of the complete set of transcript abundances for *C. albicans* (black) and *M. musculus* (orange) genes over time, normalized against the expression values measured for the pre-infection stage. Each transcript is represented by one dot. The axes represent the base mean, i.e. the normalized number of reads per transcript and
the exponents of the log₂ scale. Gray lines show the cutoff value used to define significance.

**B.** Percentage of intron containing genes among the total set of differentially expressed genes for each time point. The percent of introns present in the *C. albicans* genome, approximately 6%, is overlaid of the graph as a blue dotted line. P-values were calculated using the Chi-squared test. 52

**C.** *C. albicans* GO term slim categories enriched during the infection time course where intron enrichment was not significant. Categories related to splicing are shown in red, all other categories are shown in gray scale.

**D.** *C. albicans* GO term categories enriched at 120 mins. Categories related to splicing are shown in red, all other categories are shown in gray.

**E.** Frequency distributions of the expression values (RPKM_{CDS}) measured for all annotated *C. albicans* genes. Values are shown as a percent of the total input for all detected *C. albicans* genes (blue), intron-containing genes only (red), and spliced genes (green).

**F.** Average CDS over the time course of infection for all detected *C. albicans* genes (blue), intron-containing genes only (red), and spliced genes (green).

**Figure 3.**

**A.** Verification of *C. albicans* splice junctions during BMDC infection and under various media conditions: dendritic cell media alone (DCM), DMEM (D), YPD, and minimal media (MM) over the time course of infection. Each gene is scored on the following criteria: spliced product alone (+), unspliced product alone (-), a mixture of spliced and unspliced product (M), Alternative 5’or 3´selection (AS, blue), alternative splicing via
intron skipping (green). Genes with previously annotated alternative splice junctions are marked (*).

**B.** RPKM CDS and GDS values of 50 randomly selected intron-lacking genes. The red line shows the y = x line to which the dots regress with a linear regression coefficient of $R^2 = 1$.

**C.** RPKM CDS and GDS values of 50 randomly selected intron-containing genes where the regression line (red) for the intron-lacking genes is overlaid on the plot. The regression line (red) for the intron-lacking genes is overlaid on the plot.

**D.** A mathematical model to calculate *C. albicans* splicing efficiency. The dependence of the RPKM ratio of the CDS/GDS values on the relative length of the intron to the total gene ($z$) is shown for five theoretical splicing efficiency values.

**E.** Overlay of experimental data on the mathematical model of splicing efficiency. For all *C. albicans* intron-containing genes (gray dots) and spliced genes (blue dots) the RPKM ratio of CDS/GDS ratio is plotted against the relative intron length ($z$) for all time points. Functions for 100% (red) and 0% (blue) splicing efficiencies from panel B are overlaid for orientation. Green box denotes the empirically defined threshold of the function ($z > 0.25$).

**F.** Representative splice gel for CDC14 distinguishing spliced versus unspliced products in different media only conditions.

**G.** GO term categories enriched in the splice gene set for component. The ribosome category is shown in red because it is has been previously shown to be an enriched category for intron containing genes. All other categories are shown in gray.
**Figure 4.**

**A – C.** PCR Splice gels of novel alternative splice junctions for in co-culture with BMDCs or in media alone (DCM) for (A) *HHO1*, (B) orf19.4149.1, and (C) *PRE8*. Here, gDNA serves as the unspliced (US) control; alternative spliced (AS) junctions and annotated spliced (S) are shown for each gene. For each alternative splice junction, the verified sequence position for the novel and annotated introns are shown for each gene.

**D – F.** qPCR of novel alternative spliced genes (D) *HHO1*, (E) orf19.4149.1, and (F) *PRE8*.

**Supplemental Tables**

**Supplemental Table 1.** Intron spanning primers used in this study.

**Supplemental Table 2.** Summary statistics for sequencing of *C. albicans* and *M. musculus* coding assemblies.

**Supplemental Table 3.** Summary statistics for CDS and GDS Bowtie read assignments to orf-21 *C. albicans* assembly.

**Supplemental Table 4.** Sequence motif variation surrounding annotated donor and acceptor sites for spliced, alternative spliced, and unspliced gene sets.

**Supplemental Figure Legends**

**Figure S1.**

**A.** Representation of parameters of pre-mRNA (unspliced) and mRNA (spliced) used to calculate the splicing efficiency for intron-containing genes. For simplicity, untranslated regions and the poly A tail are omitted from the figures.
B. Graphical representation of “ideal” coverage maps, where the reads are mapped onto either the CDS or the GDS sequence assemblies shown for an example gene. The maps are shown for different theoretical degrees of splicing, where “y” splicing represents all splicing between 1-99%. The dotted line depicts the contour of the gene coverage. Sequence reads that map against the pre-mRNA (black) and mRNA (blue) are shown. Note that it is not possible to distinguish which exonic reads originate from pre-mRNA and mRNA, however their ratio can be calculated.

C. The average coverage of an “ideal” pre-mRNA. When no splicing takes place, the average coverage over the intron is approximately equal to the average coverage over the exon sequences (i.e. the average coverage measured in the two green boxes should be approximately identical).
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Figure 1

A

B

<table>
<thead>
<tr>
<th>Time</th>
<th>Yeast</th>
<th>Hyphal</th>
<th>Nonadherent</th>
<th>Adherent</th>
<th>Phagocytosed</th>
<th>Escaping</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>93 ± 4</td>
<td>7 ± 4</td>
<td>4 ± 3</td>
<td>65 ± 6</td>
<td>31 ± 6</td>
<td>0 ± 2</td>
</tr>
<tr>
<td>60</td>
<td>38 ± 6</td>
<td>58 ± 6</td>
<td>7 ± 3</td>
<td>53 ± 4</td>
<td>30 ± 4</td>
<td>0 ± 2</td>
</tr>
<tr>
<td>90</td>
<td>15 ± 5</td>
<td>87 ± 6</td>
<td>9 ± 6</td>
<td>44 ± 6</td>
<td>43 ± 4</td>
<td>0 ± 2</td>
</tr>
<tr>
<td>120</td>
<td>3 ± 2</td>
<td>67 ± 6</td>
<td>3 ± 2</td>
<td>15 ± 4</td>
<td>9 ± 3</td>
<td>72 ± 7</td>
</tr>
</tbody>
</table>
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Figure 3
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<table>
<thead>
<tr>
<th>Gene</th>
<th>Function</th>
<th>DDC A DDCM</th>
<th>DDC B</th>
<th>FAB FNB</th>
</tr>
</thead>
<tbody>
<tr>
<td>TDY911</td>
<td>Unknown</td>
<td>x x x x x x</td>
<td>x x x x</td>
<td>x x x x</td>
</tr>
<tr>
<td>TDY911B</td>
<td>Unknown</td>
<td>x x x x x x</td>
<td>x x x x</td>
<td>x x x x</td>
</tr>
<tr>
<td>TDY911C</td>
<td>ATP binding</td>
<td>x x x x x x</td>
<td>x x x x</td>
<td>x x x x</td>
</tr>
<tr>
<td>TDY911D</td>
<td>Unknown</td>
<td>x x x x x x</td>
<td>x x x x</td>
<td>x x x x</td>
</tr>
<tr>
<td>TDY911E</td>
<td>ATP binding</td>
<td>x x x x x x</td>
<td>x x x x</td>
<td>x x x x</td>
</tr>
<tr>
<td>TDY911F</td>
<td>Unknown</td>
<td>x x x x x x</td>
<td>x x x x</td>
<td>x x x x</td>
</tr>
<tr>
<td>TDY911G</td>
<td>ATP binding</td>
<td>x x x x x x</td>
<td>x x x x</td>
<td>x x x x</td>
</tr>
<tr>
<td>TDY911H</td>
<td>Unknown</td>
<td>x x x x x x</td>
<td>x x x x</td>
<td>x x x x</td>
</tr>
<tr>
<td>TDY911I</td>
<td>ATP binding</td>
<td>x x x x x x</td>
<td>x x x x</td>
<td>x x x x</td>
</tr>
<tr>
<td>TDY911J</td>
<td>Unknown</td>
<td>x x x x x x</td>
<td>x x x x</td>
<td>x x x x</td>
</tr>
<tr>
<td>TDY911K</td>
<td>ATP binding</td>
<td>x x x x x x</td>
<td>x x x x</td>
<td>x x x x</td>
</tr>
</tbody>
</table>
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## Supplemental Table 1

<table>
<thead>
<tr>
<th>Gene name</th>
<th>Forward primer (5'-3')</th>
<th>Reverse primer (5'-3')</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orf19.1114</td>
<td>CCGTTAGACCTCACATCCA</td>
<td>GGTGTTGACGTTTCCGTACCA</td>
</tr>
<tr>
<td>AR03</td>
<td>CAACAGCAACGTTGGTGAC</td>
<td>ACCTTTACCAAACACTGG</td>
</tr>
<tr>
<td>LSC2</td>
<td>GATCAATTGGCCGATTTCAA</td>
<td>AAAGCTGAGGGCACTATGGAC</td>
</tr>
<tr>
<td>Orf19.2227</td>
<td>CCAATAGGTGGCCCAAAAGG</td>
<td>ACCAGTGCGAGGATGATAT</td>
</tr>
<tr>
<td>Orf19.2322.3</td>
<td>TAGACCGGGGAAGACCAAGT</td>
<td>ATGGTCCCAGAGTCCAAAA</td>
</tr>
<tr>
<td>HRT1</td>
<td>ACGATACGGACGTTGGGAC</td>
<td>TGCATACCCAGTTGGTGAC</td>
</tr>
<tr>
<td>PHA2</td>
<td>TTTCAGGACAGGAGGAAAC</td>
<td>TGTCGTTAATTGGAGACATT</td>
</tr>
<tr>
<td>AUT7</td>
<td>AAGAGACGACATCCTTTGG</td>
<td>CGGTGAGGGGAAATAGCTCA</td>
</tr>
<tr>
<td>CDC12</td>
<td>CCTGACACGGTTGATTGG</td>
<td>GTGCTGAGGCTTGCTTCTT</td>
</tr>
<tr>
<td>Orf19.3273</td>
<td>CTGCGCTGCTAAGGTATTTA</td>
<td>CTTCCTTGCAGCAGAATTT</td>
</tr>
<tr>
<td>RH03</td>
<td>TTTGTCGGTGGTTGCAA</td>
<td>TTTTACGGACGTTGGTGAAT</td>
</tr>
<tr>
<td>Orf19.4090.1</td>
<td>CGGCTCCTCAGATTTCAACA</td>
<td>TCAAAAACACCTTGCTCTCT</td>
</tr>
<tr>
<td>Orf19.4132</td>
<td>GACGGTACGAGTTGTTCT</td>
<td>AGCCGCAATGTTGCTCTGT</td>
</tr>
<tr>
<td>Orf19.4149.1</td>
<td>TCTGAAAAGGCTTTTCAAAAA</td>
<td>ATGACCAAGGGTACAAAGCC</td>
</tr>
<tr>
<td>CDC14</td>
<td>TACTGCTTTCTTGCTACTCT</td>
<td>CTCACACTGAGCTACACAGC</td>
</tr>
<tr>
<td>FCA1</td>
<td>AAAGGTTTCAAATCGTCTTGA</td>
<td>TGAATCTCCTGCGCATCAA</td>
</tr>
<tr>
<td>CIT1</td>
<td>AACATTCACCCAACAGTCGG</td>
<td>CCTACACCAGTGCTTCTTT</td>
</tr>
<tr>
<td>Orf19.446.1</td>
<td>GGCTACCAAGGGAAGATTTGA</td>
<td>CAGAAGGAAAGCTTTATGAGAGC</td>
</tr>
<tr>
<td>IDH1</td>
<td>CCGTATTGCTCAAGGATATGTG</td>
<td>TTCGAGCTGCTGCAACTAC</td>
</tr>
<tr>
<td>PET100</td>
<td>TGGGCTTTCATGGTCAATT</td>
<td>TTATACGGGCGATTTCTTG</td>
</tr>
<tr>
<td>LTP1</td>
<td>TGGCCTCTAAATGGTCTAAA</td>
<td>TGACATGCGGTTGGCAGAG</td>
</tr>
<tr>
<td>HH01</td>
<td>CGCTGCAACTGCTAAATCACA</td>
<td>TTTCTCGAGTAAAGGATAGCAGA</td>
</tr>
<tr>
<td>HH01(2)</td>
<td>AAGGAAGAAAGTGTCTTCG</td>
<td>GAAGGCCGTTTCTCTTCTCT</td>
</tr>
<tr>
<td>RPL27A</td>
<td>TGGCTAAGTCTCATCACAACCTGG</td>
<td>ATGGTGAGATGGTGAGATTT</td>
</tr>
<tr>
<td>Orf19.5282</td>
<td>CTGCTAAGACTCATCACAAGG</td>
<td>TTTGTGACGTTGGATGAGTT</td>
</tr>
<tr>
<td>SUB2</td>
<td>GCTGTTTCAACCACACTCTCA</td>
<td>TCGTACGATGCGCTCTTT</td>
</tr>
<tr>
<td>ATP2</td>
<td>GTGCTGCTCAGAGCTGCT</td>
<td>CGAATTGAGATCACACAGC</td>
</tr>
<tr>
<td>RIP1</td>
<td>TGTCTCTCTCTGGCTTTCCAACA</td>
<td>CCAAGCCTCAATTACACAGC</td>
</tr>
<tr>
<td>Orf19.6062.3</td>
<td>CCAATCCGACTTATGCTCAACA</td>
<td>CGCACTGAGGAATGCTCTTCT</td>
</tr>
<tr>
<td>MMD1</td>
<td>ACGAATTAAAGTCAAGAGTACG</td>
<td>AACGTCTGAAATGCTCTCT</td>
</tr>
<tr>
<td>MMD1(2)</td>
<td>AAAGCATTAAAGTCAAGAGTACG</td>
<td>AACGTCTGAAATGCTCTCT</td>
</tr>
<tr>
<td>Orf19.6220.4</td>
<td>GCCGCTACGCTGACCTCTA</td>
<td>CAGGGCTTCTGAGCTGTGA</td>
</tr>
<tr>
<td>Orf19.6264.3</td>
<td>TTAGACGGTGTTTAAAGTCTCA</td>
<td>CCATAAATCCCAAGAACAGC</td>
</tr>
<tr>
<td>Orf19.6462</td>
<td>TCTGTTGCAATGGTATTGATGC</td>
<td>AATATCCCTTGCTCATGCTTCT</td>
</tr>
<tr>
<td>Orf19.6563.1</td>
<td>ACCCAGATTTATTGATGCTAA</td>
<td>TTTTACGGGAAAGATCAGTG</td>
</tr>
<tr>
<td>Orf19.6718</td>
<td>TACCTGAACAGTTGTTTCTACA</td>
<td>TGGTGTGCAATGCGTTGTTT</td>
</tr>
<tr>
<td>FMA1</td>
<td>CGTCTCTTAATGTCGTGCTC</td>
<td>TCAAAACACAGCAGCATAGC</td>
</tr>
<tr>
<td>ATP1</td>
<td>TGTGCTGACGGTGTTTCT</td>
<td>GGGCAAGGCAATACCTTG</td>
</tr>
<tr>
<td>ATP1(2)</td>
<td>CCGTGCGGTGTGATAATCCAA</td>
<td>CAGACGGGCAACACACACCA</td>
</tr>
<tr>
<td>ASC1</td>
<td>TCTGTTGCTGGGATAAGAATCTGC</td>
<td>TGGACGCTGACAGTGACATG</td>
</tr>
<tr>
<td>GTT11</td>
<td>GACACCAAAAATTTGCTTCATGG</td>
<td>CAGTGACAGGAGCTTACAGT</td>
</tr>
<tr>
<td>RAD6</td>
<td>TGGTCAACCTGTGAGAAGAGAC</td>
<td>CACTTGTGACAGCTTGTTCG</td>
</tr>
<tr>
<td>RAD6(2)</td>
<td>ATACAGCAGTCTCATTACAGCA</td>
<td>AAAACGATCTCAGTGCTTCT</td>
</tr>
<tr>
<td>PREB</td>
<td>TGACACATTTCACCAGGAGS</td>
<td>GSSATTGCTGCTACAGTCTC</td>
</tr>
<tr>
<td>ECM15</td>
<td>ACATTGAGTGTGGTGAGCA</td>
<td>GTCAAGAATGGTTGCTGCCCT</td>
</tr>
<tr>
<td>FDH3</td>
<td>TGGTTGAAAGGTAAGTGGTAAAA</td>
<td>GACCAAGGGTCCTAGACCTT</td>
</tr>
<tr>
<td>INO4</td>
<td>CAAAGCTGCTGCTTTATCACGA</td>
<td>TCTGCTCTCAACTGCTCACA</td>
</tr>
<tr>
<td>Orf19.990.1</td>
<td>GGCGCTATACGAGTTTGGG</td>
<td>TTGGACATAGGCAAACTGCG</td>
</tr>
<tr>
<td>Orf19.990.1(2)</td>
<td>CAGGATTTGCCCATGCTTAAGTTT</td>
<td>TTTTCGCTCTTGGGCTAATACCT</td>
</tr>
</tbody>
</table>
## Supplemental Table 2

<table>
<thead>
<tr>
<th></th>
<th>MM</th>
<th>Ca</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transcripts</td>
<td>46937</td>
<td>40732</td>
</tr>
<tr>
<td></td>
<td>6205</td>
<td></td>
</tr>
<tr>
<td>Transcripts with at least one hit in one sample</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MM</td>
<td>32846</td>
<td></td>
</tr>
<tr>
<td>Ca</td>
<td>6176</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Transcripts with adjusted p value &lt; 0.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TP 30 vs TP 0</td>
<td>620</td>
<td>72</td>
</tr>
<tr>
<td>out of these</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MM</td>
<td>72</td>
<td>197</td>
</tr>
<tr>
<td>Ca</td>
<td>548</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TP 60 vs TP 0</td>
<td>82</td>
<td>115</td>
</tr>
<tr>
<td>out of these</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MM</td>
<td>82</td>
<td>115</td>
</tr>
<tr>
<td>Ca</td>
<td>548</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TP 90 vs TP 0</td>
<td>220</td>
<td>111</td>
</tr>
<tr>
<td>out of these</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MM</td>
<td>109</td>
<td>111</td>
</tr>
<tr>
<td>Ca</td>
<td>548</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TP 120 vs TP 0</td>
<td>480</td>
<td>313</td>
</tr>
<tr>
<td>out of these</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MM</td>
<td>167</td>
<td>313</td>
</tr>
<tr>
<td>Ca</td>
<td>548</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Transcripts significant at</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30.0 AND 60.0</td>
<td>146</td>
<td></td>
</tr>
<tr>
<td>30.0 AND 90.0</td>
<td>94</td>
<td></td>
</tr>
<tr>
<td>30.0 AND 120.0</td>
<td>164</td>
<td></td>
</tr>
<tr>
<td>60.0 AND 90.0</td>
<td>115</td>
<td></td>
</tr>
<tr>
<td>60.0 AND 120.0</td>
<td>125</td>
<td></td>
</tr>
<tr>
<td>60.0_90 AND 120.0</td>
<td>123</td>
<td></td>
</tr>
<tr>
<td>all comparisons</td>
<td>71</td>
<td></td>
</tr>
</tbody>
</table>
### Supplemental Table 3

<table>
<thead>
<tr>
<th>Repeat</th>
<th>Time</th>
<th>Hits GDS</th>
<th>Hits CDS</th>
<th>% Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>119657</td>
<td>119532</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>610529</td>
<td>609908</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>211591</td>
<td>211625</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>450532</td>
<td>450475</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>785477</td>
<td>785371</td>
<td>0.01</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>3018850</td>
<td>3009552</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>2095337</td>
<td>2094621</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>181437</td>
<td>1814001</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>968138</td>
<td>967334</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>9300553</td>
<td>930171</td>
<td>0.01</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1713732</td>
<td>1710442</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>1326965</td>
<td>1326476</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>1727113</td>
<td>1725144</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>1149141</td>
<td>1149361</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>352407</td>
<td>352460</td>
<td>0.02</td>
</tr>
</tbody>
</table>
### Supplemental Table 4

#### Donor site

<table>
<thead>
<tr>
<th>Donor site</th>
<th>G</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>positions</td>
<td>-6</td>
<td>-5</td>
</tr>
<tr>
<td>unspliced</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>112</td>
<td>117</td>
</tr>
<tr>
<td>G</td>
<td>58</td>
<td>45</td>
</tr>
<tr>
<td>T</td>
<td>61</td>
<td>67</td>
</tr>
<tr>
<td>C</td>
<td>90</td>
<td>92</td>
</tr>
<tr>
<td>spliced</td>
<td></td>
<td></td>
</tr>
<tr>
<td>positions</td>
<td>-6</td>
<td>-5</td>
</tr>
<tr>
<td>A</td>
<td>172</td>
<td>17</td>
</tr>
<tr>
<td>G</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>T</td>
<td>17</td>
<td>18</td>
</tr>
<tr>
<td>C</td>
<td>23</td>
<td>35</td>
</tr>
<tr>
<td>alternatively spliced</td>
<td></td>
<td></td>
</tr>
<tr>
<td>positions</td>
<td>-6</td>
<td>-5</td>
</tr>
<tr>
<td>A</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>G</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>T</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>C</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>
*Position -5 donor p value 0.028 (spliced vs unspliced, Chi squared test)

#### Acceptor site

<table>
<thead>
<tr>
<th>Acceptor site</th>
<th>A</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>unspliced</td>
<td></td>
<td></td>
</tr>
<tr>
<td>positions</td>
<td>-6</td>
<td>-5</td>
</tr>
<tr>
<td>A</td>
<td>101</td>
<td>85</td>
</tr>
<tr>
<td>G</td>
<td>21</td>
<td>24</td>
</tr>
<tr>
<td>T</td>
<td>45</td>
<td>38</td>
</tr>
<tr>
<td>C</td>
<td>154</td>
<td>174</td>
</tr>
<tr>
<td>spliced</td>
<td></td>
<td></td>
</tr>
<tr>
<td>positions</td>
<td>-6</td>
<td>-5</td>
</tr>
<tr>
<td>A</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>G</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>T</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>C</td>
<td>43</td>
<td>40</td>
</tr>
<tr>
<td>alternatively spliced</td>
<td></td>
<td></td>
</tr>
<tr>
<td>positions</td>
<td>-6</td>
<td>-5</td>
</tr>
<tr>
<td>A</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>G</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>T</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>4</td>
<td>6</td>
</tr>
</tbody>
</table>
*Position 6 acceptor p value 0.043 (spliced vs unspliced, Chi squared test)
4. Unpublished Results

4.1 Establishing simultaneous RNA-seq with fungi

One clear advantage to using a sequencing approach is that it is not organism specific, which theoretically allows for the investigation of multiple species in parallel. Recently, Mimivirus (100) and Vaccinia virus (101) have been sequenced during host-cell invasion showing that the sequencing of mixed species samples is technically feasible. The metabolic dependence of viruses on the host cell however, hinders the identification of transcriptional changes that are the cause of, or the result of, host cell invasion. The independent life cycles of fungal, bacterial, and protozoan pathogens in principle, should allow for the separation of host-pathogen crosstalk and therefore is an attractive method to establish for pathogenesis research.

In order to adapt simultaneous RNA-seq for fungal pathogens, we first determined if it would be possible to separate the sequencing reads with a high confidence for our species of interest. To investigate the fidelity of our read assignment to the C. albicans or M. musculus genome, we used the sequence identity of all orthogous genes between the two species as measure of the potential for reads to be assigned to the wrong genome (Figure 10A). We found that the majority of the transcripts maintain an identity around 20-40%, with less than 5% having an identity of over 90%. These data shown that the vast majority of sequence reads would not be falsely assigned to one or both species as a positive match because they are distinct at the sequence level. Moreover, because of the evolution distance between host and pathogen pairs in general, this method should also be applicable to other species so long as they have distinct genomic sequences.

The rigid cell wall of C. albicans hinders RNA extraction using most mammalian cell lysis buffers alone. In order to extract RNA from both C. albicans and mammalian cells, we adapted an RNA extraction protocol for mammalian cells and added glass beads in order to break the C. albicans cell wall (92). To ensure that RNA was efficiently extracted from both species at a high quality, all total RNA samples were measured for their integrity on a Bioanalyzer 2100 (Figure 10B). The main bands present on the gel correspond to the large and small ribosomal subunits due to the high proportion of rRNA in total RNA samples. Due to the size difference in the large ribosomal subunit between yeast and mammals, it is possible to distinguish them on an
RNA gel using mixed samples. Additionally, An RNA integrity number (RIN) is given on a scale of 1-10 for each sample, where 10 represents the highest measurable sample integrity. Only samples with a RIN number of 9 or higher were used for sequencing. Using these conditions, we were able to verify that the samples collected were not only of high quality, but also were of a similar quality for both species.

After sequencing, several factors needed to be taken into consideration during analysis to decrease possible biases between the samples at the species level, the sample time point, and the sequencing repeat. First, to determine if there could be a bias in the read assignment due to significant differences in the average transcript length between *C. albicans* and *M. musculus*, we plotted the gene density versus the transcript length for both species (Figure 10C). Since the two curves strongly overlap for their gene density distribution, we did not need to take into additional consideration a potential bias in overall transcript length between the two species during normalization.

Next, we looked for a way to assign reads that would provide the most random read distribution compared to the transcript length to decrease a read assignment bias within the total data set. When assigning reads along to the transcript length, we observed a clear length bias in which longer transcripts had higher read counts using both the mean and median read values (data not shown). We overcame this bias by using the median value for the base coverage, as this value provided the most randomize read assignment (Figure 10D).

Finally, we wanted to determine the best way to normalize the total data between samples and repeats. High-dimensionality data such as microarray or RNA-seq samples are a significant hurdle for data analysis because a much higher number of variables are measured compared to the number of measured samples. One method to visualize this dimensionality and clearly identify batch effects is by using principle component analysis (PCA) (102). Briefly, PCA identifies data trends within samples, called principal components, so that very large data sets can be graphically represented using individual data points. We performed PCA on all RNA-seq samples and repeats before and after normalization (Figure 10E). We found a clear batch effect in the raw data between the samples that were sequenced together (repeats 2 and 3) compared to repeat 1 which was sequenced on a different day (Figure 10F). These effects were then taken into consideration during normalization and were able to remove the batch effect (Figure 10F, normalized) so the data could be used for
downstream differential gene expression analysis (see Tierney et al., submitted, this dissertation: Paper 3 methods section for a complete description of the normalization procedure).

Figure 10. Simultaneous RNA-seq sequence normalization

(A) Representative Bioanalyzer gel of total RNA extracted from BMDCs, *C. albicans*, and co-culture samples. (B) Density plot of the length distribution of *M. musculus* and transcripts. (C) The percent identity of *M. musculus* and transcripts for all orthologous genes between the two species. (D) Typical base coverage for sequence reads for the combined data set using the mean and median transcript coverage. (E) A principle component (PC) analysis of the raw and normalized total data set over the three sequencing repeats. (F) A plot of the pairwise correlation of the raw log₂ transformed data of all samples from all time points against one another. A line corresponds to a correlation of one. The size of the circle corresponds to a decrease in correlation, where the larger the circle is, the worse the correlation between the samples. The intensity of the overall read count is shown as a gradient from white to red, from low to high intensities respectively. (G) Boxplot of the raw and quantile-normalized log₂ transformed data. The sum of reads per quartile for total sequencing reads from *M. musculus* and is shown for each sample.

4.2 Putative genes are among the highest enriched during infection

From the normalized data set, we were left with a list of approximately 200 and 600 differentially expressed genes for *C. albicans* and *M. musculus* respectively at the
investigated time points. With these data, we first used GO term enrichment to identify
the overlap of the pathways induced in our system in comparison to previously
published work. For *C. albicans*, we used the CGD Gene Ontology Term Finder
(http://www.candidagenome.org/cgi-bin/GO/goTermFinder) from the Candida genome
database (103) for each time point. We found that biofilm formation (p value 2.8x 10^{-4})
and interspecies interactions (p value 2.8x 10^{-4}) were the most highly induced
categories, and translation (p value 2.63 x 10^{-36}) was the most repressed category at all
time points investigated (data not shown). These data correspond well to previous *in
vitro* microarray studies with *C. albicans* invading innate immune cells including
macrophages (104), monocytes and neutrophils (105) showing that the our data set, as
a whole, is in concordance with the state of knowledge. However, when we looked for
which genes among those differentially expressed underwent the greatest
transcriptional change, we found a high percentage of putative genes and those with
unknown function, especially at later time points including: *HSP21* (120min, fold
change + 258.2), orf19.1363 (120min, fold change + 142.3) and orf19.3938 (120min,
fold change + 53) whereas the widely recognized and highly induced adhesion *ALS3*
(106, 107) was induced to a much lower extent (60 min, fold change +25.82).
Interestingly, *HSP21* was recently shown to be an important component in the
adaptation response stress (108), however its mode of action is still unknown. To our
knowledge, these putative genes were not identified in previous microarray or RNA-seq
studies with. Based on the transcriptional regulation of the putative genes, we believe
that some of them may represent unidentified virulence components of *C. albicans* that
are targets for future work.

We then performed GO term enrichment on the mouse data set (Figure 11). We
found again that the pathways induced corresponded well to those previously
identified for a variety of pathogens infecting dendritic cells (109, 110). Unexpectedly,
when we looked for which genes displayed the highest transcriptional variation in the
data set, we found that the predicted mouse lincRNA Gm16869 is among the highest
differentially expressed genes after 30 min co-culture with *C. albicans*, with an over 20-
fold increase relative to the zero time point. LincRNAs are long non-coding RNA
species which have been shown to play a major role in the functional developmental of
mammals (111). In additional, lincRNAs have been shown to be responsive to LPS
stimulation in murine macrophages (112). Our data suggests that lincRNAs may play a
role in the immune response to *C. albicans* challenge, however further work would be needed to verify this hypothesis.

**Figure 11.** *M. musculus* GO term enrichment during an infection time course with *C. albicans*
Statistically significant GO terms enriched for differentially expressed *M. musculus* genes over the time course of the infection using the using the Database for Annotation, Visualization, and Integrated Discovery (DAVID), version 6.7.

### 4.3 A putative *C. albicans* splicing component is regulated during infection

In our RNA-seq analysis, we identified splicing and alternatively splicing as a novel adaptive response to *in vitro* infection (Tierney *et al.*, submitted). In order to see specifically what splicing machinery was involved in this process, we reanalyzed the RNA-seq data set to see if any direct components of the *C. albicans* spliceosome, or any of its accessory proteins, were additional regulated during the infection process which may provide mechanistic clues for the splicing regulation of this gene set. Interestingly, we found that orf19.4964 increased over the infection time course, and peaked at 90mins after the onset of infection (Figure 12A). Although its molecular function in *C. albicans* is unknown, orf19.4964 is homologous to the *S. cerevisiae* gene Bud13, which is linked to splicing and mRNA-retention (113). In *S. cerevisiae*, Bud13 is one of 3 members of the Retention and Splicing (RES) complex (114) and the
disruption of some of the complex’s components has been linked with increased mRNA retention of some transcripts (115).

To see if the ortholog orf19.4964 also played a role in splicing, we attempted to generate a knockout of the gene. We were unable to generate a homozygous knockout of orf19.4964, suggesting that it may be an essential gene in. To see if orf19.4964 had a haploinsufficient-splicing defect, we looked for an increase in mRNA retention for a subset of spliced, which were consistently detected as spliced during the infection process with the heterozygous orf19.4964 knockout (see Tierney et al., submitted for gene list). Using intron-spanning primers for a subset of intron containing genes, we did not detect any consistently significant changes in the splicing pattern for those specific genes and therefore could not link the lack of orf19.4964 with a splicing response (data not shown). However, as only a small number of intron containing genes were investigated using the heterozygous knockout, it would be necessary to use a genome-wide approach to determine if orf19.4964 does not play a role in splicing, either directly or indirectly, of any intron containing gene in using a conditional knockout. Notably, we find that the heterozygous orf19.4964 knockout has a significantly decreased survival against neutrophil challenge (Figure 12B), suggesting that orf19.4964 may represent a new virulence gene in, however further work would be needed to uncover how the partial loss of orf19.4964 affects survival, especially in the context of host challenge.

Figure 12. Bud13 (orf19.4964) is a putative splicing factor in C. albicans
(A) Sequencing verification of the orf19.4964 fold-change with qPCR over the time course of infection using the cDNA sent for sequencing using all three repeats. (B) Neutrophil killing assay for orf19.4964 heterozygous knockout strains (two independently transformed strains are shown) compared to the background strain for the knockout SN87, and the clinical isolate SC5314. A p value < 0.05 was considered significant.
4.4 C. pintolopesii as a model to investigate Candida pathogenesis

C. pintolopesii (also known as Torulopsis pintolopesii and Arxiozyma terruris) is the only indigenous Candida spp. in the GI tract of mice (116, 117). Unlike current in vivo models of Candida infection, which often require the use of immunocompromised mice or invasive techniques to maintain infection, the colonization of mice by C. pintolopesii does not need to be induced, as it is naturally highly abundant in the GI tract. For this reason, C. pintolopesii represents a unique model to study the transition of a natural commensal to the pathogen state.

In order to see which Candida spp. C. pintolopesii most resembled, we first checked to see weather it was able to change its morphology to a hyphal or pseudo-hyphal state similar to that of. Using several hyphal inducing conditions, no true hyphal cells were detected after 3 (Figure 13A) or 6 hours (data not shown). Some partially elongated cells, resembling pseudo-hyphae were detected among the population in response to Lee’s medium, however they represented, in general, the minority of the cells.

In collaboration with Toni Gabaldon (CRG, Center for Genomic Regulation), we performed the annotation of the genomic assembly for C. pintolopesii and investigated its gene homology to other fungi and yeast (Figure 13B). shows a similar homology profile for other well studied Candida spp., including C. glabrata (data not shown). Based on these data, should be more comparable to C. glabrata infection for in vivo colonization studies.

Figure 13. C. pintolopesii is homologous to C. glabrata
(A) Morphology of C. pintolopesii (C. pint) and C. albicans (Ca) cells under different hyphal inducing media conditions after 3 hours incubation. (B) Gene homology prediction of C. pintolopesii to related fungi.
In order to investigate the commensal to pathogen transition, we attempted to establish the GI tract colonization model of Koh et al. (118) using BL6 mice. We were able to deplete the neutrophils over 50% and maintain the depletion for at least 4 days using at least 100μg of the neutrophil depletion antibody RB6-8C5. We obtained the best efficiency using 200μg from biolegend (Figure 14A). We also verified GI flora depletion using several treatments of antibiotics and antifungals in the drinking water (Figure 14B). However, we were not able to detect significant dissemination to the major body organs including kidney, liver, and brain and had high variability between mice (data not shown). We found that and C. glabrata remained in the gut at high levels of colonization even with 5% DSS treatment (Figure 14C) showing that for BL6 mice, in our hands, the model was not efficient to study disseminated infection. This could be a mouse strain-specific effect as the model was previously applied to C3H/HeN mice in the original publication. Therefore, it is more applicable as a colonization model for BL6 mice. Notably, after Candida feeding was halted, the colonization levels among Candida spp. varied dramatically. The levels of C. albicans and in stool peaked in colonization on week two, and decreased for the remainder of the experiment. However, actually proliferated in the gut, reaching levels of over 6.0 x10^5 CFUs/g stool after 6 weeks (Figure 14D), emphasizing its applicability for a long-term colonization model.

Figure 14. GI tract colonization model for Candida spp.
(A) Neutrophil depletion efficiency 2 days (white bar) and 4 days (blue bar) after depletion antibody RB6-8C5 injection. The red dotted line corresponds to a 50% reduction compared to the PBS injected control.
mice (IC = isotype control, BL = BioLegend, THP = THP Medical Products). (B) Validation of the GI tract depletion with homogenized stool pellets plated before the experiment, after the first treatment (T1, 2mg/mL streptomycin, 1mg/mL penicillin G and 0.250mg/mL fluconazole, 3 days) and after the 2nd treatment (T2, 2mg/mL streptomycin, 1mg/mL penicillin G) on YPD, Mac Conkey Agar (MC), or Tryptic Soy Agar (TSA) plates. (C) GI tract CFUs after flora depletion and DDS treatment for C. albicans (Ca) or C. glabrata (Cg), 3, 5, and 7 days after the onset of Candida feeding. Each dot corresponds to one mouse. (D) Persistence of different Candida spp. in stool samples after Candida feeding was stopped.
5. Additional Materials and Methods

Ethics statement – All animal experiments were discussed and approved through the University of Veterinary Medicine Vienna’s institutional ethics committee and carried out in accordance with animal experimentation protocols approved by the Austrian law (GZ 680 250/67-BrGt/2003, GZ-BMWF-68.250/0233-II/10b/2009).

5.1 Fungal strains and growth conditions

The *C. albicans* SC5314 (119) and *C. glabrata* ATCC2001 (120) clinical isolates were used in this study. SN87 (ura3::imm434::URA3/ura3::imm434 iro1::IRO1/iro1::imm434 his1::hisG/his1::hisG leu2/leu2) derived from the SC5314 (121) strain was used for all knockout experiments. *Candida pintolopesii* var. *pintolopesii* (NCYC 1562) was obtained from the National Collection of Yeast Cultures (NCYC, UK). All strains were routinely grown on YPD plates (1% yeast extract, 2% peptone, 2% glucose, 2% agar) and in standard rich media YPD (1% yeast extract, 2% peptone, 2% glucose) for liquid culture at 30°C. Fungal cells were collected in the logarithmic growth phase by a brief centrifugation, washed in sterile PBS, and diluted for all experiments as described.

5.2 *Candida pintolopesii* de novo sequencing

*C. pintolopesii* cells were grown overnight in 5mL YPD. Cells were collected by brief centrifugation and resuspended in 250μL lysis buffer (2% Triton x-100, 1% SDS, 100mM NaCl, 10mM Tris-HCL pH8, 1mM EDTA). Cells were homogenized in a Fast Prep-24 (MP Biomedicals, Santa Ana, CA) with acid washed glass beads (Sigma Aldrich, St. Louis, MO) and 250μL Phenol chloroform (PCI) (Sigma Aldrich) at level 6 for 30s. Samples were then centrifuged at 12,000 RPM for 5 min, the aqueous phase transferred to a tube containing 1mL ice cold isopropanol, and precipitated at -80°C for 30 min. After precipitation, samples were centrifuged at 12,000 RPM for 30 min and resuspended in 400μL 2x TE buffer containing 10mg/mL RNase (Sigma Aldrich). Samples were incubated for 1hr at 37°C. DNA was re-extracted with PCI as described above and resuspended in 100μL sterile TE for sequencing. The resulting DNA was sequenced using Roche/454 (mate-pair reads to a depth of 5x, insert size 8kb) and the
Illumina sequencing (paired-end reads, insert size 350bp sequenced in mode 2 x 100bp) platforms at GATC (Konstanz, Germany) with an estimated coverage of 20x. The genome annotation was performed by Toni Gabaldon at the Center for Genomic Regulation in Barcelona, Spain.

5.3 *Candida* hyphal induction

Hyphae were induced in $1 \times 10^7$ *Candida* cells diluted in 5mL of the following media: YPD at 30°C or 37°C, Spider media (122), or Lee´s media (123) for 3hrs with shaking. Cells for each strain and condition were evaluated as being in one of the following stages: budding, hyphal or pseudo-hyphal by counting 100 cells on an Olympus Cell-R Live Imaging Unit (Olympus, Essex, UK).

5.4 Strain construction

The heterozygous gene deletion of orf19.4964 was created in the SN87 strain using the C.d.HIS1 marker cassette (124) and fusion PCR strategy as previously described (121) using the following sequence primers: (sequences 5´-3´) 55_Ca4964 TTGGTGGTCCTATAATGAGTG, 53_Ca4964 cacggcgcgctagcagcggCATTTGTA-TGTTATGGTGTAATGT, 35_Ca4964 gtcagcgcgccatccgtgcTGAGGGTTG-ATATTTGT, and 33_Ca4964 GATACTCGATACTGATTGT.

5.5 Mice

Wild type C57/BL6 mice purchased from Charles Rivers were used in all experiments using gender and age matched 7-9 week old mice.

5.6 Neutrophil killing assay

Neutrophils were isolated from bone marrow collected from the femurs and tibias of mice using a percoll (Sigma Aldrich) gradient. Briefly, percoll solutions of different densities (78%, 69%, and 52%) were layered in a 15mL falcon using a needle. Red blood cells were lysed from the bone marrow using red blood cell lysis buffer (8.3g/L NH₄Cl in 0.01 M Tris-HCL) for 1 min. The lysis reaction was halted using 20mL RPMI
(PAA, Pasching, Austria). Samples were briefly centrifuged and resuspended in 2mL 10mM HEPES buffer (115mM NaCl, 1.2mM CaCl$_2$, 1.2mM MgCl$_2$, 2.4mM K$_2$HPO$_4$, 20mM HEPES, pH 7.4) and layered on the percoll gradient. Samples were centrifuged at 1500 x g at 4°C for 30 min. After centrifugation, neutrophils were isolated from between the 78% and 69% percoll layers, diluted in 5mL RPMI, and 1 x 10$^5$ cells were distributed per well in 96 well format in sterile cell culture dishes. Fungal cells were added (1:10) in RPMI and incubated for 1hr at 37°C. After incubation, neutrophils were lysed in the well with 50μL of 4% Triton-X 100 in PBS. Cell suspensions were collected and the well washed with 400μL sterile PBS 3 times to collect any remaining cells. Cell suspensions were diluted 1:10 and plated on YPD plates. Colonies were counted after 3 days incubation at 30°C. *Candida* survival was calculated from the number of cells collected from the neutrophil treated versus untreated wells.

5.7 Gastrointestinal tract colonization with *Candida* species

The GI tract colonization model was adapted from Koh *et al.* (118). Briefly, mice were depleted of their GI flora using an antibiotic regime in their drinking water including 2mg/mL streptomycin (Sigma Aldrich), 1mg/mL penicillin G (Sigma Aldrich) and 0.250mg/mL fluconazole (Sigma Aldrich) for 3 days. GI tract depletion was confirmed by plating homogenized stool pellets diluted 1:1000 in 1% protease peptone (Sigma Aldrich). Homogenates were plated on YPD plates, Mac Conkey Agar No 1 (Fluka Analytical, Buchs, Switzerland) (2% glucose, 2% agar), and Tryptic Soy Agar Vegitone (Fluka Analytical) (2% glucose, 2% agar) in triplicate and left to grow for 2 days at 30°C. Plates were then visually inspected for reduced colony numbers after each treatment. After depletion, mice maintained the same concentrations of streptomycin and penicillin G in the drinking water for the remainder of the treatment and additionally including *Candida* 1 x 10$^7$ CFUs/mL. Colonization was confirmed by the presence of *Candida* colonies in the stool sample plates as described above. Neutrophils from the mice were depleted after 4 days of antibiotic treatment by injecting interperitoneal (IP) 50-200μg of the anti-granulocyte receptor-1 (Gr-1) mAb, RB6-8C5 from either THP Medical (Vienna, Austria) or Biolegend (Franklin Lakes, New Jersey). Neutrophil depletion was confirmed by GIMSA stain (Sigma Aldrich) following manufactures instructions. We used 1 drop of blood from treated mice and 100 cells were counted from each smear to estimate the neutrophil depletion efficiency in the blood by the
antibody on the Olympus Cell-R Live Imaging Unit (Olympus). PBS was injected for all untreated mice. Dissemination of *Candida* to the organs was induced one week after the start of antibiotic treatment by including 2.5% or 5% Dextran sulfate sodium (DSS) (Sigma Aldrich) with the antibiotic treatment in the drinking water. To determine dissemination efficiency, the liver, spleen, GI tract, brain, and kidney were removed aseptically, rinsed in sterile PBS, weighed, and homogenized in 1.5mL tissue lysis buffer (200 mM NaCl, 5mM EDTA, 10mM Tris, 10% glycerol) on ice. Samples were homogenized using an Ika T10 basic Ultra-Turrax homogenizer (Ika, Staufen, Germany). Colony forming units (CFUs) were determined for each organ by plating serial dilutions of homogenates on YPD plates. Colonizes were counted after 2 days of incubation at 30°C and fungal burden is calculated for CFUs/gram tissue.

### 5.8 qPCR

RNA sample preparation, reverse transcription, and real-time PCR were performed as previously described (125) using the following primers: *RIP1*, forward 5′-TGCTGACAGAGTCAAGA-AACC-3′ reverse 5′-GAACCAACCACCGAAATCAC-3′, Orf19.4964 forward 5′-TATCTCCATTATCTATTCGTTG-3′, reverse 5′-CTCCCCAACCATTAGGTGTAC-3′. Results were calculated using the ΔΔct method using the expression of the *C. albicans* housekeeping gene, *RIP1*, versus orf19.4964 in treated versus untreated conditions.
6. General Discussion

6.1 Major results presented in this thesis

This study aimed to investigate host-pathogen cross talk between Candida spp. and their host, by resolving transcriptional changes of both C. albicans and M. musculus under infection conditions using simultaneous RNA-seq of the host and pathogen transcriptome. We decipher novel adaptive responses of C. albicans to the host environment, including previously unidentified genes involved in host-pathogen cross talk on both the host and pathogen side using network inference. Additionally, we identify post-transcriptional modifications, including infection specific alternative splicing as a new adaptive response of C. albicans to counteract host challenge. These results are presented in two major publications and one review.

In summary, the work presented in this thesis established the following methods:

- **In silico**: Network Inference as robust strategy to model host-pathogen interactions using NetGenerator
- **In vitro**: Simultaneous RNA-seq as a method to study pathogenesis using C. albicans and BMDCs in a genome-wide, time-resolved fashion
- **In vivo**: A long-term GI tract colonization model for Candida spp. to investigate the commensal to pathogen transition

Using these methods, this thesis discovered the following major points:

- Hap3 is a fungal hub in C. albicans infections, which interacts with Ptx3 and Mta2 in M. musculus, where the loss of Hap3 alters the immune response to the fungus.
- C. albicans undergoes infection specific splicing and alternative splicing during discrete infection stages with murine dendritic cells, including novel alternative splice junctions.
- The natural Candida mouse commensal C. pintolopesii (genome annotated as part of this thesis) is a reasonable organism to investigate the commensal state for Candida spp. during in vivo infection.
6.1.1 Using simultaneous RNA-seq to investigate host-pathogen interactions

Our work characterized the complex niche adaptation, in molecular terms, of \textit{C. albicans} to its mammalian host \textit{in vitro} using simultaneous RNA-seq of the host-pathogen transcriptomes over a time course of infection. By using deep sequencing instead of other genome-wide technologies such as microarray, we were able to overcome several significant hurdles in our data analysis. Specifically, we had the flexibility of investigating multiple species from the same sample, which eliminated platform dependent effects and other biases as a result of additional sample handling.

RNA-seq as a technology is still being developed as a standard laboratory technique and standards for sample preparation, documentation, pipelines for analysis, are still being established (126-128). Especially in regards to the experimental design, it has been clearly argued that standard design principles are grounded in low throughput data, and the application of such approaches to high-throughput technologies can create significant problems in data interpretation (129). Therefore, it is essential in RNA-seq experiments for particular attention to be paid to the statistical analysis, the number of biological replicates, as well as comparatively low-throughput biological validation of the data set. For our simultaneous RNA-seq experiment, it was necessary for us to verify the contribution of potential biases specifically resulting from our mixed data set, including transcript length differences between \textit{M. musculus} and \textit{C. albicans}, the possibility of sequence overlap, and the normalization technique used for the biological repeats, the results of which we were able to take into consideration for downstream analysis. We found that evolution distance between host and pathogens in general, should allow for the applicability of simultaneous RNA-seq technology to a wide-variety of pathogenic scenarios both \textit{in vitro} and \textit{in vivo}. However, based on the need for the sequence conservation to be so great between those investigated, the method would not be suitable for the majority of meta-genomics or super-infection studies, because of the increased probability that reads would be miss assigned to the incorrect species and is best suited for co-culture experiments.

Based on our data analysis, the resolution of the \textit{C. albicans} genome, in general, was much higher than that of \textit{M. musculus}, in terms of the number of differentially expressed genes detected and pathways enriched, throughout the time course of the infection. The mouse genome, based on length alone, is 189.7 times larger than that of \textit{C. albicans} using the estimates from the CGD and the mouse
genome database (MGI) ([http://www.informatics.jax.org/](http://www.informatics.jax.org/)) (130). Although these numbers do not necessarily reflex the transcriptional variation for either genome at the time that the sequencing was performed, they nevertheless suggest that the read depth will be greater for the smaller genome. A recent study has designed a model to estimate the read depth required in order to reasonably detect low and high abundance transcripts with over 95% efficiency (131), and suggests that pilot studies in general should have a minimum of 1 million reads per sample. As our reads were divided among multiple organisms, the coverage between the two was not equal. This may explain why the resolution of the *C. albicans* genome, in terms of novel adaptive responses and mechanistic insight over our time course was much greater than that of the host response. The *M. musculus* data may have benefited overall with a greater sequence depth. These data emphasize the necessity for the biological validation of the observed RNA-seq phenomena especially in transcripts with low coverage.

6.1.2 Predicting host-pathogen interactions using network inference

Once we were able to validate the use of simultaneous RNA-seq as an appropriate method, we were interested in using our data to model processes related to the pathogenesis of *C. albicans*, specifically in regards to host-pathogen cross talk. Since the majority of players involved in host-pathogen interactions were identified using low-throughput approaches, we wanted to try to apply an *in silico* modeling strategy in order to increase the throughput of identifying putative components involved, using our genome-wide expression data as a test set.

To this end, we used network inference to model a subset of genes taken from both the host and pathogen side and were able to present the first use of inferred network analysis to host-pathogen interaction (92). A sub-network from this analysis was experimentally verified, validating the use of network inference for the analysis of multiple species data sets.

6.1.3 Novel spliceosome proteins may account for infection specific splicing

During our gene selection for the network model, we used a clustering approach to identify co-regulated genes and categories to be included in our downstream analysis. We discovered several enriched categories that were not previously
associated with host-pathogen interactions including a high enrichment for ribosomal genes and post-transcriptional processing mechanisms. The importance of quick transcriptional responses of *C. albicans* to counteract host challenge has been investigated in a variety of *in vitro* models (104, 105). Based on the high number of intron containing genes identified as differentially expressed for *C. albicans* in our simultaneous RNA-seq data set, we asked whether there may be a contribution of post-transcriptional processing mechanisms, such as splicing, in the regulation in the transcriptional responses of *C. albicans* upon host challenge; a field which had been almost entirely unexplored for this species.

Among eukaryotes, splicing is a ubiquitous form of gene regulation throughout development and in response to stress within its environment (132). Compared to higher eukaryotes with an average of 6-8 introns per gene, yeast species, such as *S. cerevisiae* as well as *C. albicans* have a significantly lower intron density (133). This genomic simplicity coupled with the high conservation of spliceosomal components among eukaryotes, has made them historically the model organism of choice for studying splicing (134). Interestingly, although the overall intron density is low, over 70% of the pool of actively translated RNA in yeast originates from genes that are intron containing (135), emphasizing their overall importance. Similarly, the proportion of intron containing genes in our data set was much higher than would be expected based on the intron density for alone.

After further investigations, we found that infection-specific splicing and alternative splicing were a hitherto unrecognized time-dependent response mechanism of during pathogenesis (Tierney et al., submitted). Importantly, we found that splicing was limited to a subset of intron containing genes. This made us interested to investigate what could be the selective mechanism for this specific gene set.

Pre-mRNA splicing is catalyzed by the spliceosome, a ribonucleoprotein complex that excises introns through a highly orchestrated process involving RNA-RNA, RNA-protein, and protein-protein interactions (136). The spliceosome is comprised of five small nuclear RNAs, U1, U2, U4, U5 and U6, and over 100 protein factors involved in pre-mRNA splicing. It has been shown to recognize a number of consensus motifs on the pre-mRNA, including the donor, acceptor site, and the branch point (137) and the strength of these different signals combined is important for splice site selection, especially in cases of alternative splicing (138). Moreover, recent work has suggested that splicing signals and their corresponding splicing factors have co-
evolved (139), highlighting the interdependence of the components of the spliceosomal machinery and the introns spliced.

Essential as well as non-essential splicing factors have been shown to be important in eukaryotic development. To date, numerous splicing protein complexes have been linked with nuclear pre-mRNA retention and splicing. Importantly, errors in the expression, concentration, or composition, of splicing factors underline many human diseases (140). Due to the highly dynamic nature of the environment that C. albicans is exposed to during phagocytosis, it is possible that one or more of these environmental conditions either triggers or represses some of the splicing factors in C. albicans, which would influencing splicing, and possibly the selection of the spliced gene set. As splicing in C. albicans has been poorly studied, it is not surprising that the identity of many of the splicing factors in are either unknown or based entirely on homology prediction to S. cerevisiae. Based on the data that are available, the regulation in our data set of a homolog of Bud13 in C. albicans, orf19.4964, a member of the RES complex in yeast (114), implies that the regulation of splicing components is taking place under infection conditions for C. albicans; this could explain for the selection of our intron containing gene set among the pool of intron containing genes. However, further work be needed specifically on the regulation of splicing factors themselves under different conditions in C. albicans to show that this is indeed the case.

6.1.4 Studying the commensal to pathogen transition using C. pintolopesii

In order to see if infection specific splicing and other adaptive strategies identified using the simultaneous RNA-seq approach also takes place under in vivo infection conditions for Candida spp., we decided to adapt the GI tract colonization model of Koh et al., (118) to be used for the mouse species from which the BMDCs cells were collected, namely C57/BL6 mice.

For Candida spp. the border between the commensal and pathogenic state remains poorly defined. Since this transition is a key component of the virulence of the species as well as a major topic for Candida research, and the fine-tuned immune response the fungus will be influenced by the route of infection (25), we decided to choose a model that most resembled a natural infection situation. Therefore, we chose to establish a mucosal inoculation model. Popular systemic models of C. albicans such
as intravenous or interperitoneal injection represent atypical route of infection for the fungus (141). Mucosal inoculation however mimics the common entry point for systemic dissemination of the fungus. On the other hand, in order to force *C. albicans* systemic dissemination in mucosal models, they still require antibiotic treatment and some form of immune suppression. These models therefore more closely mimic patients who have undergone a similar treatment strategy.

A yeast causing widespread infections in laboratory mice and the only natural *Candida* commensal in mice *C. pintolopesii* (116, 117, 142) is a useful model to study commensal to pathogen transition. To date, only a limited number of studies have used *C. pintolopesii* in *in vivo* experiments using immuno-compromised mice (143). We found that *C. pintolopesii* quickly colonizes and proliferates within the GI tract of mice without neutropenia in BL6 mice for over 6 weeks. However, we only tested the model after first treating the mice with antibiotic and antifungal treatment in order to be certain that the colonizing fungus we detected was on the plates belonged to *C. pintolopesii* and not to other indigenous fungi or contaminating bacteria. It still needs to be seen how well the colonization work in completely untreated mice. Overall, *C. pintolopesii* represents a unique control species to model to study the transition of a natural commensal to the pathogenic state. Based on *C. pintolopesii* homology profile from the genome annotation, it should be more comparable to *C. glabrata* or *C. albicans* in the yeast state for *in vivo* colonization studies.

In total, we believe that the combination of the *in vivo* colonization method with simultaneous RNA-seq will provide an enhanced view of the colonization process of *C. albicans* in response to the host, its complex niche adaptation strategies, in order to device strategies to limit dissemination in, or colonization of, mammalian hosts by *Candida spp.*
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8. Appendix

8.1 Additional publications


**Fungal Attacks on Mammalian Hosts: Pathogen Elimination Requires Sensing and Tasting**

Bourgeois C, Majer O, Frohner IE, Tierney L, Kuchler K.

**Abstract:** Recognition of *Candida spp.* by immune cells is mediated by dedicated pattern recognition receptors (PRRs), including Toll-like receptors (TLRs) and lectins expressed on innate immune cells (e.g., macrophages, neutrophils and dendritic cells (DCs)). PRRs recognize *Candida*-specific pathogen-associated molecular patterns (PAMPs). Binding of fungal PAMPs (e.g., cell wall sugar polymers and proteins, fungal nucleic acids) to PRRs triggers the activation of innate effector cells. Recent findings underscore the role of DCs in relaying PAMP information through their PRRs to stimulate the adaptive response. In agreement, deficiencies in certain PRRs strongly impair survival to *Candida* infections in mice and is associated with enhanced susceptibility to mucocutaneous fungal infections in humans. Understanding the complex signaling networks protecting the host against fungal pathogens remains a challenge in the field.

**Contribution:** For this study, I was involved in the writing and preparation of the manuscript.
8.2 Summary

*Candida* spp. are a major cause of systemic fungal infections in immunocompromised individuals, inflicting severe diseases of high mortality. Their success as a pathogen is strongly correlated with their ability to adapt to diverse micro-environmental challenges encountered within their host. Their inherent genomic plasticity poses further challenges to diagnosis and treatment. My thesis aimed to study adaptive strategies employed by *Candida albicans* during *in vitro* pathogenesis from a transcriptional perspective. I developed a method to perform and analyze transcriptional data simultaneously from host-pathogen interactions using deep sequencing technology. I quantified *C. albicans* and *M. musculus* gene expression dynamics during phagocytosis by murine dendritic cells in a genome-wide, time-resolved fashion. Using this approach, I have identified novel strategies of *C. albicans* to counteract host challenge and divided my work in the verification of these different adaptive mechanisms.

The first part of this thesis characterizes several components previously unknown to be involved in host-pathogen crosstalk using the first inferred network of a mixed host-pathogen data set. I identified a role for the interactions between the iron regulatory transcription factor Hap3 in *C. albicans*, and the soluble receptor Ptx3 in *M. musculus*, in the global immune response to the fungus. My data suggest that this interaction takes place via cell wall remodeling of the pathogen. Moreover, the experimental verification of the predicted interspecies interactions is proof of principal that network inference can be used to investigate pathogenesis.

The second part of this thesis focuses on post-transcriptional processing mechanisms of. I identified numerous cases of infection specific alternative splicing in addition to novel alternative splice junctions. Furthermore, I developed a mathematical model to quantify splicing for and these data support the hypothesis that splicing is co-transcriptional. The conservation of the splicing machineries among higher eukaryotes suggests that splicing regulation by the pathogen may affect its virulence and intron evolution.

Taken together, this thesis proposes novel methods to analyze host-pathogen interactions and new putative targets for *Candida* treatment.
8.3 Zusammenfassung


Zusammenfassend, schlägt meine Dissertation neue Methoden zur Untersuchung von Wirt-Pathogen Interaktionen vor und entschlüsselt neue potentielle „targets“ für die Behandlung von *Candida* Infektionen.
### 8.4 Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>A. fumigatus</em></td>
<td>Aspergillus fumigatus</td>
</tr>
<tr>
<td>AS</td>
<td>alternative splicing</td>
</tr>
<tr>
<td>BMDC</td>
<td>bone marrow derived dendritic cells</td>
</tr>
<tr>
<td><em>C. albicans</em></td>
<td>Candida albicans</td>
</tr>
<tr>
<td><em>C. glabrata</em></td>
<td>Candida glabrata</td>
</tr>
<tr>
<td><em>C. krusei</em></td>
<td>Candida krusei</td>
</tr>
<tr>
<td><em>C. parapsilosis</em></td>
<td>Candida parapsilosis</td>
</tr>
<tr>
<td><em>C. pintolopesii</em></td>
<td>Candida pintolopesii</td>
</tr>
<tr>
<td><em>C. tropicalis</em></td>
<td>Candida tropicalis</td>
</tr>
<tr>
<td>CaDcr1</td>
<td>Candida albicans gene Dicer</td>
</tr>
<tr>
<td><em>Candida spp.</em></td>
<td>Candida species</td>
</tr>
<tr>
<td>CWPs</td>
<td>cell wall proteins</td>
</tr>
<tr>
<td>DCs</td>
<td>dendritic cells</td>
</tr>
<tr>
<td>Dscam</td>
<td>down syndrome cell-adhesion molecule</td>
</tr>
<tr>
<td>DSS</td>
<td>dextran sulfate sodium</td>
</tr>
<tr>
<td>GI tract</td>
<td>gastrointestinal tract</td>
</tr>
<tr>
<td>GO</td>
<td>gene ontology</td>
</tr>
<tr>
<td>GPI</td>
<td>glycosylphosphatidylinositol</td>
</tr>
<tr>
<td>GR-1</td>
<td>granulocyte receptor-1</td>
</tr>
<tr>
<td>HPLC</td>
<td>high performance liquid chromatography</td>
</tr>
<tr>
<td>IC</td>
<td>isotype control</td>
</tr>
<tr>
<td>IP</td>
<td>interperitoneal</td>
</tr>
<tr>
<td>lincRNA</td>
<td>long non-coding RNA</td>
</tr>
<tr>
<td><em>M. musculus</em></td>
<td>Mus musculus</td>
</tr>
<tr>
<td>MC</td>
<td>Mac Conkey agar</td>
</tr>
<tr>
<td>mRNA</td>
<td>messenger RNA</td>
</tr>
<tr>
<td>MS</td>
<td>mass spectrometry</td>
</tr>
<tr>
<td>MyD88</td>
<td>myeloid differentiation primary response gene 88</td>
</tr>
<tr>
<td>NMR</td>
<td>nuclear magnetic resonance</td>
</tr>
<tr>
<td>NO</td>
<td>nitric oxide</td>
</tr>
<tr>
<td>NuRD</td>
<td>nucleosome remodeling and histone deacetylase complex</td>
</tr>
<tr>
<td>PAMPs</td>
<td>pathogen associated molecular patterns</td>
</tr>
<tr>
<td><strong>Abbreviation</strong></td>
<td><strong>Definition</strong></td>
</tr>
<tr>
<td>-----------------</td>
<td>------------------------------------------</td>
</tr>
<tr>
<td>PBS</td>
<td>phosphate buffered saline</td>
</tr>
<tr>
<td>PCA</td>
<td>principle component analysis</td>
</tr>
<tr>
<td>PRR</td>
<td>pathogen recognition receptors</td>
</tr>
<tr>
<td>RES</td>
<td>retention and splicing</td>
</tr>
<tr>
<td>RNA-seq</td>
<td>RNA sequencing</td>
</tr>
<tr>
<td>RNase</td>
<td>ribonuclease</td>
</tr>
<tr>
<td>ROS</td>
<td>reactive oxygen species</td>
</tr>
<tr>
<td>rRNAs</td>
<td>ribosomal RNA</td>
</tr>
<tr>
<td>S. cerevisiae</td>
<td><em>Saccharomyces cerevisiae</em></td>
</tr>
<tr>
<td>snoRNAs</td>
<td>small nucleolar RNA</td>
</tr>
<tr>
<td>snRNPs</td>
<td>small nuclear ribonucleoprotein particles</td>
</tr>
<tr>
<td>TLRs</td>
<td>toll-like receptors</td>
</tr>
<tr>
<td>TSA</td>
<td>tryptic soy agar</td>
</tr>
<tr>
<td>YPD</td>
<td>yeast extract peptone dextrose medium</td>
</tr>
</tbody>
</table>
8.5 Curriculum Vitae

Date of birth: 30.05.1986
Place of birth: Springfield, MA, USA
E-mail: Lanay.Tierney@gmail.com

Address: Rabensteig 1/16 1010
Place of birth: Springfield, MA, USA
Nationality: American, Residency: Austrian

Education

2008 - 12.2012 Ph.D., Molecular Biology Vienna, Austria
(Expected) Vienna Biocenter International Ph.D. program
University of Vienna

2004 - 2008 B.Sc., Biology Chestnut Hill, USA
Boston College

Professional Experience

2007 - 2008 Young Ambassador Boston, USA
German Academic Exchange Service (DAAD)
Promoted DAAD programs and study abroad opportunities
Representative of DAAD at Boston College and within Boston

2006 - 2008 Research Assistant Boston, USA
Massachusetts State Science and Engineering Fair
Assisted the Executive Director in alumni relations and publicity

Jun - Aug Laboratory Research Internship Düsseldorf, Germany
2007 Heinrich Heine University
Technical training at the Institute for Cardiovascular Physiology

Jun - Aug English Teacher Hungary & Slovakia
2006 Learning Enterprises Organization
Volunteer teacher to children and adults in rural village locations

Honours

2011 May Poster Presentation Award Nice, France
Best presentation at a FEBS course on fungal pathogens

2010 June Poster Presentation Award Vienna, Austria
Ph.D. Symposium Young Scientists Association

2009 May Youth Travel Fund Fellowship Nice, France
To attend the 2009 FEBS course on fungal pathogens

2004 Jul International Science and Engineering Camp Seoul, South Korea
One of four chosen to represent the USA
Awarded by the American Junior Academy of Sciences

2004 Feb Massachusetts Student Representative Seattle, USA
- Chosen for a poster presenter at AJAS annual meeting

**Publications**

Tierney *et al.* 2012 Systems biology of host–fungus interactions: turning complexity into simplicity. *Current Opinion in Microbiology*

Tierney *et al.* 2012 An interspecies regulatory network inferred from simultaneous RNA seq of *Candida albicans* invading innate immune cells. *Frontiers in Microbiology*

**Training Courses**

2010 FINSysB Training workshop on microarray analysis, next generation sequencing and bioinformatics *Paris, France*

2009 Certificate course on Laboratory Animal Science from Berliner Fortbildungen *Berlin, Germany*

**Selected Oral Presentations**

2012 International Society for Human and Animal Mycology *Berlin, Germany*

2011 Medical Mycology MedMyc2011 *Vienna, Austria*

2011 FEBS Human Fungal Pathogen Course *Nice, France*

2009 Wissenschaftlichen Tagung der Deutschsprachigen Mykologischen Gesellschaft *Vienna, Austria*

**Leadership**

2009 - 2010 Vienna Biocenter Ph.D. Student Representative

2010 Organizing committee member for the Vienna Biocenter symposium

2010 Organizing committee member for the 1st annual MFPL student retreat

**Languages**

English (native speaker), German (professional working proficiency)

**Skills**

Data analysis, Statistics, Research design, Communication
8.6 Acknowledgements

I would like to personally thank all of those who supported me throughout my work. First and foremost, I would like to thank Karl for giving me the opportunity to work on this very interesting topic in his lab, who gave me motivation when experiments did not always work according to plan, and who was always was enthusiastic when they did. I would of course like to thank the entire Kuchler lab for their support in all facets of the dissertation, experimentally, professionally, and personally. I would like to especially thank Olivia, Denes, Christelle, and Walter for their endless patience, helpful feedback, and for providing a fun and positive working environment in the lab.

I would like to thank all of our collaborative partners both in Vienna and abroad, especially Jörg, Sebastian, Reinhard, Sascha, and Bernhard, in Jena and Arndt, Fritz, and Stefanie in Vienna, for their helpful technical support and feedback on the project throughout its development.

Finally, I would like to thank my parents, Laura and Brad, and sister Sara, who supported me throughout my education, to follow my aspirations, regardless of what they were, or where in the world they would take me.