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Abstract

Non-protein coding region, which constitutes 98.5% of the human genome, were long depreciated as evolutive relict. It is only recently that the biological relevance of the non-coding RNAs associated with these non-coding regions was recognized. The development of experimental and bioinformatical methods aimed at detecting these non-coding RNAs (ncRNAs) lead to the discovery of more than 29,000,000 sequences, grouped into more than 1300 families.

More often than not these ncRNAs function by binding to other RNAs, either protein coding or non-protein coding. Compared to the number of tools to detect and classify ncRNAs, the number of tools to search for putative RNA binding partners is negligible. This leads to the actual situation where the function of the majority of the annotated ncRNAs genes is completely unknown.

The aim of this work is to assess the function of different families of ncRNAs by developing new algorithms and methods to study RNA-RNA interactions. These new methods are extensions of RNA-folding algorithms applied to the problem of RNA-RNA interactions. Depending on the class of ncRNA studied, different methods were developed and tested.

This work shows that the development of RNA-folding algorithms to study RNA-RNA interactions is a promising way to functionally annotate ncRNAs. Still other factors like RNA-proteins interaction, RNA-concentration or RNA-expression, play an important role in the process of RNA hybridization and will have to be taken into account in future works in order to achieve reliable prediction of RNA binding partners.
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1 Introduction

1.1 Motivation

All living creature contains the necessary information for its structure and function in its genome. Physically the genome is split into one or more chromosomes, which is a long, double-stranded, chain of nucleotides. A nucleotide is a molecule composed of a monophosphate, a pentose and one of the 5 nucleobases, namely adenine, guanine, cytosine, thymine and uracile. These long chains of nucleotide are also called deoxyribonucleic acid (DNA).

Regions in the genome can be either protein-coding or not. Proteins are biological macromolecule composed of a sequence of amino-acids that are involved in almost every functional and structural aspect of the living cell. The production of a protein from the corresponding gene is roughly a three-steps process. First the gene encoding the protein is copied (transcribed) into RNA (ribonucleic acid) called messenger RNA (mRNA). The mRNA is then spliced, i.e. it is processed to remove RNA fragments that were transcribed but not protein-coding (introns). Then it is transported into the cytoplasm where it docks onto a ribosome (rRNA) that will translate the genetic code carried by the messenger RNA into a protein. Genomic research originally concentrated exclusively on the protein coding part of the genome, neglecting non protein-coding regions, which make up to 98.5% of the human genome, and their associated non-coding RNA transcripts, as they were long disregarded as evolutionary junk.
50 years ago, Jacob and Monod were the first to raise doubts about the uselessness of non-coding regions [111]. In 1982 Cech showed for the first time that an RNA molecule can have an enzymatic function [128]. One year later Altman proved that the activity of the RNA cutting enzyme named RNase P was induced by a RNA molecule [88]. In recent years, the plethora of genomic information brought by ncRNA detection programs and high throughput sequencing let the number of known ncRNA-transcripts grew steadily. This is exemplified in [226] and [202], where high throughput techniques allowed the detection of 60 new ncRNAs in *H. pylori* and 1023 new ncRNAs in human cells, respectively. As of 2008, more than 29,000,000 non-coding sequences were grouped into 1300 distinct families [75]. Yet despite the abundance and the widespread distribution of ncRNAs, little is known about the biological role they are involved in.

In the few cases where functional annotation of ncRNAs exist, ncRNAs exert their function by binding to other RNAs. For example snoRNAs mediate pseudouridylation and methylation of rRNAs and snRNAs [10] and can influence the splicing of pre-mRNAs [273]. ncRNAs are also involved in sequence editing of other RNAs [15], transcription and translation control (siRNA, miRNA, stRNA) [12, 68, 129] or plasmid replication control [60]. While siRNAs are often fully complementary to their targets, most of the ncRNAs interact in a more intricate manner which does not involve perfect hybridization. For example in *E.Coli, OxyS*, which is involved in oxidative stress response, interacts with its target mRNA, *fhlA*, through a two sites kissing complex formation [8].

Systematic target prediction for the plethora of genomic information brought by ncRNA detection programs and high throughput sequencing is a challenging problem and different kinds of tools are currently available to solve it. On one hand, BLAST [3] or FASTA [195] search for long stretches of perfect complementarity between a query and a target sequence. GUUGle [79] can efficiently locate potential complementary regions and, in contrast to BLAST, also allows for G-U pairs. A typical application for these programs is for example siRNA target search. Their main drawback is that they do not give information about the thermodynamics of the interaction between the query and the target RNAs. Moreover their lack of sensitivity is a real issue when looking for more complex interactions found for example
between miRNAs and their targets.

On the other hand, RNA folding algorithm based on the free energy minimization is at present the most accurate and most generally applicable approach for RNA folding [247, 275, 276]. It is based upon a large number of measurements performed on small RNAs and the assumption that stacking base pairs and loop entropies contribute additively to the free energy of RNA secondary structures [166, 168].

A straightforward approach to folding two RNA molecules is to concatenate the two sequences and apply a slightly modified RNA folding algorithm. This approach is taken for example by the RNAcofold [18, 100] and pairfold [246] programs. However, the restriction to pseudo-knot free structures in standard folding algorithms is a more serious issue when dealing with RNA duplexes, as many known RNA-RNA interactions are mediated e.g. by “kissing hairpins” or other structure motifs that appear as pseudo-knots when the sequences are concatenated.

As in the case of single sequences [1] inclusion of pseudo-knots makes the problem of cofolding 2 RNAs NP-complete [2] in the unrestricted case. Polynomial time complexity can be achieved like in Alkan [2, 38, 107, 196], where intramolecular structures of each molecule are pseudoknot free and intermolecular binding pairs are not allowed to cross. While these algorithms can predict complicated interaction motifs, such as the bacterial OxyS–fhlA system (see Figure 2.8), they run in $O(n^3 \cdot m^3)$ making them prohibitively expensive for most applications. Moreover, these algorithms suffer from a lack of good parameters: Little is known about the energetics of more complicated loop-types, so that predicted optimal structures will often not correspond to reality.

In summary we are currently facing a challenging situation where, on one hand high-throughput sequencing data and bioinformatical approaches unveil a whole new RNA-based world, while on the other hand the sheer scarcity of methods to study RNA-RNA interactions, as well as their limitation, impede us of knowing more about their functions. In this work we will concentrate on extending RNA-folding algorithms to the problem of RNA-RNA interactions and ncRNA target predictions. The extension of the algorithms will not only have to respect accuracies constraints but, due to the large search spaces and huge number of ncRNAs, also runtime constraints. These new approaches will then be used to study known
RNA-RNA interactions and predict ncRNA target RNAs in different organisms.

1.2 Structure of this work

This thesis is a compilation of the following 9 journal articles [20, 87, 94, 182, 183, 187, 234, 236, 237, 253], one book chapter [102] and of unpublished observations. It is organized as follow: in chapter 2, the necessary background information for understanding the rest of the work is presented. This chapter describes what the concept of RNA secondary structure is as well as how it can be computed for one and two sequences. Further an overview of ncRNAs relevant for this work is presented. The work done in the framework of this dissertation is then presented in the subsequent chapters. In this context chapter 3 contains a description of RNAup, a general approach to study RNA-RNA interactions. Chapter 4, presents RNAplfold a program developed by [18, 26], which was specifically designed to compute local RNA structures and accessibility. We further show how the information returned by RNAplfold can be used to improve siRNA design and miRNA targets search. In 5, we present an approximation to RNAup called RNAplex, that allows to search for ncRNAs targets with the same accuracy as RNAup but with a runtime decreased by three orders of magnitude compared to RNAup. Finally in chapter 6, a method is presented to study the complex H/ACA-snoRNA-rRNA interactions. We close this thesis with a discussion in chapter 7.
2.1 RNA secondary structure

RNA is a heteropolymer which consists of nucleotides. A nucleotide is composed of a ribose sugar, a base (adenine, cytosine, guanine, uracil) and a phosphat group. In an RNA chain the phosphat group links the 3’ position of the ribose to the 5’ position of the next nucleotide.

In contrast to DNA that usually occurs as double strands, RNA molecules are generally single-stranded. RNA structure results from the propensity of the nucleotides to form base pairs with other nucleotides. These base pairs are in general either Watson-Crick (adenine-uracil, cytosine-guanine) or wobble (guanine-uracil). The intramolecular interactions result in a pattern of double helical regions interspersed with loops. This pattern is termed the RNA secondary structure. These loops and helical structures may further interact to form the tertiary, functional, structure.

In contrast to protein folding programs, where the tertiary structure is predicted, the majority of the currently available RNA folding algorithms concentrate on the secondary structure of the RNAs. The first reason for this difference is a pragmatic one. Current RNA folding algorithms have a polynomial runtime of $O(n^3)$ where $n$ is the sequence length. This is fast enough to allow genome-wide analysis on current off-the-shelf computers. The consideration of the tertiary structure however leads to a superpolynomial-runtime impeding any large-scale application [1]. The second reason is related to the kinetic of RNA folding. Secondary structures form first,
leading to a set of loops and helices, which once formed, interact to yield the tertiary structure. As a consequence, the determination of the tertiary structure depends strongly on the secondary structure [31]. Still the mere knowledge of the secondary structure can be misleading, as two similar tertiary structures can have different secondary structures [125].

2.1.1 RNA secondary structure: formalism and representation

A secondary structure $S$ on a sequence $s$ is the set of base pairs $(s_i, s_j)$, where $i < j$ and where $s_i$ represents the nucleotide at position $i$ on sequence $s$, that has the following properties:

(i) $(s_i, s_j) \in S \implies (s_i, s_j) \in (AU, UA, GC, CG, GU, UG)$

(ii) $((s_i, s_j) \land (s_k, s_l)) \in S \land (s_i = s_k) \implies j = l$

(iii) $((s_i, s_j) \land (s_k, s_l)) \in S \implies i < k \implies l < j \lor j < k$

In words, constraint i means that only watson-crick and wobble base pairs may form. Constraint ii states that a nucleotide may be involved in at most 1 base pair. Constraint iii implies that all base pairs are nested, i.e. that no pseudoknots are allowed in the secondary structure. While these constraints greatly simplify the folding algorithms, none of the above constraint is biologically relevant. Exotic base pairings, involving more than two nucleotides were reported [76, 77]. Further pseudoknots appear in many important RNAs structures, albeit at a low frequency. For example, in the small ribosomal unit in *E. coli*, from the 447 reported watson-crick and wobble base pairs only 8 are pseudoknots [90].

Any secondary structure generated under these rules can be decomposed into a unique set of loops [167, 243]. The loop is a substructure which consists of a closing base pair $(s_i, s_j)$ and all nucleotides that are accessible from this base-pair. A nucleotide $s_p$ is accessible from $(s_i, s_j)$ if $i < p < j$ and there exists no other base pair $(s_k, s_l)$ in $s$ such that $i < k < p < l < j$. Loops can be assigned a degree, i.e. the number of base pairs in the loop, and a size which corresponds to the number of unpaired nucleotide in the loop.
There exist different kinds of loop depending on the amount and arrangement of their interior base pairs. Hairpin loops have a degree of 1. Loops of degree 2 are called interior loops. Interior loops of size zero are called stacked pairs. An uninterrupted sequence of stacked pairs represent a stem. Interior loops of size larger than 0, with adjacent interior and exterior base pairs, are called bulge loops. Multiloops are loops of degree greater than 2. Finally exterior loops are the set of nucleotides which are inaccessible by any base pair (see 2.1).

RNA stem-loop structures can be represented in different ways (see Figure 2.3). The dot bracket representation, for example, assigns a “.” to unpaired nucleotides, “(“ and “)” are assigned to nucleotide $s_i$ and $s_j$ respectively, if they form a base pair $(s_i, s_j)$ with $i < j$. RNA structure can also be interpreted as a tree [224, 225]. For example the full tree representation [69] associate base-pairs to internal nodes and unpaired bases to leaves. In a more detailed representation, each interior node is surrounded by a right-most and left-most children which correspond to the 5’ and 3’ nucleotides of the base pair, respectively. In a Shapiro-Zhang tree, the different loops and stacked regions are represented explicitly with special labels (see Figure 2.2).

The dotplot representation maps the structure to a matrix where a dot at position $(i, j)$ represents the base pair $(s_i, s_j)$. The mountain plot representation maps the
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The first attempt to tackle the RNA folding problem was made in the 60s by Doty et al. [55]. He derived the secondary structure of a RNA sequence by maximizing the number of watson-crick base pairs (maximal matching). In 1971, Tinoco [243] was the first to use an energy-based scoring scheme to fold RNA. The scores were derived from DNA melting experiments. Stabilizing base-pairs were assigned a positive score, while destabilizing structure, i.e. loops of size $\geq 1$ were assigned a negative score.
score. Predictions made by both approaches suffered from the simple energy models used [40]. Moreover the runtime of the algorithms grows exponentially with the sequence length, as all possible base pairs were taken into account.

In 1978, Nussinov et al. [186] presented the first algorithm that folded RNA in polynomial time. She considered the maximal matching problem where the best RNA structure is the one having the largest number of base pairs. She proved that the optimal secondary structure can be obtained from the optimal structure of the subsequences. This fact lead her to devise a recursive algorithm based on dynamic programming where the optimal RNA structure can be found in $O(n^3)$, where $n$ is the RNA sequence length.

Zuker [276] was the first to publish a recursive algorithm based on the loop free energies, where the optimal structure is the one with the minimal free energy. In his approach, each type of loop is assigned an energy depending on the composition of its exterior (and interior if available) base pairs, its degree and its asymmetry. For interior loops smaller than four, the energy model derived by Zuker et al. uses available experimental values measured from melting studies of oligonucleotides. Larger interior and bulge loops are assigned approximated values depending on their asymmetry, size, and type of nucleotide adjacent to the interior and exterior base pairs.
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(so-called mismatches). Hairpin-loop energies are tabulated for loop size smaller than four. In the other cases approximation based on the mismatches, closing pair and size are used. Finally the multiloop energy model depends linearly on the size, the degree of the multiloop as well as a penalty term for closing the loop. It should be noted that the main reason why the linear multiloop energy model was chosen over more precise models is that it allows to implement RNA-folding algorithm with a runtime of $O(n^3)$.

The main drawback of early approaches employed to predict RNA secondary structures, is that no information about suboptimal structures is returned. This is especially annoying knowing that at physiological conditions base-pair stacking energies and thermal energies are in the same range, allowing the RNA sequences to switch easily between numerous alternative foldings. Moreover, energetically close structures can be radically different. A typical example is the sequence of the 5.8S RNA from *Cryptothecodinium cohnii* whose optimal structure does not share any base pair with a suboptimal structure which has an energy within 6% of the global minimum [274] (see Figure 2.4). Furthermore due to the inherent approximation in our model and the errors in the energy parameters, the predicted structure might not even correspond to the real structure. The assessment of suboptimal foldings is therefore crucial.

Different methods were developed to gather information on suboptimal structures. In [274], Zuker et al. designed an algorithm to find the best structures for each admissible base pair in a sequence. For a sequence of length $n$, Zuker’s approach generates at most $n \cdot (n-1)/2$ suboptimals. [267] designed a method that truly retrieves all possible structures situated in an energy band $\Delta$ above the minimal free energy structure.

Another approach consists in computing the equilibrium partition function for secondary structure [169]. The partition function gives access to the probability of a given structural element in the conformational ensemble. This can be for example the probability to find a given base-pair in the ensemble of structure in thermodynamic equilibrium or for example the probability for a stretch of $N$ nucleotides to be fully unpaired (accessible) in the ensemble of structures in thermodynamic equilibrium.

An important feature that can be computed is the so-called accessibility of a con-
Figure 2.4: **R.h.s** Minimum free energy (MFE) structure of *Cryptocodinium cohnii* 5.8S. Its free energy represents $-47.10\text{kcal/mol}$. **L.h.s** Suboptimal folding of *Cryptocodinium cohnii* 5.8S sharing no base pair with the MFE structure. This structure has a free energy that differs by only $2.80\text{kcal/mol}$ from the MFE.

A continuous stretch of nucleotides, which corresponds to the probability of this stretch to be completely unpaired. Chapters 3 and 4 are devoted to the computation of methods to compute accessibilities for stretches of sequences of any given length. As it will be shown in this work, accessibility is a key factor for correctly describing the interaction of any two RNAs in both prokaryotes and eukaryotes.
2.2.1 Counting structures and maximizing base pairs

Access to the main ideas behind the general approach for RNA folding can be gained by looking at the following combinatorial problem:

**Given an RNA sequence of length n, enumerate all secondary structures on s.**

Let $s$ be a sequence, $s_j$ represents the $j$-th nucleotides on sequence $s$, $(s_i, s_j)$ represents the base pair between $s_i$ and $s_j$, and let $s[i..j]$ stands for the subsequence on $s$ contained between nucleotides $s_i$ and $s_j$.

Given a subsequence $s[i..j]$, the corresponding structure $S$ can be derived in exactly two ways from shorter structures. The first nucleotide $s_i$ is either unpaired and followed by an arbitrary structure on $s[i+1..j]$ or it binds with an other nucleotide $s_k$. Because we do not allow base pairs to cross (see 2.1.1), we have independent structures on the subsequence $s[i+1..k-1]$ and $s[k+1..j]$. This can be graphically represented as:

The number $N_{ij}$ of structures on $s[i..j]$ is then given by [263, 264]:

$$N_{ij} = N_{i+1,j} + \sum_{k,(i,k) \text{ pairs}} N_{i+1,k-1}N_{k+1,j}$$

where $N_{ii} = 1$.

The combinatorial approach is very similar to Nussinov’s solution to the folding problem. If we denote by $E_{ij}$ the maximal number of base pairs on $s[i..j]$ we see that $E_{ij}$ is obtained by choosing the optimal substructures among each of the alternatives. The independence of two substructures in the paired cases implies that these substructures can be optimized independently. This yields the Nussinov recursion which can be computed in $O(n^3)$ with a dynamic programming approach:

$$E_{ij} = \max \left\{ E_{i+1,j}, \max_{k,(i,k) \text{ pairs}} \{E_{i+1,k-1} + E_{k+1,j} + 1\} \right\}$$
As already mentioned, at physiological temperatures, RNA molecules switch between different structures rather than being frozen in the single minimum free energy structure (MFE). The probability to find at thermodynamic equilibrium a structure with energy $\Psi$ is proportional to $\exp(-E(\Psi)/RT)$, where $E(\Psi)$ is the energy of the structure $\Psi$. The ensemble of structure is determined by its *partition function*:

$$Z = \sum_{\Psi} \exp(-E(\Psi)/RT), \quad (2.3)$$

Based on the partition function, the equilibrium probability of a structure can be computed as $p(\Psi) = \exp(-E(\Psi)/RT)/Z$. $Z$ can be computed in analogy to 2.2:

$$Z_{ij} = Z_{i+1,j} + \sum_{k, \text{(i,k) pairs}} Z_{i+1,k-1} Z_{k+1,j} \exp(-\beta_{ik}/RT). \quad (2.4)$$

The equilibrium partition allows not only to compute the probability of a structure in equilibrium but also to list explicitly all possible structures, the number of states with a given energy, to determine structures that optimize certain properties or the probability of a given base pair. The equilibrium base-pair probabilities $p_{ij}$ for example can be computed by using the outside partition function $Z_{ij}$ of structures outside the subsequence $s[i..j]$, yielding:

$$p_{ij} = Z_{ij} Z_{i+1,j-1} \exp(-\beta_{ij}/RT)/Z. \quad (2.5)$$

### 2.2.2 Loop-Based Energy Model

The simple energy model used in the maximal matching approach, where base-pairs are assigned a positive scores and loops a negative one, allows only in rare cases to predict correct RNA structures [40]. A more appropriate energy model is the so-called loop-based energy model, where the total free energy of a structure is approximated by the sum of the free energy of its loops.

The main energy contributions are loop entropies, hydrogen bonds and bases stacking. Base stacking energies and hydrogen bond contributions can be theoretically computed with the help of quantum chemistry. Practically however, the energy model considers only energy differences between folded and unfolded states in an
Table 2.1: Free energies for stacked pairs in kcal/mol. Note that both base-pairs have to be read in 5'-3' direction.

<table>
<thead>
<tr>
<th></th>
<th>CG</th>
<th>GC</th>
<th>GU</th>
<th>UG</th>
<th>AU</th>
<th>UA</th>
</tr>
</thead>
<tbody>
<tr>
<td>CG</td>
<td>-2.4</td>
<td>-3.3</td>
<td>-2.1</td>
<td>-1.4</td>
<td>-2.1</td>
<td>-2.1</td>
</tr>
<tr>
<td>GC</td>
<td>-3.3</td>
<td>-3.4</td>
<td>-2.5</td>
<td>-1.5</td>
<td>-2.2</td>
<td>-2.4</td>
</tr>
<tr>
<td>GU</td>
<td>-2.1</td>
<td>-2.5</td>
<td>1.3</td>
<td>-0.5</td>
<td>-1.4</td>
<td>-1.3</td>
</tr>
<tr>
<td>UG</td>
<td>-1.4</td>
<td>-1.5</td>
<td>-0.5</td>
<td>0.3</td>
<td>-0.6</td>
<td>-1.0</td>
</tr>
<tr>
<td>AU</td>
<td>-2.1</td>
<td>-2.2</td>
<td>-1.4</td>
<td>-0.6</td>
<td>-1.1</td>
<td>-0.9</td>
</tr>
<tr>
<td>UA</td>
<td>-2.1</td>
<td>-2.4</td>
<td>-1.3</td>
<td>-1.0</td>
<td>-0.9</td>
<td>-1.3</td>
</tr>
</tbody>
</table>

aqueous solution with a high salt concentration. As a result, the corresponding energy parameters are derived from melting experiments. For small loops, the loop energy is dependent on its sequence composition only [166]. In contrast, the energy of larger loops are dependent on the base composition of the closing and opening base pairs as well as the length and the asymmetry of the loop. Polymer theory predicts that for large loops, the corresponding loop energy grows proportionally to the logarithm of the loop length. To allow efficient dynamic programming algorithms, the free energy of multiloop is modeled in a slightly different way. In this case, energies grows linearly with the loop size and loop degree. The free energies of stacked base pairs are shown in Table 2.1. In Figure 2.5, the interior loop energies for different sizes and asymmetry is shown.
2.2.3 RNA folding with the loop-energy model

The loop-based energy model allows to greatly improve RNA structure predictions compared with the pair-matching model. This gain in accuracy comes however at the cost of a slightly more complicated folding algorithm. Still the runtime complexity and memory footprint remains equal at $O(n^3)$ and $O(n^2)$ respectively. The main difference between both models is that in the case of the loop energy model we have to decompose the set of substructures enclosed by the base pair $(i, k)$ according to the loop types (see Figure 2.6).

In contrast to hairpin- and interior-loop that decompose into the same kind of loops, multi-loop decomposition needs more attention. Multi-loop energy depends directly on the number of component they have. As a consequence, we need to keep track of the number of components. This is solved by decomposing a multiloop into two parts: a 5’ multi-loop component with at least one stem and a 3’ part that contains exactly one stem. Both parts can be decomposed into known components: unpaired substructures, shorter multiloops or substructures delimited by a base pair.

The above decomposition enables to easily derive the recursion for computing the minimal energy of a RNA structure. According to figure 2.6 we need the following
2.2 RNA FOLDING

Figure 2.6: Loop decomposition of RNA secondary structure. Hairpin and interior loops are shown in red. Multiloop with more than one component are shown in blue, while multiloop with exactly one component are shown in green. Base Pairs are depicted by arcs. Dotted lines represent unpaired substructures. Taken from [101].

tables during the recursion:

\[ F_{ij} \quad \text{Minimal free energy of the optimal structure on the subsequence } s[i..j]. \]

\[ C_{ij} \quad \text{Minimal free energy of the optimal structure on the subsequence } s[i..j] \text{ given that } s_i \text{ and } s_j \text{ are paired.} \]

\[ M_{ij} \quad \text{Minimal free energy of the optimal structure on the subsequence } s[i..j] \text{ given that there is at least one stem between } s_i \text{ and } s_j. \]

\[ M_{ij}^1 \quad \text{Minimal free energy of the optimal structure on the subsequence } s[i..j] \text{ given that there is exactly one stem between } s_i \text{ and } s_j \text{ and } s_i \text{ is paired.} \]

The recursion can then be formulated as:
\begin{align*}
F_{ij} &= \min \left\{ F_{i+1,j}, \min_{i < k \leq j} C_{ik} + F_{k+1,j} \right\} \\
C_{ij} &= \min \left\{ \mathcal{H}(i, j), \min_{i < k < l \leq j} C_{kl} + \mathcal{I}(i, j; k, l), \min_{i < u < j} M_{i+1,u} + M_{u+1,j-1}^1 + a \right\} \\
M_{ij} &= \min \left\{ \min_{i < u < j} (u - i + 1)c + C_{u+1,j} + b, \min_{i < u < j} M_{i,u} + C_{u+1,j} + b, M_{i,j-1} + c \right\} \\
M_{ij}^1 &= \min \left\{ M_{i,j-1}^1 + c, C_{ij} + b \right\}
\end{align*}

where $\mathcal{H}(i, j)$ is the energy of hairpin loop enclosed by base pair $(s_i, s_j)$ and $\mathcal{I}(i, j; k, l)$ represents the energy of an interior loop delimited by base pair $(s_i, s_j)$ and $(s_k, s_l)$. In this recursion the multiloop energy varies linearly with the loop size and degree and has the form $E_{\text{ML}} = a + b \cdot \beta + c \cdot l$, where $\beta$ is the number of branches and $l$ is the length of the multiloop (unpaired nucleotide). A careful look at the recursion tells us that the time complexity of this recursion is $O(n^4)$. It can however be reduced to $O(n^3)$ by limiting the size of interior loops to an arbitrary constant $D$.

There exist alternative implementation of this recursion, however the version shown allows to unambiguously enumerates all possible substructures. Although this is strictly speaking not necessary for retrieving the minimal free energy structure of a given RNA sequence, it does become important when the partition function has to be computed, as each structure has to be counted exactly once.

### 2.3 Cofolding of two sequences

While there exist numerous programs to fold single RNA sequences, only few deals with the problem of folding two or more sequences. The Hyther package [197] predicts the hybridization thermodynamics of a given duplex given two strands. It does not produce any secondary structure information nor does it try to minimize the joint free energy.

[229] and others devised a slightly more refined method, where both sequences are linked together and then folded as a pseudo single-sequence with programs like mfold or RNAfold. As linkers, either short sequences that form very stable structure or
nucleotides that may not interact with other base pair were used. Both type of linkers lead to erroneous predictions of sequence and structure (see Figure 2.7).

The problems resulting from using a linker was first circumvent by Mathews et al. in their program OligoWalk [167]. In their approach the loops containing the linker are considered separately from the other loops. Hofacker [100] was the first to publish a method that could cofold two sequences without linker. In this approach, the sequences are concatenated without a linker and the position where the two sequences are joined is memorized. Loops containing the concatenation point are handled differently from the other loops. A similar approach was published by Hofacker et al. [7] and Bernhart et al. [18].

Use of the modified RNA folding algorithm for the computation of the duplex structure of two or more sequences has the main disadvantage that only regions located in exterior-loops are allowed to undergo intermolecular interactions. This is a direct consequence of the definition of secondary structure edicted in 2.1.1. In other words, duplex-structures containing intermolecular base pairs involving other kind of loops are considered pseudoknotted in the theoretical framework presented in the previous section and cannot be handled by the recursion presented in 2.6 (see figures 2.8 and 2.9).

While pseudoknots are almost absent of single sequence structures, they do a play an important role when two RNAs are interacting. Typical examples of RNA-RNA interactions not handled by recursion 2.6 are H/ACA-snoRNA rRNA interactions in eukaryotes or CopA-CopT and OxyS-fhla interactions in E. coli [8, 124] (see Figure 2.9).

For sequences where extensive complementarity to their putative targets is expected, fast string-searching algorithms like BLAST [3], FASTA [195] or Guugle [79] have been used. Their main drawbacks is that they do not give information about the thermodynamics of interaction between the query and the target RNA. Their lack of sensitivity is a real issue when looking for interactions where duplex contains large interior loops, as is the case between miRNA and their targets.

Rehmsmeier [204] and Dimitrov [44] developed a cofolding approach where only interior loops are allowed. That means that no information of the native structure of the interacting RNAs is taken into account. These approaches permit to consider
Figure 2.7: Comparison of the minimum free energy of structures of dimers, depending on the kind of linker used to concatenate both sequences. Linkers are drawn in cyan, while the interacting sequences are colored in red and black. **Top:** Structure when using a “poly-N” linker. **Middle:** Structure when using a hair-pin structured linker (from [229]). **Bottom:** Structure from RNAcofold. While the structures are in a narrow energy range (-7.4 to -7.3 kcal/mol), they differ substantially. Taken from [17]
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Figure 2.8: Example of pseudoknotted structures. **l.h. s** Typical H-type pseudoknot fold found i.e. in the catalytic core of various ribozymes. **middle** Kissing hairpin pseudoknot found i.e. in the 3’ UTR region of the Coxsackie B Virus [252]. **r.h. s** Kissing hairpin-loop interaction between two RNAs. OxyS-fhlA hybrid in *E. Coli* is a typical example of such an interaction. Strictly speaking this is not a pseudoknot, as it involves two distinct sequences. Still this kind of RNA-RNA interactions are not handled correctly by the standard folding algorithm presented in the previous section as it considers it a pseudoknot.

more diverse interactions than sequence based methods alone. Moreover their runtimes \(O(m \cdot n)\), where \(n\) and \(m\) are the length of the target and ncRNA sequences, respectively, still allow to search genome-wide for putative targets.

A common problem of the sequence based methods as well as the approaches published in [204] and [45] is that no information on the local structures of the interacting RNAs is considered. These approaches consider that all nucleotides are equally able to be involved into intermolecular interactions. While this assumption may hold for short, unstructured RNAs like miRNAs, this is not true for nucleotides involved in very stable intramolecular structures, like bacterial small RNAs.

Neglecting internal structures can lead to important errors in the structure and energy computation of RNA-RNA hybrids. This is exemplified in figure 2.10 where the hybrid involving RybB a ncRNA from *E. Coli* and OmpN, a natural target of RybB, is computed with and without accessibility. In the case where intramolecular structure is not taken into account, the RNA duplex is predicted to extend over the whole length of the ncRNA (bottom of figure 2.10). In contrast, the hybrid found when considering the internal structure is much shorter, involving only 15
Figure 2.9: Examples of pseudoknotted RNA-RNA interactions. **R.h.s** H/ACA snoRNA (red) interaction with its target (green). **L.h.s** Bound (right) and unbound (left) conformations of OxyS and fhlA.
nucleotides.

Although the interaction region between both RNAs is shorter in the case where accessibility is considered, the stability of the hybrid is higher, with an interaction energy of roughly -16 kcal/mol. In contrast the interaction energy of the first duplex reaches only -1.6 kcal/mol. The difference in energy between both duplexes is due to the high amount of energy needed to completely unfold the ncRNA (24.7 kcal/mol) and half of the mRNA (14.9 kcal/mol) in order to form the hybrid. The second hybrid is more economical as the cost for opening the mRNA (3.9 kcal/mol) and the ncRNA (1.6 kcal/mol) amounts 5.5 kcal/mol.

Pervouchine et al. [196], Alkan et al. [2] and more recently [38] and [107] published RNA cofolding methods able to consider complex structures found in the majority of RNA-hybrids. While these methods are able to correctly predict complex interaction structures, their high runtimes, \( \mathcal{O}(n^3 \cdot m^3) \) for Pervouchine and \( \mathcal{O}((n + m)^6) \) for Alkan, where \( n \) and \( m \) represent the length of the first and second sequences) make them inappropriate for large scale studies.

In light of the available tools devoted to RNA cofolding, it is clear that the functional annotation of the rapidly increasing number of ncRNAs is still in its infancy. On one hand there are tools available that could be used to find ncRNA targets in a reduced amount of time, however with a high trade-off on accuracy. On the other hand, the high runtime of more precise tools able to handle more complex interactions make genome-wide target search for novel ncRNAs impracticable. In chapter 5 a new approach named RNAplex that can search for ncRNA targets with the accuracy of methods considering local RNA structures but with a runtime of \( \mathcal{O}(n \cdot m) \) will be presented. In 6 a method will be presented that can treat a very specific RNA-RNA interaction found between H-ACA snoRNAs and their targets. While general RNA-RNA interaction tools like [2, 38, 107, 196] could in theory handle this kind of interactions we will show that the specially tailored algorithm presented in chapter 6 performs very well, with a runtime directly proportional to the length of the target sequence \( \mathcal{O}(n \cdot m^2) \), suitable for genome-wide target search.
Figure 2.10: Prediction of the hybridization of OmpN 5’-UTR with RybB, a small non-coding RNA found in bacteria, returned by two different RNA-RNA cofolding programs. **L.h.s:** Sequence and structure of the interaction partners. The structure stability of both RNA strands is represented by a color code, where red represents very stable regions and purple very unstable regions. **Bottom:** The hybrid predicted without considering RNA accessibility extends the whole length of RybB. The free energy of interaction of this hybrid is positive with a magnitude of 7.3 kcal/mol. **R.h.s** By considering the target site accessibility the correct hybrid can be retrieved. In this case, the free energy of interaction amounts -16 kcal/mol, making it the favored interaction compared to the previous hybrid.
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Non-coding RNAs (ncRNAs) are functional RNA molecules that do not code for proteins. There exist several groups of ncRNAs involved in a wide spectrum of cellular processes. For example, ribosomal RNAs (rRNAs) catalyze the peptide bond formation ([89]) during the translation process. Small nuclear RNAs (snRNAs) are involved in splicing of the mRNAs. Small nucleolar RNAs (snoRNAs) are responsible for the processing of rRNAs, tRNAs and snRNAs and their correct folding [66, 211]. snRNAs (small nuclear RNAs) are critical components of the spliceosome, the large ribonucleoprotein complexes that splice introns out of pre-mRNAs [277]. ncRNAs may also control gene expression. In higher eukaryotes, micro-RNAs (miRNAs) regulate gene expression by binding to targets mRNA [139, 140]. In bacteria, the OxyS ncRNA represses fhlA by binding to its ribosome entry site, precluding the translation [8]. In eukaryotes, [68] showed that exogenous small double stranded RNAs are able to regulate protein concentration once transfected in the cells. Some ncRNAs have more than one function. SgrS RNA and RNAIII in E. coli encode both for a non-coding RNA and a protein [49, 261]. Recently, snoRNAs acting as miRNAs were found in human and Giardia lamblia [64, 212]. In mammals, it has been proved that snoRNAs can also regulate the alternative splicing of mRNA [120]. snoRNA U85 has box a C/D- and a H/ACA-box domain. Accordingly, U85 pseudouridylates and methylates snRNA U5 [121].

In the next subsections we review in more details the classes of non-coding RNAs for which we have been searching for targets. Those are miRNAs, siRNAs, sRNAs and snoRNAs. As already mentioned in previous sections, there exist a lot more ncRNAs than the few families that are going to be presented here.

2.4.1 miRNA

miRNAs are single-stranded RNA molecules found in eukaryotes, whose main function is to mediate post-transcriptional gene silencing by imperfectly binding to the 3′-UTRs of target mRNAs [130, 136, 139].

The maturation of microRNAs is a multiple-steps process. First a DNA region encoding a miRNA is transcribed, leading to a pri-miRNA transcript whose length
Figure 2.11: Overview of the miRNA maturation process. First miRNAs are transcribed from their loci into pri-miRNAs. pri-miRNAs are then processed by Drosha and Pasha proteins into pre-miRNAs. Dicer processes pre-miRNAs into short double stranded miRNA/miRNA* duplexes. These duplexes get loaded into RNA-induced silencing complex. Generally the strand with the less stable 5′ end is introduced into RISC, while the other strand (passenger strand) is degraded. Once loaded into RISC, miRNAs are ready to recognize their targets through base pairing, leading to the mRNA degradation and/or translation disruption.
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vary between few hundreds up to tens of kilobases [210]. pri-miRNA are then processed by Drosha and Pasha into 70nts long stem-loops, called pre-miRNA [41]. pre-miRNAs are then processed by Dicer into a 21-23 nts long RNA duplex. Generally the strand that is less stable on its 5' end is subsequently introduced into the RNA-induced silencing complex (RISC). The other strand (the passenger strand) is degraded [84, 218]. Once integrated into the RISC complex, miRNAs hybridize with their cognate mRNAs and can either inhibit translation or cleave their target mRNA, leading to the downregulation of the gene encoded by the mRNA. Cleavage is achieved by argonaute, the catalytic protein which is part of the RISC complex [147] (see Figure 2.11 and Figure 2.12).

Due to the reduced size of miRNAs, the duplex structures that they form with their targets is simple when compared to snoRNA- or sRNA-hybrids (see Figure 2.11 for miRNAs and figure 2.9 for snoRNAs/sRNAs). Still miRNAs targets prediction is a difficult task and actual prediction tools perform poorly. There are different reasons why miRNA target predictions is unsatisfactory. First, miRNAs are very imperfectly bound to their targets [229]. Moreover the search space for putative targets is huge, as miRNAs can potentially bind to any mRNA transcripts [123, 229]. Further the regulation pattern miRNAs is relatively complex as one miRNA can regulate several hundred mRNAs [81, 82], and reversely a mRNA can be targeted by more than one miRNA. Finally until recently the lack of experimental data made it difficult to extract effective prediction rules.

The penury of sufficient data lead to the publication of several miRNA-target prediction rules. However up to now, none of them has been unanimously accepted. The most common rule is the so-called seed-rule. It states that functional miRNA-targets must contain a stretch of 6 contiguous nucleotides complementary to the nucleotides 2-7 of the miRNA [142]. The seed hypothesis derives from the facts that often seed regions are perfect complementary to 3'-UTR functional elements that mediate posttranscriptional downregulation [131]. Furthermore it was shown that the seed region is more conserved than the rest of the miRNA [145]. Many seed targets were validated in-vivo, and several transcriptomics and genomics essays showed that genes containing miRNA seeds were preferentially regulated under miRNA overexpression/inactivation [144, 221]. Still, long before the seed rule was phrased, it had
been shown that C. elegans lin-4 and let-7 form non-seeded duplex with their targets [205]. In human, this was demonstrated for miR-10a, which targets ribosomal protein transcripts via non-seed sites [189]. In D. melanogaster, it was shown that many miRNAs targets do not have seed matches [58]. Johnston et al. even showed that, at least in C. elegans, the presence of seed is a poor target predictor [114].

Another important rule for miRNA target prediction states that miRNA-mRNA interactions in animals happen exclusively in the 3'-UTR region of the target. This hypothesis is mainly a consequence of the first two discovered miRNAs that targeted their cognate mRNAs in the 3'-UTR region [140, 205]. Another element that led to this assumption is that many miRNA target prediction tools use target site conservation as criteria to filter out false positives, i.e. mRNA that are complementary to a miRNA by chance. Because the conservation of miRNA target sites in the open reading frame (ORF) might be a collateral effect of codon conservation, miRNA target prediction programs specialized to the 3'-UTR. Although this rule allowed to predict numerous miRNA targets [222], it also led many scientist to disregard the coding and 5'-UTR regions as potential miRNA targets [86, 144]. Only recently first reports on miRNA targeting regions outside the 3'-UTRs were published [56, 133, 142, 154, 175, 230].

Other factors have drawn the attention of the miRNA community. Recent studies have shown that the target accessibility, i.e. the degree of unstructuredness in and around the target sites, is an important feature for predicting miRNA-mRNA targets [117, 187, 208, 241], similar to what has been shown in other classes of ncRNA-RNA interactions [6, 233–235, 237]. Chapter 5 and 4 will present an overview of our findings on these topics.

Apart from RNA-structures, the presence of proteins on a target site is detrimental to the formation of the miRNA-target hybrid [22, 116]. Contextual sequence features, not directly related to target accessibility, protein binding site or miRNA binding site, have been reported to strongly influence the repression efficiency of miRNAs [43, 254]. Finally the relative in-vivo concentrations of mRNA and miRNA is a further parameter that greatly influence miRNA repression efficiency [53].

Parallel to the publication of new target predictors, new miRNA target predictions methods were published. An non-exhaustive list is presented in Table 2.2.
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<table>
<thead>
<tr>
<th>Name</th>
<th>Method</th>
<th>Availability</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>DIANA-microT</td>
<td>Conservation, Hybridization, Accessibility</td>
<td>Flat files</td>
<td>[159]</td>
</tr>
<tr>
<td>EIMMo</td>
<td>Conservation</td>
<td>Flat files, web interface</td>
<td>[73]</td>
</tr>
<tr>
<td>miRanda</td>
<td>Hybridization</td>
<td>Flat files</td>
<td>[113]</td>
</tr>
<tr>
<td>PicTar</td>
<td>Hybridization, Conservation</td>
<td>Flat files</td>
<td>[134]</td>
</tr>
<tr>
<td>PITA</td>
<td>Accessibility, Hybridization</td>
<td>Flat files</td>
<td>[117]</td>
</tr>
<tr>
<td>RNA22</td>
<td>Hybridization, Pattern</td>
<td>Flat file</td>
<td>[175]</td>
</tr>
<tr>
<td>TargetScan</td>
<td>Conservation, others</td>
<td>Flat files, web interface</td>
<td>[72]</td>
</tr>
</tbody>
</table>

Table 2.2: Summary of widely used miRNA target prediction tools. The first column contains the name of the tools. The second column indicates the method used by the tools. Conservation means that conservation of the seed/target site is important. Hybridization means that the energy of interaction between the miRNA and its target is relevant. Accessibility means that the structuredness of the target site is taken into account. Besides the conservation of the target site, TargetScan further considers the hybrid structure, the position of the target site on the 3'-UTR as well as the AU content around the target site. The third column lists how target information can be accessed. The last column reports the corresponding literature citation.
Although the prediction accuracies of miRNA target tools grew steadily during the last years, their performances are still unsatisfactory. In a recent review [159], where 10 target prediction tools were confronted, it was shown that the most precise target prediction method only achieved a precision of 58% at a sensitivity level of 4%. More disturbing was the fact that the simple seed rule had a higher precision than 8 of the 10 reviewed tools.

This less than satisfactory situation is mainly due to the quality of the data on which the tools are trained. The majority of the miRNA data published up to now contains information on mRNA concentration variation upon miRNA over-/underexpression ([191]). This kind of data have three important shortcomings. First, they do not allow to precisely locate the miRNA binding site on the mRNA. Second, these data allow only to determine mRNA-miRNA interactions leading to the cleavage of the target RNA. We are completely missing interaction leading to the translation inhibition of the target RNA. Finally the quantitative determination of mRNA concentration variation do not allow to precisely model the corresponding protein concentration variation [221].

Still all of the mentioned shortcomings can currently be resolved by using alternative experimental settings. Localization of the interaction site on the mRNA is achieved by site directed mutagenesis. This is however realized in only 10% of the reported targets ([191]). Identification of targets repressed by translation inhibition are identified using high-throughput proteomic methods called stable isotope labeling with amino acids in cell culture (SILAC). In this approach unlabeled (‘light’ or L) cells are transferred to medium with ‘heavy’ (H) or ‘medium-heavy’ (M) amino acids concomitantly with transfection of miRNA. In the subsequent labeling phase the H and M amino acids are incorporated into all newly synthesized proteins. The abundance ratio of H versus M reflects differences in translation of the corresponding proteins under the two conditions [217, 221].

2.4.2 siRNA

RNA interference (RNAi) describes the post-transcriptional gene silencing process triggered by endogenous or exogenous double stranded RNAs (dsRNAs). After being processed by Dicer, the dsRNAs are transferred to the RNA-Induced Silencing
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Complex (RISC), where one of the strands (the guide strand) is introduced while the other strand is degraded (the passenger strand). Target recognition happens through hybridization of the guide RNA with its target gene, which causes the cleavage and the subsequent degradation of the target strand.

The successful utilization of artificial dsRNAs to knockdown specific genes was first reported by Fire et al. [68]. In 2001 Elbashir et al. [61] showed that siRNA-mediated gene knockdown could also be applied in mammalian cells. Initial expectations that there were no need to search for optimal siRNA sequences [231], rapidly proved to be unfounded, as strong variations in silencing efficiency were reported for different siRNAs directed against the same target [104]. Still the potential of RNAi to transiently knockdown genes motivated the scientific community to improve the siRNA design rules (for a review see [193]). Elbashir et al. [63] published the first protocol for designing active siRNAs. They encouraged the use of 21 nucleotides long siRNAs with a G/C content of about 50% and 2 nucleotides 3’ overhangs.

In 2003, Khvorova et al. [118] as well as Schwarz et al. [218] proved that even though both strands of the dsRNA could serve as a guide strand [61, 63], the strand with the lower 5’ stability was preferentially incorporated into the RISC complex. Subsequent studies concentrated on finding sequence patterns on the guide strand which correlated with the repression efficacy [5, 103, 106, 207, 239, 248]. The majority of those studies confirmed that the relative stability of the siRNA ends was a major determinant of the functionality of siRNAs. Further improvements in the design of siRNA came from the study published by Patzel et al. [194], who showed that the siRNA efficiency directly correlate with the siRNA structuredness.

The small number of siRNAs used in those early studies led to poor agreements on the sequence patterns and to parameter overfitting [209]. The use of heterogeneous data, gathered either from previous work or from siRNA databases (for example siRecords [206]), did not resolve this issue, as the oligonucleotides activity is highly sensitive to biological and experimental parameters (transfection efficiency, cell type, siRNA concentration, target concentration, efficiency measure). To overcome those problems Huesken et al. [108] generated a set of 2431 randomly selected siRNAs targeted against 34 mRNAs, which was used to train an artificial neural network for designing siRNAs. Statistical analysis of this data set confirmed some of the
Figure 2.12: Structure of a 19 nucleotides RNA duplex bound to Afpiwi. Afpiwi is an archael PIWI domain-containing protein which is used to model eukaryotic Argonaute. The guide strand is depicted in green, while the target RNA is in yellow. The region on the mRNA that is cleaved by Argonaute is shown in red. Adapted from [192]
previously published siRNAs features (duplex asymmetry) and revealed new, highly significant sequence motives.

A long debated topic in the field of siRNA design is the influence of the target structure on the siRNA efficiency. While target site structure was recognized as an important feature in the design of antisense oligonucleotides and ribozymes [47, 146, 173, 174, 257, 272], data arguing for [6, 24, 32, 46, 127, 190, 216, 223, 234, 256, 269, 270] and against [23, 194, 207] the influence of target site accessibility on the siRNA efficiency were reported. As will be shown in chapters 3 and 5, the interaction of two RNAs can be decomposed into two stages. Binding can only occur at positions not already involved in intramolecular base pairs. Thus, base pairs within the target site have to be opened to make the site accessible. The energy necessary to do this is termed the disruption or breaking energy. Once the binding site is devoid of structure intermolecular helices can be formed, yielding a stabilizing interaction energy. The total binding energy is then computed as the sum of the hybridization energy and the breaking energy.

In principle such a model could directly predict the fraction of mRNAs that will be bound by siRNAs. This, however, requires knowledge of siRNA and mRNA concentrations which are in general not available. Furthermore, the model implicitly assumes that reactants are free solutes, thus neglecting possible influences of mRNA binding proteins, active translation by the ribosome, and the RISC complex on the siRNA binding. Still, the application of this approach on siRNA data published by Schubert et al. [216] (see chapter 3), where a siRNA was targeted to a gradually less accessible target site, showed that siRNA efficiency is directly correlated to the target site accessibility ([180, 181]). Those findings were corroborated by five further studies [151, 152], [46, 223], [234] (see chapter 4) which looked specifically at the effect of local target secondary structure on RNAi efficiency based on large (100 siRNAs against 3 genes) to very large (3084 siRNAs against 82 genes) homogeneous data sets.

The majority of the siRNA design rules mentioned above can be mapped to key events of the silencing pathways (see Table 2.13). The limited length of the siRNA duplex
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Figure 2.13: Impact of siRNA characteristics along the silencing pathway. The innate immune system may be activated by dsRNAs. dsRNAs with specific sequence patterns or high "U" contents are recognized by Toll Like Receptors (TLRs) inducing inflammatory cytokines and interferon of type I (IFN$_\alpha$, IFN$_\beta$). Large dsRNAs (>30nts) are sensed by PKR (double-stranded RNA-activated protein kinase) which can induce interferon response, expression of inflammatory cytokines and cell death. dsRNAs with 2nts overhangs escape the RIG-I triggered cytokines and interferon response. Once into RISC, the passenger strand is separated from the guide strand. The strand with the lower 5$'_{0}$ end stability is incorporated into RISC, while the other strand is degraded. A wrong asymmetry results in the selection of the bad siRNA strand, leading to no on-target effect. siRNAs that are highly structured are not able to hybridize to their target. Reciprocally siRNAs targeting highly structured region cannot bind to their target. Finally, sequence-specific off-target effects make it more difficult to gain information from RNAi experiments.
as well as the presence of 3′ end dangles allows the siRNA to evade immunoreognition [92, 105, 161]. The rules promoting the sequence/energy asymmetry [118, 218] reflect the ability of Dicer to sense the thermodynamic asymmetry between the two ends of the duplex. The negative effect of structure of the guide strand on the repression efficiency may be explained by a reduced ability of the siRNA to bind to its target and/or hindered interaction of the siRNA with RISC components [194]. Finally the importance of the target site accessibility on the siRNA efficiency derives from a) the ability of RISC to bind to single stranded region only and b) the inability of RISC to unfold structured RNA [6].

2.4.3 sRNA

sRNAs are non-coding RNAs found in bacteria. sRNAs are very heterogeneous both in sizes, structures and functions [260] Most of them act as post-transcriptional regulators by interacting with the 5′ untranslated region of mRNA transcripts, modifying their stability and/or their ability to be translated [148].

sRNA-mRNA interaction structures show different levels of complexity. For example micC, a siRNA found in enterobacteria, has a stretch of 16 nts fully complementary to its target ompC. Other interactions, like copA-copT [124], RNAIII-rotA [25], and OxyS-fhlA [4] rely on more intricate interactions, involving one or more kissing loop complexes (see figure 2.9).

Similar to miRNAs in eukaryotes, sRNAs may target more than one mRNAs and a mRNA may be targeted by more than one sRNA. In some cases sRNAs can work not only as downregulator but also as upregulator [137, 138, 156].

Many approach have been used to find sRNA targets. BLAST was successfully used to identify the targets of micC [37], and IstR-1 [259]. TargetRNA [244] is a target search tool that computes hybridization score for sRNA-mRNA hybrids and return a ranked list of target RNAs. It is similar to the tools developed by Rehmsmeier [204] and [45] where only interior loops between the sRNA and its target are allowed. The hybridization score is based either on the loop energies model or on the maximum matching model. Mandin et al. [158] followed a similar approach but used an hybrid energy model, where experimental values were used to compute stacking energies, and an empirical approximation of the loop cost.
While these methods proved useful for detecting some sRNA-RNA interactions, they do have some limitations. They are not able to detect upregulating interaction like DsrA-rpoS. Further they neglect the influence of target site accessibility on the interaction, resulting in wrongly predicted target and/or target location (see Figure 2.10). Recently, more complex approaches from [38, 107] described successfully complex interactions like Oxys-fhlA and copA-copT. While their precision make them valuable tools to study known interactions, their high runtime make them unpractical for genome-wide target search.

In the course of this work we will present an algorithm, called RNAup (chapter 3), that can predict both the sRNA targets and also the influence of the interaction on the mRNA, i.e. if the interaction upregulate or downregulate its target. We will further develop a program, called RNAplex (chapter 5), that have a runtime similar to that of TargetRNA or RNAhybrid, but an accuracy similar to that of RNAup due to its ability to consider target accessibility.

### 2.4.4 snoRNA

snoRNAs are non-coding RNAs that are mainly responsible for two kinds of posttranscriptional nucleotide modifications in rRNA and snRNAs. The first type of modification, called methylation, consists in the attachment or substitution of a methyl group onto either the ribose group or the residue of the target sequence. This modification is conducted by the C/D-Box snoRNAs.

Structurally, those RNAs are characterized by two short conserved motif called C and D box, whose sequence are UGAUGA and CUGA, respectively. The general shape of these snoRNAs consist of a small stem involving the 5' and 3' ends of the sequence, that closes a large hair-pin loop. Four proteins, that are responsible for the rRNA methylation, associate with the snoRNA [10]. This ribonucleoprotein (RNP) complex recognizes the nucleotide to be methylated with the help of a 10-21 nucleotides region located 10 nucleotides upstream of the D-box that is complementary to the methylation site [122] (see Figure 2.14)

The second type of modification, called pseudouridylation, consists in converting an uridine into a pseudouridine. This modification is conducted by the H/ACA-snoRNAs. Like their C/D-Box counterparts, these snoRNA contain conserved se-
Figure 2.14: Canonical C/D and H/ACA snoRNAs structures. **L.h.s** CD-Box snoRNA, made of a small stem and a large loop. The loop region contains either one or two sets of C/D boxes. The region directly upstream of the D boxes is responsible for the correct target recognition. **R.h.s** HACA-Box snoRNA, made of two target stems separated by a unpaired region containing the H Box. The interior loop in each stem is responsible for the correct target recognition.

Sequence motifs, called H-Box \textbf{ANANNA} and ACA-Box \textbf{ACA} [74]. The shape of the H/ACA snoRNAs consists of two hairpins and two single stranded regions [10]. Both hairpin regions contain a bulge, also termed interaction bucket or recognition loops, which are complementary to the pseudouridylation sites. In the framework of \texttt{RNAcofold}, the binding pattern is a complex pseudoknot, where both arms of the loop region are involved (see figure 2.8). Similarly to the C/D-Box snoRNAs, the H/ACA-box snoRNAs are associated with four proteins forming a RNP [74] (see Figure 2.14).

Target prediction for C/D box snoRNA is a comparatively easy task, as it only involves the search for complementary regions in the target sequence. \texttt{snoTarget} [14], a program specifically designed to find C/D box snoRNA target, uses text based methods to find putative targets. For each targets it then uses \texttt{RNAcofold} to gain information about the interaction energy. H/ACA snoRNA target predictions is more complicated as a complex pseudo-knot structure is involved. Currently only the algorithm developed by Pervouchine [196], Alkan [2], Chitsaz [38] and Huang [107] can correctly handle this kind of structure. They are however too slow for any
practical use.
In chapter 6 a new method, named RNAsnoop, especially developed to find H/ACA-snoRNA targets will be presented. While it can only be used to detect H/ACA snoRNA-RNA interactions, it does so in $O(n \cdot m^2)$, where $n$ is the length of the target sequence and $m$ the length of the snoRNA. This makes RNAsnoop suitable to search putative targets not only on rRNAs and snRNA, but also genome-wide for orphan snoRNAs.
In this section we present an alternative approach to the RNA cofolding algorithm reviewed in section 2.3 by taking into account that the oligo can bind also to unpaired sequences in hairpin, interior, or multi-branch loops. These cases could in principle be handled using a generic approach to pseudoknotted RNA structures [50, 51] at the expense of much more costly computations. Instead we conceptually decompose RNA-RNA binding into two stages: (1) we calculate the partition function for secondary structures of the target RNAs subject to the constraint that a certain sequence interval (the binding site) remains unpaired. (2) We then compute the interaction energies given that the binding site is unpaired in the target. The total interaction probability at a possible binding site is then obtained as the sum over all possible types of binding. The advantage is that the memory and CPU requirements are drastically reduced: For a target RNA of length $n$ and an oligo of length $m < n$ we need only $O(n^2)$ memory and $O(n^3 \cdot m)$ time (compared to $O(n^2)$ memory and $O(n^3)$ time for folding the target alone).

### 3.1 Algorithm

Here we present the algorithmic details of folding two RNA sequences based on our two-stages approach. In the following let $F(S)$ denote the free energy of a secondary structure $S$, and write $\beta$ for the inverse of the temperature times Boltzmann’s constant. The equilibrium partition function is defined as $Z = \sum_S \exp(-\beta F(S))$. Since the frequency of a particular structure $S$ in equilibrium is given by $P(S) =$
exp\(-\beta F(S)\)/Z, partition functions also provide the starting point for computing the frequency of a given structural motif. In particular we are interested in the probability \(P_u[i,j]\) that the sequence interval \(s[i..j]\) is unpaired. Denoting the set of secondary structures in which \(s[i..j]\) remains unpaired by \(S^u_{i,j}\) we have

\[
P_u[i,j] = \frac{1}{Z} \sum_{S \in S^u_{i,j}} e^{-\beta F(S)}
\]

Clearly, the set \(S^u_{i,j}\) will be exponentially large in general. In the special case of an interval of length 1, i.e., a single unpaired base, \(P_u[i,i]\) can be computed by dynamic programming. Indeed, \(P_u[i,i] = 1 - \sum_{j \neq i} P_{ij}\), where \(P_{ij}\) is the base pairing probability of pair \((s_i, s_j)\), which is obtained directly from McCaskill’s partition function algorithm [169]. It is natural, therefore, to look for a generalization of the dynamic programming approach to study longer unpaired stretches. Note that we cannot simply use \(\prod_{k=i}^{j} P_u[k,k]\) since these probabilities are not even approximately independent, as it will be shown in chapter 5. We first observe that the unpaired interval \(s[i..j]\) is either part of the “exterior loop”, (i.e., it is not enclosed by a base pair), or it is enclosed by a base pair \((s_p, s_q)\) such that \((s_p, s_q)\) is the closing pair of the loop that contains the unpaired interval \(s[i..j]\). We can therefore express \(P_u[i,j]\) in terms of restricted partition functions for these two cases:

\[
P_u[i,j] = \frac{Z(1, i-1)Z(j+1, n)}{Z(1, n)} + \sum_{p<i} \sum_{j<q} \hat{Z}(p,q)Z_{pq}[i,j] \frac{Z(1, n)}{Z(1, n)}
\]

The first term accounts for the ratio between the partition functions of all substructures on the 5’ and 3’ side of the interval \(s[i..j]\) and the total partition function. In the second term, \(\hat{Z}(p,q)\) is the partition function outside base pair \((s_p, s_q)\), and \(Z_{pq}[i,j]\) the partition function inside a base pair \((s_p, s_q)\) given that the interval \(s[i..j]\) is unpaired.

The tricky part of the algorithm is the computation of the restricted partition functions \(Z_{pq}[i,j]\). The recursion is built upon enumerating the possible types of loops that have \((s_p, s_q)\) as their closing pair and \(s[i..j]\) is unpaired, see figure 3.1. From
Figure 3.1: A base pair \((s_p, s_q)\) can close various loop types. According to the loop type different contributions have to be considered. a A hairpin loop is depicted in blue. b In case of an interior loop, which is shown in red, two independent contributions to \(Z_{pq}[i, j]\) are possible: The unstructured region \(s[i..j]\) can be located on either side of the stacked pairs \((s_p, s_q)\) and \((s_k, s_l)\). c If region \(s[i..j]\) is contained within a multiloop we have to account for three different conformations, indicated in the green structures, a more detailed description is given in the text.

this decomposition one derives:

\[
Z_{pq}[i, j] = \left( a \right) \exp(-\beta H(p, q)) + \left( b \right) \sum_{p < i \leq j < k \text{ or } l < i \leq j < q} Z^b[k, l] \exp(-\beta I(p, q; k, l)) + \left( c \right) \sum_{p < i \leq j < q} Z^{m2}[p + 1, i - 1] \exp(-\beta c(q - i)) + \left( d \right) \sum_{p < i \leq j < q} Z^m[p + 1, i - 1] Z^m[j + 1, q - 1] \exp(-\beta c(j - i + 1)) + \left( e \right) \sum_{p < i \leq j < q} Z^{m2}[j + 1, q - 1] \exp(-\beta c(j - p))
\]

where \(H(p, q)\) and \(I(p, q; k, l)\) are functions that compute the loop energies of hairpin and interior loops given their enclosing base pairs; \(c\) is an energy parameter for multiloops describing the penalty for increasing the loop size by one. The computation of the multiloop contributions (c-e) requires two additional types of restricted partitions functions: \(Z^m[p, q]\) is the partition function of all conformations on the interval \(s[p..q]\) that are part of a multiloop and contain at least one component, i.e., that contain at least one substructure that is enclosed by a base pair. These quantities are computed and tabulated already in the course of McCaskill’s algorithm. There, the computation of \(Z^m\) requires an auxiliary array \(Z^{m1}\) which counts structures in
3.1 ALGORITHM

Multiloops that have exactly one component, the closing pair of which starts at the first position of the interval. For the one-sided multiloop cases (c) and (e) in figure 3.1 we additionally need the partition functions of multiloop configurations that have at least two components. These are readily obtained using

\[ Z_{m^2}[p, q] = \sum_{p < u < q} Z_m[p, u]Z_m[u + 1, q]. \]

It is not hard to verify that this recursion corresponds to a unique decomposition of the “M2” configurations into a 3′ part that contains exactly one component and a 5′ part with at least one component.

It is clear from the above recursions that, in comparison to McCaskill’s partition function algorithm, we need to store only one additional matrix, \( Z_{m^2} \). The CPU requirements increase to \( O(n^4) \) (assuming the usual restriction of the length of interior loops). In practice, however, the probabilities for very long unpaired intervals are negligible, so that \( P_u[i, j] \) is of interest only for limited interval length \( w \) so that \( |j - i + 1| \leq w \). Taking this constraint into account shows that the CPU requirements are actually only \( O(n^3 \cdot w) \).

We can further divide the runtime by a factor \( w \) by modifying the recursion for \( \hat{Z}(p, q)Z_{pq}[i, j] \). To achieve this, we start from the observation that \( Z_{pq}[i, j] \) consists of three contributions, of which the summation of all multi-loop energies is the most complex one. This multi-loop part is again split into three parts, depending on whether the unpaired region is to the left or to the right of all components of a multi-loop or in between them (see figures 3.2 and 3.1 and equation 3.3).

\[ Z_{\text{mult}}[i, j] = \sum_{p < i < j < q} \hat{Z}(p, q) \times \]

\[ \left( Z_{m^2}[p + 1, i - 1]e^{-\beta c(q - i)} + Z_{m^2}[j + 1, q - 1]e^{-\beta c(j - p)} \right) \]

\[ + Z_m[p + 1, i - 1]e^{-\beta c(j - i + 1)}Z_m[j + 1, q - 1] \]

The crucial improvement is obtained by replacing the double sum in equation 3.3 by two separate summation steps. For the last, “in-between”, sum term we use the
Figure 3.2: Alternative representation of figure 3.1 for multiloops only. Base pair \((s_p, s_q)\) that includes the unpaired region \((s_i, s_j)\) is drawn as an arc connecting bases \(s_p\) and \(s_q\). The unpaired region \(s[i..j]\) is drawn as a bold black line. In the one-sided multiloop case (A) a structured region containing at least two structure components is on one side of the unpaired region. In case (B) the unpaired region \(s[i..j]\) is between two structured regions. In case (B) we have to take care to make a unique decomposition of the multiloop into a 3' part that contains exactly one component and a 5' part with at least one component.

auxiliary variables

\[
Z^{mm}(q)[i] = \sum_{1 \leq p < i} \hat{Z}(pq)Z^m[p + 1, i - 1]
\]  \(3.6\)

For \(Z^m_i(q)[i]\) where the unpaired region \(s[i..j]\) is to the left of all multi-loop components, we introduce

\[
Z^m_i(q)[i] = \sum_{1 \leq p < i} \hat{Z}(p, q)Z^{m2}(p + 1, i - 1)e^{-\beta c(q-i)}
\]  \(3.7\)

and an analogous term is used for the “right” contribution. Computing these values costs \(O(n^3)\). By using them, we can compute

\[
Z^{mult}[i, j] = \sum_{j < q} Z^m(q)[i]e^{-\beta c(j-i+1)}Z^m[j + 1, q - 1]
\]

\[
+ \sum_{p < i} Z^m_i(p)[j]
\]

\[
+ \sum_{j < q} Z^m[j + 1, q - 1] + Z^m_i(q)[i]
\]  \(3.8\)

in \(O(n^2 \cdot w)\) time, i.e., the entire algorithm is \(O(n^3)\). The computations for hairpin and interior loop contributions are handled in the same way.
3.2 FREE ENERGY OF INTERACTION

In comparison to McCaskill’s partition function algorithm, RNAup needs to store five additional matrices \( Z_{m^2}, Z_{mm}, Z_{l}, Z_{r} \) and one additional matrix for the interior loop case. Hence we buy the speed-up by \( O(w) \) by increasing the memory requirements by only about a factor of 2. For interaction lengths of size \( w = 25 \), and sequence lengths below 400, the runtime is decreased by a factor of 20. For sequence lengths between 400 and 2000 nucleotides, the speed up decreases with increasing sequence length, but is always superior to 12. This significant decreases in run-time opens the doors to genome-wide search for ncRNA targets in bacteria.

### 3.2 Free Energy of Interaction

The values of \( P_u[i, j] \) as computed above can be of interest in their own right: Hackermüller, Meisner, and collaborators [91, 170] showed that the binding of the HuR protein to its mRNA target depends quantitatively on the probability that the HuR binding site has an unpaired conformation. While not much is known about the energetics of RNA-protein interactions, the case of RNA-RNA interactions can be modelled in more detail:

The free energy of binding \( \Delta G \) consists of the “breaking energies” \( \Delta G_u \) that are necessary to render the binding site on each molecule accessible and a contribution \( \Delta G_h \) that describes the energy gain due to hybridization:

\[
\Delta G = \Delta G_u^s + \Delta G_u^s + \Delta G_h.
\]

This additivity assumes that the energies of the original loops of the respective RNAs remain unchanged during the hybridization process. For an unpaired binding motif in the interval \( s[i..j] \), we have \( \Delta G_u^s = (-1/\beta)(\ln Z_u^*[i, j] - \ln Z^*) = (-1/\beta) \ln P_u^*[i, j] \).

Suppose the interaction region covers the intervals \( s^*[i^*..j^*] \) and \( s[i..j] \) in sequence \( s^* \) and \( s \), respectively. As in RNAhybrid and related programs, we allow interior loops and bulges in the interaction region. The partition function over all these binding conformations is obtained by the following recursion:

\[
Z^I[i, j, i^*, j^*] = \sum_{\substack{i < k < j \atop i^* > k^* > j^*}} Z^I[i, k, i^*, k^*] e^{-\beta I(k, k^*; i, j, i^*, j^*)}.
\]
where \( I(k, k^*; j, j^*) \) is the energy contribution for the interior loop delimited by the base pairs \((k, k^*)\) and \((j, j^*)\) and \(Z^I[i, j, i^*, j^*]\) stands for the interaction partition function at equilibrium for an interaction region enclosed by base pairs \((s_j, s_{j^*})\) and \((s_i, s_{i^*})\).

As we want to avoid having to keep track of a four dimensional array, we compute the partition function \(Z^*[i, j]\) over all structures where region \([i, j]\) in the longer molecule is involved in the interaction. While doing this, we keep track of the region where \(Z^I[i, j, i^*, j^*]\) is maximal. The recursion for the calculation of \(Z^*[i, j]\) is shown in equation 3.11.

\[
Z^*[i, j] = P_u^*[i, j] \sum_{i^*>j^*} P_u^*[i^*, j^*] Z^I[i, j, i^*, j^*].
\]

From \(Z^*[i, j]\) we can readily compute \(\Delta G[i, j]\), the free energy of binding given the binding site is in region \([i, j]\) (see equation 3.12). For visual inspection, \(\Delta G[i, j]\) can be reduced to the optimal free energy of binding \(\Delta G[i]\) at a given position \(i\), (see equation 3.12). The memory requirement for these steps is \(O(n \cdot w^3)\), the required CPU time scales as \(O(n \cdot w^5)\), which, at least for long target RNAs, is dominated by the first step, i.e., the computation of the \(P_u[i, j]\).

\[
\Delta G[i, j] = -RT \ln Z^*[i, j].
\]

\[
\Delta G[i] = \min_{k \leq i \leq l} \{\Delta G[k, l]\}.
\]

### 3.3 Application

#### 3.3.1 siRNA design

In order to demonstrate that our algorithm produces biologically reasonable results, we compared predicted binding probabilities with data from RNA interference experiments. Small interfering RNAs (siRNAs) are short (21-23nt) RNA duplices with symmetric 2-3 nt overhangs [57, 172, 177]. They are used to silence gene expression in a sequence-specific manner in a process known as RNA interference (RNAi)(see chapter2).
Recently, there has been mounting evidence that the biological activity of siRNAs is influenced by local structural characteristics of the target mRNA [24, 127, 177, 190, 216, 270]: a target sequence must be accessible for hybridization in order to achieve efficient translational repression. An obstacle for effective application of siRNAs is the fact that the extent of gene inactivation by different siRNAs varies considerably. Several groups have proposed basically empirical rules for designing functional siRNAs (see e.g. [62, 207]), but the efficiency of siRNAs generated using these rules is highly variable. Recent contributions [192, 216] suggest two significant parameters: The stability difference between 5′ and 3′ end of the siRNA, that determines which strand is included into the RISC complex [118, 218] and the local secondary structure of the target site [24, 127, 177, 190, 216, 270].

Schubert et al. [216] systematically analyzed the contribution of mRNA structure to siRNA activity. They designed a series of constructs, all containing the same target site for the same siRNA. These binding sites, however, were sequestered in local secondary structure elements of different stability and extension. They observed a significant obstruction of gene silencing for the same siRNA caused by structural features of the substrate RNA. A clear correlation was found between the number of exposed nucleotides and the efficiency of gene silencing: When all nucleotides were incorporated in a stable hairpin, silencing was reduced drastically, while exposure of 16 nucleotides resulted in efficient inhibition of expression virtually indistinguishable from the wild type.

We applied our methods to study the target sites provided by Schubert et al. [216]. Our predictions, shown in figure 3.3, are in perfect agreement with the experimental results. The target site of the “VR1straight” construct has a high probability of being unstructured, consequently \( \Delta G_i \), the optimal free energy of binding, is highly favorable and the siRNA will bind almost exclusively to the intended target site. The stepwise reduction of the target accessibility is directly correlated to a weaker optimal free energy of binding and decreasing silencing efficiency. In case of construct VR HP5_6 the optimal free energy of binding at an alternative binding site at positions 1066 to 1078 nearly equals that at the proposed target site. Since siRNAs can also function as miRNAs [52, 271], the siRNA might act in a miRNA like fashion binding to this alternative target site and contribute to the remaining translational repression.
Figure 3.3: Probability of being unpaired $P_u[i,i]$ (dashed line), probability of binding to siRNA at position $i$, $P^*_i$, (thick black line) and $\Delta G_i$, the optimal free energy of binding in a region including position $i$ (thick red line) near the known target site of VsiRNA1. The scale for the probabilities is indicated on the left side, the scale for the minimal free energy of binding on the right side. At the bottom the protein expression levels in experimental data [216] are indicated. The isolated 21mer target sequence, displaying the same activity as the wild type mRNA, and 3 mutants are shown. A decreasing optimal free energy of binding is correlated with increasing expression. In the case of the HP5_6 mutant an alternative binding site becomes occupied as the optimal free energy of binding due to this alternative interaction nearly equals $\Delta G_i$ at the proposed target site.
of this construct. The incomplete complementarity of the siRNA to the alternative
target site should be no obstacle to functionality, since it was shown that miRNAs
can be active even if the longest continuous helix with the target site is as short as 4 - 5 base pairs [29]. Our new accessibility prediction tool can thus be used to identify
potential binding sites as well as explain differences in si/miRNA efficiency caused
by secondary structure effects.

3.3.2 sRNA targets

In the previous example we showed that the target-accessibility of the target RNA
is a good descriptor of the siRNA repression efficiency. In this section we show that
RNAup can predict with great precision the binding location of small bacterial RNAs
(sRNAs) on their targets. The main difference between sRNAs and siRNAs, is that
the former sRNAs are long enough to be highly structured. Furthermore the binding
region usually spans only part of the sRNA. Therefore, the secondary structure of
the sRNA will critically influence the exact location of the binding site.

In order to show the importance of the sRNAs structures, we ran RNAup with and
without considering the sRNA structures on experimentally verified sRNA-mRNA
interactions found in [250]. As expected, when omitting the structure within the
sRNA the binding energy was markedly higher (mean $-24.97 \pm 5.97$) than when
considering it (mean $-15.54 \pm 1.99$).

When comparing binding site location with the location of experimentally verified
binding sites, see table 5.5, we found that considering the structure on both the
sRNA and the mRNAs predicts binding sites more accurately, i.e. 3 binding sites
were predicted with perfect accuracy (the predicted binding site did not deviate by
more than one base pair from the binding site reported in literature), and 7 binding
sites deviate by at most 17 base pairs, see table 5.5. Neglecting sRNA structure,
on the other hand, predicts no binding site with perfect accuracy, 9 binding sites
show a deviation between 4 to 45 base pairs, (4, 11, 12, 16, 27, 33, 39, 39, 45), and one
binding site prediction was wrong, i.e. did not overlap with the binding site reported
in literature.
This comparison emphasizes the importance of the inclusion of secondary structure information of both binding partners when predicting sRNA-mRNA interactions. Neglecting the structure of the sRNA results in an overestimation of the length of the predicted interaction and in most cases hinders the clear localization of the proper target site boundary (see also chapter 2 and 5).

In addition to the location of the binding site, the regulatory effects upon binding of the sRNA to its target mRNA was studied. We used a data set consisting of 9 small regulatory RNAs from *e.coli*, their 9 reported mRNA targets and the fold-change in protein concentration induced by all 81 possible mRNA-ncRNA interactions [250]. Among those interactions, 8 targets were downregulated, 2 were upregulated, and no or only marginal changes were detected for the others (see table 5.5). Downregulation usually occurs when the hybridization of the ncRNA with its cognate mRNA blocks the ribosome entry sites on the target (for a review see [83]). In contrast, upregulation typically takes place when the sRNA-mRNA hybridization disrupts intrinsic inhibitory structures that sequester the ribosome binding site and/or the start codon [156, 157, 199]. In many cases the sRNA-mRNA interactions are assisted by the RNA chaperone protein *Hfq* [251].

Target prediction was performed with the mRNA constructs (117-689 nts) described in [250] and the full length sRNAs (69-220 nts). The mRNA constructs included a long 5’UTR sequence (57-565 nts) and a comparably short fragment of the CDS (35-139 nts). Both the hybridisation energy and the target site position were computed with *RNAup* for all sRNA-mRNA combinations.

For each sRNA we tested which of the mRNA constructs was predicted to bind most strongly. To our satisfaction the most favorable binding energy for each sRNAs was found for its cognate target (see Table 5.5). Since the most common mechanism of translational control is to influence ribosome binding at the Shine-Dalgarno (SD) sequence, we checked the position and structural effects of the predicted interactions. For each of the 8 interactions that resulted in downregulation, we found the binding site to be at or close to the Shine-Dalgarno sequence. This type of inhibition can thus be predicted by comparing *RNAup* predictions with sequence features that are easy to recognize in bacterial genomic sequences.

Our data set contains only two examples of upregulation, namely binding of *DsrA*
Table 3.1: Binding site summary for the 10 functional interactions published by Urban et.al [250]. Column $\Delta \Delta G$ shows the optimal binding energy calculated with RNAup. Column Position gives the binding position relative to the start codon. Column Position lit. gives the binding position found in the literature.

<table>
<thead>
<tr>
<th>mRNA</th>
<th>sRNA</th>
<th>regulation</th>
<th>$\Delta \Delta G$</th>
<th>Position</th>
<th>Pos.lit.</th>
<th>cite</th>
</tr>
</thead>
<tbody>
<tr>
<td>RyhB</td>
<td>sodB</td>
<td>-</td>
<td>-11.50</td>
<td>-18,+4</td>
<td>-4,+5</td>
<td>[78]</td>
</tr>
<tr>
<td>DsrA</td>
<td>hns</td>
<td>-</td>
<td>-14.60</td>
<td>-10,+11</td>
<td>+7,+19</td>
<td>[138]</td>
</tr>
<tr>
<td>MicA</td>
<td>ompA</td>
<td>-</td>
<td>-13.60</td>
<td>-21,-6</td>
<td>-21,-6</td>
<td>[201]</td>
</tr>
<tr>
<td>MicC</td>
<td>ompC</td>
<td>-</td>
<td>-15.80</td>
<td>-30,-15</td>
<td>-30,-15</td>
<td>[37]</td>
</tr>
<tr>
<td>MicF</td>
<td>ompF</td>
<td>-</td>
<td>-17.80</td>
<td>-11,+9</td>
<td>-11,+10</td>
<td>[37]</td>
</tr>
<tr>
<td>Spot42</td>
<td>galK</td>
<td>-</td>
<td>-17.00</td>
<td>-18,+30</td>
<td>-19,+21</td>
<td>[178]</td>
</tr>
<tr>
<td>SgrS</td>
<td>ptsG</td>
<td>-</td>
<td>-17.33</td>
<td>-28,-10</td>
<td>-28,+4</td>
<td>[115]</td>
</tr>
<tr>
<td>GcvB</td>
<td>dppA</td>
<td>-</td>
<td>-17.30</td>
<td>-30,-7</td>
<td>-31,-14</td>
<td>[227]</td>
</tr>
<tr>
<td>DsrA</td>
<td>rpoS</td>
<td>+</td>
<td>-14.52</td>
<td>-126,-97</td>
<td>-119,-97</td>
<td>[157]</td>
</tr>
<tr>
<td>RprA</td>
<td>rpoS</td>
<td>+</td>
<td>-15.90</td>
<td>-134,-94</td>
<td>-117,-94</td>
<td>[157]</td>
</tr>
</tbody>
</table>

and $RprA$ to $rpoS$. In both cases, binding leads to the disruption of a helix which normally sequesters the Shine-Dalgarno sequence as well as the start codon. We remark that this is an example of the modifier RNA mechanism that was proposed in [91,171].

To assess the ability of RNAup to predict upregulating interactions we first compared the accessibility of the region around the start codon of all 9 mRNAs, with the mean accessibility of all 4463 genes in the $E. coli$ genome. Mean accessibility was computed for regions of 401 nts, centered at the start codon. For comparability we used the same 401 nts regions of our 9 target genes rather than the constructs used above. The accessibilities and corresponding opening energies were computed with RNAup for unpaired regions of length 4. The screen against the $E. coli$ genome with all 9 sRNAs took 16 CPU days on one core of an Intel Core2 duo CPU with 2 GB RAM running at 2.40GHz.

In order to compare the accessibility with a random model, we shuffled each sequences and recomputed the accessibility profile. Because the region we are looking at contain
both an untranslated region on the 5’ side of the start codon and a protein coding region on the 3’ side, we used two different shuffling modes. The untranslated region was dinucleotide shuffled, while the coding region was trinucleotide-shuffled. The start codon was kept untouched. Compared to the random model, the regions located around the start codon show a higher accessibility. This feature is not only specific to *E. coli* but seems conserved in different bacterial families (see figure 3.4). The higher accessibility around the start codon probably facilitates ribosome docking on the mRNA to be translated.

With a local opening energy of 4.51 kcal/mol *rpoS* is the most inaccessible transcript among the 9 transcripts presented here. Genome-wide only 8.8% of the transcripts have a less accessible start codon than *rpoS*. In contrast, the eight downregulated transcripts showed a higher than average (2.23 kcal/mol) accessibility, ranging from 0.30 kcal/mol for ompA to a maximum of 1.27 kcal/mol for ryhB (see figure 3.5). After binding *DsrA*, the accessibility of the *rpoS* start codon changes dramatically. With only 1.40 kcal/mol, bound *rpoS* is much more accessible than the average transcript and belongs to the 33% most accessible genes, see fig. 3.6. The same effect is seen upon binding with *RprA*, with a local accessibility after binding of 1.90 kcal/mol. Technically, accessibilities after binding can be computed easily by adding the constraint that nucleotides in the binding site remain single stranded.

### 3.4 Conclusion

We have demonstrated here that variants of McCaskill’s partition function algorithm can be implemented efficiently to compute the probability that a given sequence interval \([i..j]\) is unpaired. The computation is rigorous, and can thus be used even for small probabilities, where sampling approaches such as *Sfold* [46, 48] do not work well. As exemplified with the data from [216] and [250], our algorithm is able to capture the most common types of interaction between regulatory sRNAs and their targets.

More complicated types of interactions, such as H/ACA snoRNA (see chapter 6) with their target rRNAs or OxyS–fhlA, are neglected. The speed of *RNAup* is clearly sufficient for genome wide searches for sRNA–mRNA interactions in bacteria. In
Figure 3.4: Breaking energy profile and pair probability profile around the start codon of all mRNA in four different bacteria species. Boundaries of region with increased accessibility are shown by vertical blue lines. The orange dotted line represents the position of the start codon. The red dotted line represents the mean accessibility measure of the shuffled regions. **R.h.s** Mean breaking energy. **L.h.s** Mean base pair probability.
Figure 3.5: Mean Breaking Energy and Pairing Probability distribution around the start codon for all genes in *E. coli*. The black curve represents the density distribution, the red line represents the values for *rpoS* before binding, the blue lines delimits the quartiles of both distributions, the green line represents the values for *rpoS* after hybridization with *RprA*, while the orange line represents the value for *rpoS* after hybridization with *DsrA*. *rpoS* is among the most inaccessible mRNAs before binding, while after binding the local breaking energy belongs to the lower half. For the pairing probability, an even stronger trend is seen, as *rpoS* after binding belongs to the 25% most open targets.
Figure 3.6: Opening energy, $\Delta G_u$ and single nucleotide base pairing probability plotted around the start codon of RpoS versus sequence position for the interaction of DsrA and RprA. The red area represents regions of higher than average structural stability before sRNA binding on RpoS, while the green region represents regions of lesser than average structural stability after sRNA binding to RpoS. The blue line represents the position of the start codon.
principle, the approach is equally applicable to interaction search in higher organisms. However, the larger genome size and longer UTR regions pose challenges both in terms of computation time and false positives. In chapter 5 a method is presented that solves the computation time problem, leading to reduction in runtime on average by a factor of 8000.
As shown in the previous sections, target site accessibility as computed by RNAup, i.e. the probability $P_u[i,j]$ that a sequence interval $s[i..j]$ is devoid of structure, is an important feature for correctly predicting RNA-RNA interactions. Accessibility of an RNA sequence is computed by RNAup in $O(n^3)$, where $n$ represents the whole sequence length. While this runtime makes the computation of $P_u[i,j]$ acceptable for small bacterial genomes, it remains a prohibitive cost for large genome accessibility computation. A reduction in runtime can however be achieved by considering a local approach, where the accessibility is computed for a windows of length $L$ [18,27]. This runtime reduction allows to compute the target accessibilities not only for some selected examples like in chapter 3, but also genome-wide. This opens the door to genome-wide ncRNA target predictions, for example for miRNAs, in large genomes. In the next section, the derivation of RNAplfold from RNAup that was originally realized by Dr. Stefan Bernhart [18,27] is summarized. Applications to siRNAs and miRNAs are then shown. The importance of RNAplfold for RNA-RNA interactions predictions will further be underlined in chapters 5 and 6.

4.1 From RNAup to RNAplfold

As shown in chapter 3 the values of $P_u[i,j]$ can be computed from the equation

$$P_u[i,j] = \frac{Z_{i-1,j+1,n}}{Z_n} + \sum_{h<i,j<l} P_{h,l} \text{Prob}[[i,j][h,l]], \quad (4.1)$$
where \( \text{Prob}[i,j|(h,l)] \) is the probability that \( s[i..j] \) is an unpaired region within the loop with closing pair \((s_h, s_l)\). This probability depends only on the structures inside the pair \((s_h, s_l)\).

We define the average over all folding windows of the probability that \((s_i, s_j)\) is paired:

\[
\pi^L_{ij} = \frac{1}{L - (j - i) + 1} \sum_{u=j-L}^{i} P^{u,L}_{ij}.
\]

where \( P^{u,L}_{ij} \) is the probability that \((s_i, s_j)\) is paired in a window of size \( L \) starting at \( u \). The average probability of \( P_u[i, j] \) over all windows length \( L \) that contains \( s[i..j] \) can be written as:

\[
\pi^0[i, j] = \frac{1}{L - (j - i) + 1} \sum_{u=j-L}^{i} P_u[i, j] \\
= \frac{1}{L - (j - i) + 1} \sum_{u=j-L}^{i} \frac{Z^{u,L}_{1,i-1}Z^{u,L}_{j+1,n}}{Z^{u,L}_{1,n}} \\
+ \sum_{h=j-L}^{i-1} \sum_{l=j+1}^{i+L} \frac{L - (h - l)}{L - (j - i) + 1} \pi^L_{hl} \text{Prob}[i,j|(h,l)]
\]

Since

\[
\text{Prob}[i,j|(h,l)] = Z_{hl}[i,j]/Z_{ij}
\]

is independent of the folding window as long as \([h, l] \subseteq [u, u + L - 1]\), and the computation of \( Z_{hl}[i,j] \) requires only partition function entries in the interval \([h, l]\), a local version of \texttt{RNAup} which can compute the average local accessibility of a sequence can be computed in \( O(n^2 \cdot L) \), as shown in [18].

### 4.2 Application to RNAi and siRNA design

RNA interference (RNAi) describes the post-transcriptional gene silencing process triggered by endogenous or exogenous double stranded RNAs (dsRNAs). After being processed by Dicer, the dsRNAs are transferred to the RNA-Induced Silencing Complex (RISC), where one of the strands (the guide strand) is introduced while the other strand is degraded (the passenger strand). Target recognition happens through...
hybridization of the guide RNA with its target gene, which causes the cleavage and the subsequent degradation of the target strand (see figure 2.13.

A long debated topic in the field of siRNA design is the influence of the target structure on the target recognition process and subsequently on the siRNA efficiency. While target site structure was recognized as an important feature in the design of antisense oligonucleotides and ribozymes [47, 146, 173, 174, 257, 272], data arguing for [6, 24, 32, 46, 127, 190, 216, 223, 234, 256, 269, 270] and against [23, 194, 207] the influence of target site accessibility on the siRNA efficiency were reported.

In order to assess if the target site accessibility, as computed by RNAplifold, can be used to discriminate between functional and non-functional siRNAs, and to determine the optimal folding parameters, we used two independent siRNA datasets of measured siRNA efficacies. Dataset 1 was composed of 2433 siRNAs targeting the 3’UTR sequences of 34 different genes 6, whereas dataset 2 contained 294 siRNAs that were targeted against arbitrary regions of the coding sequences of the human genes MAP2K1, GAPDH, PPIB, and LMNA and whose knock-down efficiencies were verified by analyzing mRNA as well as protein levels.

Note, that these datasets are referred to as the “complete” datasets throughout the text. Many of the siRNAs in these datasets showed some but relatively weak repression efficiencies and were therefore not used in the training sets. From the initial datasets we generated reduced subsets of 474 and 99 siRNAs for dataset 1 and 2, respectively by removing siRNAs with intermediate silencing efficiencies, leaving only those that could be clearly assigned as functional or non-functional.

The number of mRNAs targeted in the reduced datasets remained unchanged. Target site accessibilities were then computed for different averaging window sizes W, maximum base pair spans L, and lengths of the unpaired region u. To test for a significant separation of functional and non-functional siRNAs, we performed a Wilcoxon rank sum test comparing the distributions of functional and non-functional siRNAs for each of the two datasets. We found that the silencing efficiency correlated significantly with target site accessibility over a wide range of parameters analyzed, with the most significant separation resulting from 80 nts and 40 nts for W and L, respectively (see figure 4.1)

While these values may seem small, it is clear that actively translated coding regions
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Figure 4.1: Application of **RNAplfold** to separate functional from non-functional siRNAs. (a) The RNA is folded locally in a sliding window approach (window size W). Within W, base pairing is restricted to a maximum distance L. u represents the stretch of consecutive nts within a siRNA target site starting at its 3’ end for which the accessibility is computed. Green lines represent possible base pairs. Interactions outside the span size of L or the flanking window W are not allowed (dotted green lines). (b) Box-plot diagram comparing the accessibility of functional and non-functional siRNAs. The dataset was divided into functional siRNAs (repression efficiency > 75%) and non-functional siRNAs (repression efficiency < 25%); black horizontal lines within the boxes depict medians. The circles represent outliers and dotted lines show the standard deviation. The Wilcoxon p-value is $5 \cdot 10^{-4}$. Cutoffs for the accessibility to discriminate functional and non-functional siRNAs was set at 0.01157 (red horizontal line). The parameters W, L and u are indicated. (c) Accessibility distributions of functional and non-functional siRNAs are best differentiated for a length of 8 and/or 16 nts (according to p-values). p-values, were determined from a Wilcoxon test and are plotted against the length of the analyzed region starting at the 3’ end of the target site.
should be devoid of long range structures, since these would be destroyed by the passing ribosome and are slow to reform [240]. Moreover, it is well known that long range structures are much less accurately predicted [54]. Hence, a local structure approach may be more suitable than global mRNA structure prediction programs [108].

When varying the length \( u \) of the unpaired region, we observed two ranges with especially good separation (see figure 4.1). The first range measures the accessibility of the 6-8 nucleotides starting at the 3’ end of the target site, and therefore corresponds to the so-called seed region. This is in agreement with previous observations that the 5’-seed region of both siRNAs and microRNAs is the major determinant for RISC-mediated target recognition [6, 28, 53, 110]. Furthermore, a second peak was observed for \( u \) values of 12-16, reminiscent of biochemical data showing that accessibility of the first 16 nts within the target site is required for highly efficient RISC-mediated cleavage [6].

We were not able to detect any further improvements in the separation of functional and non-functional siRNAs by additionally analyzing the energy of siRNA-target RNA duplexes. Presumably, this is because perfect complementarity between siRNAs and their target sites generally implies high duplex energies. However, one cannot exclude such a correlation for siRNA off-target effects or microRNA-mediated gene repression, both of which rely on imperfect base pairing to their target sites [29, 110, 132].

Since it was previously claimed that regions of low G/C content coincide with efficient siRNA silencing [207], and since accessibility correlates with G/C content we separated the datasets by G/C content into five classes and analyzed the impact of accessibility for each class. We noticed that the distinction between functional and non-functional siRNAs remained strong over the whole range of G/C window sizes (see figure 4.2).

Furthermore, we found, that the G/C content is a much poorer predictor of siRNA efficacy than accessibility. For dataset 1, we noted that highly efficient siRNAs targeted regions of higher G/C content (on average 58%) while non-functional siRNAs had an average G/C content of 42%.

We further used the complete dataset 1 (consisting of 2433 siRNAs) to gain insight into the correlation between target site accessibility and siRNA repression efficiency.
Figure 4.2: Box-plot diagram of functional and non-functional siRNAs for different target site G/C content. Functional and Non-functional siRNAs are partitioned into five groups according to their G/C content. A wilcoxon test was applied showing a significant separation for all G/C windows analyzed.
In order to reduce noise, caused by the fact that the measured mRNA levels have errors of around 30% [108], we binned the data in groups of 36 siRNAs according to their accessibility and plotted for each bin the mean repression score against the mean accessibility. Despite the large variance target accessibility clearly correlates with the repression score over a wide range of accessibilities (from $10^{-5}$ to $10^{-1}$) (see 4.3).

![Correlation plots](image)

Figure 4.3: Correlation plots for different design criteria for 2433 siRNAs from dataset 1. The siRNAs were grouped into bins, each of them containing 36 siRNAs. The binning was done according to the design criteria. Correlation plots of the novartis repression score against accessibility (a), asymmetry (b) and self-folding (c) are shown. (d) Ranking of siRNAs for the combination of all design criteria including accessibility plotted against the normalized inhibitory activity.

To assess the relevance of accessibility for the design of efficient siRNAs, we compared
six commonly used criteria: two are purely sequence-based (“U at position 10”, “a base other than G at position 13”) [207]; two describe the asymmetry of the siRNA duplex responsible for strand selection, by looking at either the type of base pairs or the interaction energy of the last four base pairs [118, 207, 218]; and the final two features concern the tendency for self-folding of the siRNA (which refers to the level of self complementarity), using either its total folding energy (self-folding) or the number of unpaired nucleotides at the ends of the siRNA (free-end) [194].

We noticed that the asymmetry resulted in a better correlation with the measured repression than the accessibility criterion (Pearson correlation coefficient of 0.48 and 0.23 for asymmetry and accessibility, respectively) (see figure 4.3). The other design parameters free-end or self-folding performed worse (see figure 4.3).

The stronger effect of asymmetry could reflect that siRNA strand selection acts at the level of RISC assembly, and therefore upstream of any target site accessibility effects. We then designed simple filters by defining a threshold for each criterion (other than the two purely sequence-based filters which do not require a threshold). This threshold was chosen conservatively, such that at least 75% of the functional siRNAs were retained from datasets 1 and 2 (see figure 4.4).

The performance of each filter was assessed on the complete dataset 1 by applying a Wilcoxon test on the distribution of normalized inhibitory activities. We found that the two best single design criteria were accessibility and asymmetry with p-values of $8.5 \times 10^{-8}$ and $1 \times 10^{-16}$.

In addition, all siRNAs were binned in five functionality classes depending on their inhibitory efficiencies (inhibition smaller than 0.5, $< F_{0.5}$, inhibition of at least 0.5 $\geq F_{0.5}$, 0.8 $\geq F_{0.8}$, 0.9 $\geq F_{0.9}$ or 1.1 $\geq F_{1.1}$). Even without any rational design many of the random siRNAs were functional with 82.3% inducing more than 0.5 inhibition $(\geq F_{0.5})$, 31.4% more than 0.8 $(\geq F_{0.8})$, 15.1% more than 0.9 $(\geq F_{0.9})$ and 2% more than 1.1 $(\geq F_{1.1})$. ‘Random siRNAs’ refers to siRNAs that were randomly chosen without any rational design. Free-end and self-folding performed slightly better than random, while the two sequence-based rules did not result in any significant improvement, with “U at position 10” performing even worse than random. The sequence rules were therefore not further considered.

From this analysis it is clear, that accessibility alone, just like any other descriptor
Figure 4.4: Box-plot diagrams comparing asymmetry, self-folding and free-end for functional and non-functional siRNAs. The dataset 1 consisting of 474 siRNAs was used to determine the single criteria thresholds (red line). The dataset was divided into 363 functional siRNAs of (white boxes, >0.900 repression score) and 109 non-functional siRNAs (grey boxes, <0.354 repression score). The quartiles are represented by the edges of the rectangles, which contain 50% of the data, black horizontal lines within the boxes depict medians. The circles represent outliers and dotted lines show the standard deviation. Thresholds were chosen conservatively, such that at least 75% of the working siRNAs were kept. Note, the same was done for dataset 2 (data not shown).
assessed above, is not sufficient to reliably predict siRNA efficacy. Since most current siRNA design methods neglect the effects of target site accessibility we investigated whether the addition of accessibility to the three most effective conventional design criteria (asymmetry, free-end and self-folding) leads to a superior design of siRNAs. The combinations of asymmetry, self-folding and free-end lead to an increase over random of 16.2%, 9.9% and 5.5% in $\geq F_{0.8}$, $\geq F_{0.9}$ and $\geq F_{1.1}$. The addition of accessibility lead to a further improvement in all functionality classes, specifically the fraction of siRNAs in the $\geq F_{0.5}$, $\geq F_{0.8}$, $\geq F_{0.9}$ and $\geq F_{1.1}$ classes increased by 3.4%, 3.9%, 4.2%, and 2.1% respectively. Especially the fraction of siRNAs in the $\geq F_{0.9}$ (14.2%) and $\geq F_{1.1}$ (7.6%) classes was doubled compared to random, demonstrating that the accessibility criteria boosts the fraction of very potent siRNAs.

For a typical mRNA about 25% of the sequence positions will pass the combination of all four filter criteria. Thus, the resulting list is usually long enough to choose siRNAs with specific properties from the pool, an important feature e.g. for silencing specific gene splice variants or targeting short exons.

In addition to the filtering we introduced a ranking of the remaining siRNA candidates according to their overall performance in all four criteria. Since different selection criteria recapitulate distinct stages in the RNAi pathway, a poor performance in one descriptor can presumably not be compensated by good values in another. We therefore devised a hierarchical sorting that emphasizes the least favorable criterion for each siRNA, rather than constructing a combined score. More precisely we rank all siRNAs by each of the design criteria separately. The overall sorting is then a hierarchical sort using the worst rank as the primary sorting key.

The distribution of the repression vs. overall rank for dataset 1 can be seen in 4.3 and shows that even among the siRNAs passing the filters the top ranked candidates perform particularly well. The filtering and ranking described above were combined in a user-friendly siRNA design tool, called RNAxs, available as a web service at http://rna.tbi.univie.ac.at/cgi-bin/RNAxs. RNAxs returns a ranked list of all siRNA candidates that pass the filters including their performance on each of the design criteria, as well as graphical accessibility plots for the top three candidates. The user can change all parameters and thresholds; in addition RNAxs allows user specific sequence constraints. Subsequently, individual sequences can be submitted to
Figure 4.5: Performance of RNAxs on a set of 360 siRNAs targeting the four genes firefly luciferase, human cyclophilin B, ALPPL2 and DBI. SiRNAs were grouped into functionality classes of less than 50% mRNA repression <F50, repression of at least 50% ≥F50, 70% ≥F70, 80% ≥F80 or 90% ≥F90. The random distribution is depicted in black. Functional class enrichments for (a) asymmetry, (b) accessibility, (c) the combination of asymmetry with self-folding plus free-end and (d) all parameters including accessibility (RNAxs) are shown in light gray. The three top ranked siRNAs are all contained in ≥F50 (dark gray). (e) Comparison of RNAxs to other design tools. OptiRNA, Ambion (siRNA Target Finder), Qiagen (siRNA Design Tool), Invitrogen (Block-iT RNAi Designer), oligowalk21 and Sirna (using total score threshold; score > 12) were compared to RNAxs for the four functional classes (<F50, ≥F50, ≥F80, ≥F90). All tools were used with default parameters using the available web servers. For each tool, the repression efficiency of the three best-ranked siRNAs was assessed. RNAxs performed better than the other design tools for all functional classes. (f) Western blot analysis of extracts prepared from EpH4 cells, transiently transfected with scrambled siRNA, Dharmacon mmLEF1 SMARTpool (a combination of four siRNAs) or the single top ranked siRNA designed with RNAxs. Relative LEF1 expression levels are indicated. Actin protein levels show equal loading.
a BLAST search in order to detect possible off-target effects (see figure 4.6 and 4.7).

To test the performance of our siRNA design tool in comparison to other methods we used a third dataset for validation. This dataset consisted of 360 siRNAs and was independent from the two datasets used to derive optimal design parameters and thresholds. Every second position of an arbitrarily chosen 198 nts stretch within firefly luciferase, human cyclophilin B, human secreted alkaline phosphatase (ALPPL2) and every position of a 108 nts stretch within diazepam binding inhibitor (DBI) was targeted by an individual siRNA.

The performance of the different criteria on this validation set confirmed our previous observations, namely that accessibility and asymmetry are the best single design criteria (see figure 4.5), while free-end and self-folding resulted only in a marginal improvement. The combination of the three traditionally used criteria resulted in a significant enrichment of effective siRNAs (see figure 4.5). The addition of accessibility to the three filters resulted in best performance among all combinations. In contrast, using G/C content in addition to the three traditional criteria resulted only in a slight improvement. Note, that the absolute magnitude of the p-values shown in figure 4.5 is worse than for dataset 1 simply because of the much smaller number of siRNAs.

On average, over 90% of the rationally selected siRNAs were functional and almost every third siRNA reduced gene expression by more than 90%. Furthermore, we looked specifically at the three top ranked siRNAs for firefly luciferase, human cyclophilin B, ALPPL2 and DBI (less amenable for silencing) and found all RNAxs-predicted siRNAs to be functional, half of them reducing gene silencing by more than 90% (see figure 4.5 and figure 4.8).

We compared RNAxs to six existing methods — three commercial siRNA selection tools, a machine learning method — that do not consider target accessibility, oligowalk a machine learning method which considers target accessibility and Sirna [48], which assesses the target site accessibility as computed by Sfold in combination with duplex stability. Since some of these methods return only a few siRNA candidates we limited the comparison to the top three siRNAs predicted by each tool for each of the four genes.

We compared the predicted siRNAs with the measured silencing efficiencies by sort-
Figure 4.6: RNAXs input page. The input page is divided into three areas: a sequence input area, where a FASTA formatted sequence is pasted. A design area where thresholds on different parameters as well as base preferences can be set and the output area which allows to set the number of siRNAs candidates. For each siRNA candidate a plot of the accessibility is generated.
Figure 4.7: Typical output of RNAxs session. A user defined number of siRNA are shown with their features scores as well as a plot of the accessibility profile around the target site. For each siRNA, a link to NCBI blast allows to search for putative off-targets.
Figure 4.8: Functional siRNA distributions of randomly selected siRNAs (black bars) and rationally designed siRNAs (dark gray bars), as well as the 3 top RNAxs predicted siRNAs (light gray bars) targeting: (A) Firefly luciferase, (B) human cyclophilin B, (C) human ALPPL2, and (D) human DBI.
ing them into different functionality classes of less than 50% (<F50), more than 50% (≥F50), more than 80% (≥80), and more than 90% (≥90) mRNA repression. RNAxs was the only tool where all predicted siRNAs had a measured repression efficiency of ≥F50; in fact it outperformed all other programs in each of the functionality classes as shown in figure 4.5.

Furthermore a gene knock-down experiment of the murine Lymphoid Enhancer-Binding Factor 1 (LEF1) protein was performed by Dr. Obernosterer, by using the single top ranked siRNA from RNAxs as well as a commercial siRNA pool and measured the resulting protein levels. The pool, which consisted of a combination of four rationally chosen siRNAs, resulted in 50% knock-down of LEF1, whereas the single siRNA designed with RNAxs resulted in 75% protein knock-down efficiency (figure 4.5). When the respective target sites were analyzed in more details we found that only one of the four siRNAs of the pool would pass the RNAxs filters, whereas the other three would be rejected due to accessibility (two out of three) or asymmetry (see figure 4.8).

4.3 Target site effects in microRNA pathways

miRNAs regulate gene expression in mammals by imperfect base-pairing to the 3-UTR of target mRNAs, thereby mediating either target degradation or translational repression [93]. They control important events during development, differentiation, proliferation, and their deregulation leads to severe diseases such as cancer [28, 39, 176].

Experimental validation of target sites, mostly done in tissue-culture-based reporter gene assays, is difficult since miRNAs form intricate networks targeting more than a hundred 3-UTRs [13, 95]. The development of computational approaches such as PicTar or TargetScan improved the identification of functional target sites [126, 143]. In essence, all of those tools rely on the evolutionary conservation of target sites containing ‘seed regions’. However, there is a constraint in that conservation cannot be applied to non-conserved miRNAs [16]. Some target prediction programs, e.g. RNAhybrid, exclusively compute the free energy between the miRNA and the target RNA [204].
Figure 4.9: Accessibility plots for all four murine LEF1 siRNAs from a commercial siRNA pool (A)-(D) and for the RNAxs designed siRNA (E). The sequence of the respective siRNA duplex is indicated. siRNAs A and B would be rejected by RNAxs because of poor target accessibility. siRNA C would be rejected based on the asymmetry rule.
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Figure 4.10: **L.h.s** Translational repression of the Renilla luciferase (RL), normalized the firefly luciferase (FL), was measured for accessible as well as for non-accessible let-7 reporter constructs. **R.h.s** Distribution of opening energies for human miRNAs. The continuous line represents the density distribution of opening energies corresponding to 3'UTRs complementary to the seeds for all known human miRNAs. The dotted line shows the density of the shuffled sequences.

Recently, it was shown that the incorporation of context determinants such as A/U (or G/C) content reliably improves the identification of specific sites [86]. Long et al. [149] proposed a structure-based model by combining known features of canonical miRNA target sites such as seed pairing with a two-step hybridization reaction. First, nucleation at the accessible target site takes place followed by miRNA annealing to disrupt closed secondary structures in order to establish a stable miRNA-target duplex. Kertesz et al. [117] have shown that prior to the binding of miRNAs any intramolecular base pairings should be removed. They used conventional RNA folding algorithms to compute the energy cost necessary to remove local secondary structures within the target site. The total miRNA-binding site interaction energy is therefore the sum of the opening energy and the hybridization energy.

We assessed whether RNA sequences complementary to seed regions of known human miRNAs (miRBase release 11.0 [85]) are more accessible than expected. Using RNAplfold, we calculated the opening energy of the reverse complementary seed region and compared this energy with shuffled dinucleotide sequences. Importantly,
the seed region was not shuffled, which ensures (i) that the location of the seed within the 3-UTR remains the same as in the shuffled sequences, avoiding any border effects, (ii) the number of miRNA binding sites stays the same, and (iii) the G/C content is not altered, which might affect accessibility. We found a clear difference in the shape of the distributions for the opening energy between miRNA seeds in real 3-UTRs and seeds where the surrounding 3-UTR sequences were randomized (see figure 4.10). Real miRNA seed sites have a significantly lower opening energy and are therefore more accessible than expected by chance (with a relative enrichment of 17.8%). This result indicates that enhanced accessibility is a feature of miRNA target sites and that it could help separate functional from non-functional target sites. The observation that miRNA targets reside in regions of higher accessibility is in line with other studies [117].

To experimentally test if accessibility affects miRNA-mediated translational repression, three let-7 binding sites behind a luciferase reporter gene [214] were cloned. This original construct was then modified, to contain either highly accessible or non-accessible target sites. In order to alter the accessibility, the surrounding regions around the target sequences were mutated. After transfection of the reporter construct into HeLa cells, we measured the repression efficiency mediated by endogenous let-7. Translational repression was almost completely abolished for the inaccessible construct, but remained unchanged for the accessible one (see figure 4.10). The accessibility and the energy cost to remove intramolecular structures in this small-scale study might explain the difference in the measured repression.

### 4.4 Conclusion

In summary, we have shown that the accessibility criterion as computed by the RNAplfold strongly influences the RNA hybridization process. Further accessibility combined with biological relevant criteria, like siRNA asymmetry or miRNA target site conservation improve our understanding of how miRNA and siRNA recognize their targets [97].

Chapter 5 and chapter 6 will show that accessibility profiles from RNAplfold can be used to search genome-wide for putative ncRNA targets at the same accuracy than
RNAup within a fraction of the time normally required.
Systematic target prediction for the plethora of genomic information brought by Carena detection programs and high throughput sequencing is a challenging problem [262] and different kinds of tools are available to solve it. Purely sequence based methods like BLAST [3] or FASTA [195] search for long stretches of perfect complementarity between a query and a target sequence. GUUGle [79] can efficiently locate potential complementary regions and, in contrast to BLAST, also allows to consider G-U pairs. A typical application for these programs is for example siRNA target search. Their main drawback is that they do not exploit information about the thermodynamics of the interaction between the query and the target RNA (see chapter 2). Moreover their lack of sensitivity is a real issue even when looking for structurally simple interactions found for example between miRNA and their targets.

RNA folding algorithms based on free energy minimization are at present among the most accurate and most generally applicable approaches for RNA folding [247, 275, 276]. Tools like RNAcofold and RNAduplex proved useful for describing precisely RNA–RNA interactions. Still their runtimes $O(n^3)$ where $n$ is the length of the longest sequence is prohibitively expensive for most genome-wide applications. A reduction in computational complexity is achieved by omitting the computation of secondary structures within the monomers. This idea was first introduced by RNAhybrid [204] and is also implemented in RNAduplex from the Vienna RNA package. It is the simplest and fastest approach with a theoretical time complexity scaling as $O(m^2 \cdot n^2)$ which can be reduced to $O(m \cdot n \cdot L^2)$ by restricting the maximum loop length to $L$. These programs are fast enough e.g. to search for possible targets of a
microRNA. However, for applications where target predictions have to be performed for a large number of small RNAs or when all pairwise comparisons between many RNAs need to be computed, the need for even faster methods still exists. Neglecting the internal structure of the interacting sequences leads to a drastic decrease in specificity, however, see Figure 5.1 and Figure 2.10.

Currently, one therefore has to choose between precise but impractically slow methods or fast but imprecise methods for ncRNA target search, a situation that is quite unsatisfactory. In this chapter the development and application of a new tool called RNAplex is presented. RNAplex solves the problem of finding precisely and in linear time putative targets for ncRNAs. Roughly, this is achieved by using a slightly modified energy model together with a scoring system that mimic the effect of the competition between intra- and intermolecular interactions and/or how well the interaction is conserved across different species.

5.1 Methods

5.1.1 Energy model

RNAduplex/RNAhybrid are essentially equivalent to the classic RNA folding algorithm of Zuker & Stiegler [276] when only interior loops are allowed. As such they have a time complexity of $O((n \cdot m)^2)$ in the naive implementation, where $n$ and $m$ represent the length of the interacting nucleotide sequences. It is a common practice to speed up these algorithms by restricting the loop size to $L$ leading to $O(n \cdot m \cdot L^2)$, where $L = 30$ in the case of RNAduplex. Here we use a simplified energy model that allows us to get rid of the constant but fairly large prefactor $L^2$.

Since we are neglecting intra-molecular structure here, the only loop types that can appear are stacked pairs, bulge loops, and interior loops. The Turner energy parameters provide look-up tables for the free energies of stacked pairs as well as for small interior loops (1x1, 2x1, and 2x2 loops). These look-up tables are used in RNAplex without change. Likewise, bulge loops of length 1 are treated exactly as in the full energy model, namely by adding the stacking energy of the two pairs closing the loop plus a sequence independent penalty. Larger bulge loops are normally assigned
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Figure 5.1: Comparison of the ompA-micA hybrids predicted with and without considering intramolecular structures. (a) Hybrid structure predicted with RNAplex without considering the intramolecular structures of the RNA sequences. The hybrid extends over 67 and 69 nucleotides on ompA and micA, respectively and has an hybridization energy of $-42.3$ kcal/mol. Still the energy needed to unfold both binding regions on ompA and micA amounts $22.7 + 26.8 = 49.5$ kcal/mol, larger than the energy gained through binding. (b) ompA-micA interaction predicted by RNAup. OmpA-micA hybrid is shown on the right hand side, with the micA sequence represented by a bold line. Even though the hybrid is much smaller than the interaction in (a), it has a lower total interaction energy (ddG) of $-12.25$ kcal/mol, due to the fact that the interacting regions are less structured.
5.1 METHODS

Figure 5.2: Comparison of the RNAplex energy model against the Turner energy model for bulges and interior loops. 

(a) Plot of the interior loop penalty against the total loop size for three different values of asymmetry. The model used in RNAplex slightly overestimates the loop energies. 

(b) Plot representing the bulge loop penalty against the bulge size. Our model agrees exactly with the Thurner model for bulge size up to 6 nts.

... a length dependent penalty that grows logarithmically for large loops. In RNAplex this bulge energy is approximated by an affine function. Similarly, large interior loops are normally modeled by a size dependent term, an asymmetry penalty, and sequence dependent “terminal mismatches”. Here again, we replace the size dependent loop energy by an affine function. Finally the asymmetry term is approximated by penalizing asymmetrical extension of interior loops (see equation 5.1). The resulting energy model is exact for small loops and slightly overestimates the loop energies of large bulge loops as well as strongly asymmetric loops (see Figure 5.2).
5.1.2 Recursion

The structure of RNA duplexes predicted by our model can be decomposed into stacking pairs, interior loops and bulges. Our dynamic programming algorithm therefore employs four tables representing sub-structures that end in a base pair $C_i$, interior loop $I_i$ and bulge on the first or second sequence, $B^x_i, B^y_i$, respectively. The central quantity $C_{i,j}$ stores the best energy of interaction between sub-sequence $x[1..i]$ and $y[j..m]$. Similarly $B^x_{i,j}, B^y_{i,j}$ store the best energy of interaction given that residue $y_j$, respectively $x_i$, is aligned to a bulge. Finally $I_{i,j}$ stores the best energy of interaction given that $x_i$ and $y_j$ are in an interior loop. The asymmetry penalty is modeled by allowing symmetrical extension of the interior loops as well as asymmetrical, penalized, interior loop extension (see equation 5.1). Based on these matrices the recursion relation can be written as:

\[
C_{i,j} = \min \begin{cases} 
C_{i-1,j+1} + S(i, j; i-1, j+1) \\
C_{i-1,j+2} + S(i, j; i-1, j+2) + P_{\text{bulge}} \\
C_{i-2,j+1} + S(i, j; i-2, j+1) + P_{\text{bulge}} \\
C_{i-2,j+2} + I(i, j; i-2, j+2) \\
C_{i-3,j+2} + I(i, j; i-3, j+2) \\
C_{i-2,j+3} + I(i, j; i-2, j+3) \\
C_{i-3,j+3} + I(i, j; i-3, j+3) \\
I_{i-1,j} + M(i, j; i-1, j+1) \\
B^x_{i-1,j+1} \\
B^y_{i-1,j+1}
\end{cases}
\]  \hspace{1cm} (5.1)

\[
I_{i,j} = \min \begin{cases} 
C_{i-1,j+1} + M(i-1, j+1; i, j) + g^l_{\text{open}} + 2g^l_{\text{ext}} \\
I_{i-1,j} + g^l_{\text{ext}} + A \\
I_{i-1,j+1} + 2g^l_{\text{ext}} \\
I_{i,j} + g^l_{\text{ext}} + A
\end{cases}
\]  \hspace{1cm} (5.2)

\[
B^x_{i,j} = \min \begin{cases} 
C_{i-1,j} + g^B_{\text{open}} + g^B_{\text{ext}} \\
B^x_{i-1,j} + g^B_{\text{ext}}
\end{cases}
\]  \hspace{1cm} (5.3)

\[
B^y_{i,j} = \min \begin{cases} 
C_{i,j+1} + g^B_{\text{open}} + g^B_{\text{ext}} \\
B^y_{i,j+1} + g^B_{\text{ext}}
\end{cases}
\]  \hspace{1cm} (5.4)

where $S(i, j, k, l)$ represents the energy gained by stacking the $(x_i, y_j)$ base pair onto
the \((x_k, y_l)\) base pair. As usual, bulges of length 1 are modeled as the sum of a bulge penalty \(P_{\text{bulge}}\) plus the stacking energy of the adjacent base pairs. \(M(i, j; i-1, j+1)\) represents the “mismatch” energy of the unpaired nucleotides \((x_{i-1}, y_{j+1})\) adjacent to the pair \((x_i, x_j)\). \(T\) represents the energy contribution of the small interior loops. Furthermore \(g_{\text{open}}^{B,k}\) and \(g_{\text{ext}}^{B,k}\) represent the parameters of the affine loop energy function that approximates the conventional Turner loop energies. These parameters were gained by linearly fitting the loop energy model. Finally \(A\) represents the asymmetry penalty that approximates the extra destabilizing energy of asymmetrical loops. The above recursion is graphically represented in Figure 5.3.

In our model a duplex starts with 2 stacked pairs \((x_i, y_j) \cdot (x_{i-1}, y_{j+1})\). The initialization of the recursion matrices should ensure that all structural element has to start and end inside the recursion matrices. This means that no interior loops and no bulges on the target sequence may be closed before \(i = 3\). Moreover no bulge and no interior loop on the query sequence may be closed before \(j = m-2\). Finally \(C_{1,0}\) is set to 0. As a consequence the matrices are initialized in the following way

\[
\begin{align*}
I_{1,j} &= I_{2,j} = \infty \forall j \\
B_x^{1,j} &= B_x^{2,j} = \infty \forall j \\
I_{i,m} &= I_{i,m-1} = \infty \forall i \\
B_y^{i,m} &= B_y^{i,m-1} = \infty \forall i
\end{align*}
\]

When comparing an RNA of length \(m\) against a large database of length \(n \gg m\) the optimal interaction typically spans the full length of the shorter RNA \(m\). However, long interactions, extending over many helical turns, are sterically hindered, and moreover have to compete with the tendency to form intra-molecular structure. Therefore, hits consisting of a short but stable duplex should be preferable over interactions that attain a good score only by adding many weak interactions over a long region. To counter this effect, \texttt{RNAplex} contains an option that introduces a per nucleotide penalty to the interaction energy. Especially for longer queries, this results in shorter and statistically more significant interactions.
Figure 5.3: Simplified representation of the structure decomposition used in RNAplex. For clarity only the decomposition of the closed structure terms (see equation (5.1)) is shown. Black dots represent paired bases. White dots denote unpaired bases. Given that $x_i$ and $y_j$ are paired, $C$ stores the best energy of interaction between $x_1\ldots x_i$ and $y_j\ldots y_m$. $S$ is the stacking energy of two pairs of nucleotides. $P$ is the bulge penalty to add to 1x0 bulges. $I$ is the matrix holding the best energy of interaction given that $x_i$ and $y_j$ are in an interior loop. $I_1^1$ is the destabilizing energy of a 1x1 interior loop (1x2, 2x1 and 2x2 cases not shown) and $B_x^z$ represents the matrix storing the best energy of interaction given that residue $y_j$ is aligned to a bulge. The cases where $x_i$ and $y_j$ do not pair (interior loop and bulge extension and/or creation) are not shown.
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5.1.3 Taking the target accessibility back into RNAplex

RNAplex does have a reduced runtime compared to RNAduplex or RNAhybrid. Still, the negligence of target site accessibility makes its prediction not as significant as that of approaches that consider target site accessibility (see chapter 2). A straightforward way to increase significance of RNAplex predictions would be to apply RNAup on high confidence RNAplex results and select interactions that are highly-scored by RNAup. While this approach reduces the number of false-positive interactions returned by RNAplex, the number of false-negative remains unaffected.

In the example presented in Table 5.5, RNAplex+RNAup would fail to predict two interactions because RNAplex can not retrieve them. In this section we show how RNAplex can be used in conjunction with accessibility profiles, as produced by RNAplfold and RNAup, to obtain a target prediction accuracy similar to that of RNAup without incrementing the runtime of RNAplex.

RNAplex employs a two steps approach to identify interactions. In the first step, RNAplex identifies positions where putative interactions may end. In this scanning phase RNAplex uses a linear approximation of the size dependence of loop energies used in the standard energy model. For small interior loops (1x1, 2x1, and 2x2) and bulges of size 1, RNAplex employs the look-up tables provided by the Turner Energy Model. The resulting energy model is exact for small loops and slightly overestimates the loop energies of large interior, bulge loops as well as strongly asymmetric loops. A further advantage of the linear model is that RNAplex only needs to record the last 4 columns of the recursion matrix in order to complete the dynamic programing recursion. When all high-scoring interactions were localized along the target sequence, RNAplex uses the standard energy model to recompute the energy and structure of the putative hybrids.

During the scan phase, in order to extend a hybrid by one nucleotide, we need to know the cost of freeing this nucleotide from all the intramolecular interactions it might be involved in. In thermodynamic equilibrium this energy cost can be derived from the probability that the interacting stretch of nucleotides is unpaired. Since it is too expensive to compute this for all intervals, we seek a step-wise procedure. Consider an intermediary hybrid structure $S^*_y$ between two sequences $x$ and $y$ that starts at base pair $(x_i, y_j)$ and spans $w_x$ nucleotides of sequence $x$ and $w_y$ nucleotides
of sequence $y$. We need to determine the conditional probability $w_x P^x_u[i + w_x]$ that nucleotide $x_{i+w_x}$ is not involved in any intramolecular interaction, given that its predecessors $i + w_x - 1$ is unpaired, and the analogous quantity $w_y P^y_u[j - w_y]$. The subscript $u$ emphasizes that the nucleotides $x$ and $y$ are supposed to be unpaired. Note that this is not the same as the problem of assessing the probability $P_u[i + w_x]$ that the individual nucleotides $x_{i+w_x}$ is unpaired, because base pairing probabilities of adjacent nucleotides are highly correlated [26].

The desired conditional probability can be written as

$$w_x P^x_u[i + w_x] = P^x_u([i + w_x]|[i, i + w_x - 1]).$$

where the notation means that the interval $[i, i + w_x - 1]$ is unpaired. An analogous expression holds for sequence $y$. Using the definition of the conditional probability we can write: we can write:

$$w_x P^x_u[i + w_x] = P^x_u([i, i + w_x - 1] \cup [i + w_x]) \frac{P^x_u[i + w_x - 1]}{P^x_u[i, i + w_x - 1]}$$

$$= \frac{P^x_u[i, i + w_x]}{P^x_u[i, i + w_x - 1]}$$

Equation 5.6 tells us that the conditional probability $w_x P^x_u[i + w_x]$ depends only on the probabilities $P^x_u[i, i + w_x]$ and $P^x_u[i, i + w_x - 1]$, that the corresponding intervals are unpaired. Conversely, the probability that an intervals is unpaired can be computed from the conditional probabilities and the probabilities that individual nucleotides are unpaired:

$$P^x_u[i, i + w_x] = \frac{w_x}{1 \prod_{j=1}^{w_x}} P^x_u[i + j]$$

A closer look at equation (5.6) shows that the exact start position of the hybrid $S^x_y$ has to be known in order to compute the desired conditional probability. Since RNAplex stores only a small number (four) of columns of the dynamic programming matrix, this cannot be done exactly. Instead we employ the approximation

$$\frac{P^x_u[i, i + w_x]}{P^x_u[i, i + w_x - 1]} \approx \frac{P^x_u[i + w_x - \delta, i + w_x]}{P^x_u[i + w_x - \delta - 1, i + w_x - 1]} \approx \delta P^x_u[i + w_x]$$
where $\delta$ represents the number of nucleotides considered in prior to nucleotides $x_{i+w}$ and $\delta P_u^x[i + w]$ represents the conditional probability that $x_{i+w}$ is unpaired for a given $\delta$. This approximation is exact for $\delta = w$ and gets worse with decreasing $\delta/w$. This is a direct consequence of the fact that the state of the nucleotides in the interval $[i, i + w - \delta + 1]$ is not taken into account for the computation of the conditional probability of nucleotide $x_{i+w}$.

Equation (5.8) can now be rewritten in the form

$$P_u^x[i, i + w] \approx$$

$$\delta P_u^x[i, i + w] = P_u^x[i, i + \delta - 1] \cdot \prod_{j=\delta}^{w} \delta P_u^x[i + j]$$

The probability $P_u^x[i, i + w]$ of being unpaired is related to a corresponding opening energy

$$\Delta G_u^x[i, i + w] = -RT \ln P_u^x[i, i + w].$$

The energy cost of adding one nucleotide to the hybrid therefore can be written as

$$\Delta \delta G_u^x[i + w] = -RT \ln \delta P_u^x[i + w] =$$

$$\Delta G_u^x[i + w - \delta + 1, i + w]$$

$$- \Delta G_u^x[i + w - \delta + 1, i + w - 1].$$

The opening energy of a region of size of $w$ thus is given by

$$\Delta \delta G_u^x[i, i + w] = -RT \ln \delta P_u^x[i, i + w] =$$

$$\Delta G_u^x[i, i + \delta - 1] + \sum_{j=\delta}^{w} \Delta \delta G_u^x[i + j].$$

Since RNAplex only stores the current four columns of the recursion matrix, we set $\delta = 4$ in practice.
The energy $\Delta^4G_u^x[i]$ of freeing nucleotide $x_i$ from all its intramolecular interactions can now easily be integrated into the dynamic programing recursion of RNAplex. We use the following abbreviations for the opening energies:

$$d_1^x = \Delta^4G_u^x[i], \quad d_2^x = d_1^x + \Delta^4G_u^x[i-1], \quad d_3^x = d_2^x + \Delta^4G_u^x[i-2]; \quad \text{and} \quad d_1^y = \Delta^4G_u^y[j], \quad d_2^y = d_1^y + \Delta^4G_u^y[j+1], \quad d_3^y = d_2^y + \Delta^4G_u^y[j+2].$$

$$C_{i,j} = \min \begin{cases} 
C_{i-1,j+1} + S(i,j;i-1,j+1) + d_1^x + d_1^y \\
C_{i-1,j+2} + S(i,j;i-1,j+2) + P_{\text{bulge}} + d_1^x + d_2^y \\
C_{i-2,j+1} + S(i,j;i-2,j+1) + P_{\text{bulge}} + d_2^x + d_1^y \\
C_{i-2,j+2} + I(i,j;i-2,j+2) + d_2^x + d_2^y \\
C_{i-3,j+3} + I(i,j;i-3,j+3) + d_3^x + d_3^y \\
I_{i-1,j+1} + \mathcal{M}(i,j;i-1,j+1) + d_1^x + d_1^y \\
B_{i-1,j+1}^x + d_1^x \\
B_{i-1,j+1}^y + d_1^y 
\end{cases} \tag{5.15}$$

$$I_{i,j} = \min \begin{cases} 
C_{i-1,j+1} + \mathcal{M}(i-1,j+1;i,j) + g_{\text{open}}^t + 2g_{\text{ext}}^t + d_1^x + d_1^y \\
I_{i-1,j} + g_{\text{ext}}^t + A + d_1^x \\
I_{i-1,j+1} + 2g_{\text{ext}}^t + d_1^y + d_1^y \\
I_{i,j+1} + g_{\text{ext}}^t + A + d_1^y 
\end{cases} \tag{5.16}$$

$$B_{i,j}^x = \min \begin{cases} 
C_{i-1,j} + g_{\text{open}}^B + g_{\text{ext}}^B + d_1^x \\
B_{i-1,j}^x + g_{\text{ext}}^B + d_1^x 
\end{cases} \tag{5.17}$$

$$B_{i,j}^y = \min \begin{cases} 
C_{i,j+1} + g_{\text{open}}^B + g_{\text{ext}}^B + d_1^y \\
B_{i,j+1}^y + g_{\text{ext}}^B + d_1^y 
\end{cases} \tag{5.18}$$

**Hybrid Structure and Hybrid Energy**

The computation of the hybrid structure and interaction energy follows the strategy of RNAup. We assume that the binding region may contain mismatches and bulge loops. Thus the most stable interaction between two segments $(x_i, y_j)$ and $(x_k, y_l)$ is
obtained by minimizing over all possible interior loop closed by \((x_p, y_q)\)

\[
C(x_i, y_j, x_k, y_l) = \min_{x_k < x_p < x_i} C(x_i, y_j, x_p, y_q) + I(x_p, y_q, x_k, y_l) + \Delta G_u[i, k] + \Delta G_u[j, l]
\]  

The overall most stable interaction is then obtained by minimizing over both duplex closing pairs \((x_i, y_j)\) and \((x_k, y_l)\):

\[
E_{\text{min}} = \min_{x_1 < x_k < x_i \atop y_1 < y_l < y_m} C(x_i, y_j, x_k, y_l)
\]

where \(n\) and \(m\) are the length of sequences \(x\) and \(y\), respectively. This leads to a theoretical run-time of \(O(n^3 \cdot m^3)\) and a memory footprint of \(O(n^2 \cdot m^2)\).

Here we should note that one end of the hybrid, namely the base-pair \((x_i, y_j)\), was already found in the scanning phase of RNAplex. As a consequence we only need to minimize over one closing-pair instead of two. Equation 5.20 can thus be rewritten as:

\[
E_{\text{min}} = \min_{x_1 < x_k < x_i \atop y_1 < y_l < y_m} C(x_i, y_j, x_k, y_l)
\]

Equations 5.20 and 5.21 show that the knowledge of base-pair \((x_i, y_j)\) allows to reduce memory and run-time by a factor \(n \cdot m\). Furthermore, the size of the interaction regions as well as the size of interior loops can be limited to arbitrary lengths \(\omega\) and \(L\), respectively, leading to a run-time of \(O(\omega^2 \cdot L^2)\) and a memory usage of \(O(\omega^2)\), that is, the same complexity as RNA duplex or RNA hybrid.

### 5.1.4 Conserved Interactions

The absence of conserved target-site in closely related species may indicate that the proposed interaction does not occur in nature. The presence of compensatory mutations between the sRNA and the target site, on the other hand, can lend further credibility to single-sequence target predictions [35]. Alignments thus can improve the specificity of target search by focusing on evolutionary conserved interactions.

We therefore extended RNAplex to alignments. The approach follows the same idea as RNAalifold [19,98], where a thermodynamic energy minimization folding algorithm
is coupled with a simple scoring model to assess structural evolutionary conservation. Base pairs are therefore restricted to pairs of positions in the alignments in which most or all sequences can form canonical pairs.

In case of conserved interactions, RNAplex takes two multiple sequences alignments as input and computes the interactions based on these alignments. Let $X$ and $Y$ be the target and query alignments, respectively, each with the same number of sequences $N$. $X_i$ represents the $i^{th}$ column of alignment $X$, and $X^\alpha$ represents the $\alpha^{th}$-sequence in the alignment.

Similar to the single case, $C_{i,j}$ represents the smallest sum over all sequences $\alpha \in X, Y$ of the interaction energy between the subsequences $X^\alpha_1 \ldots X^\alpha_i$ and $Y^\alpha_j \ldots Y^\alpha_m$, where $m$ is the length of the query alignment. Similarly, $B_{X,Y}^{i,j}$ stores the optimal interactions energy given that residues $X^\alpha_i$ or residue $Y^\alpha_j$, $\forall \alpha \in X, Y$ are part of a bulge; $I_{i,j}$ stores the optimal interaction energy given that all residues $X^\alpha_i$ and $Y^\alpha_j$, $\forall \alpha \in X, Y$ are in an interior loop.

The asymmetry penalty $A$ models asymmetric extension of interior loops. $S(i, j, i - 1, j + 1)$ represents the sum $\sum_{\alpha=1}^N S(X^\alpha_i, Y^\alpha_j, X^\alpha_{i-1}, Y^\alpha_{j+1})$ over all sequences $\alpha \in X, Y$ of the energies gained by stacking base-pairs $(X^\alpha_i, Y^\alpha_j)$ onto $(X^\alpha_{i-1}, Y^\alpha_{j+1})$.

$M(i, j, i - 1, j + 1)$ represents the sum $\sum_{\alpha=1}^N M(X^\alpha_i, Y^\alpha_j, X^\alpha_{i-1}, Y^\alpha_{j+1})$ over all sequences $\alpha$ of the mismatch energy for the unpaired nucleotides $(X^\alpha_{i-1}, Y^\alpha_{j+1})$ adjacent to the pair $(X^\alpha_i, Y^\alpha_j)$. The energy contribution of the small interior loops is represented by $I$. Furthermore, we use the following abbreviations for the opening energies:

\[
\begin{align*}
&d_1^X = \sum_{\alpha=1}^N d_1^{X^\alpha} = \sum_{\alpha=1}^N \Delta 4^{G_X^{X^{\alpha}}} [i],
d_1^Y = \sum_{\alpha=1}^N d_1^{Y^\alpha} = \sum_{\alpha=1}^N \Delta 4^{G_Y^{Y^{\alpha}}} [j],\\
&d_2^X = d_1^X + \sum_{\alpha=1}^N d_2^{X^\alpha} = d_1^X + \sum_{\alpha=1}^N \Delta 4^{G_X^{X^{\alpha}}} [i - 1],
d_2^Y = d_1^Y + \sum_{\alpha=1}^N d_2^{Y^\alpha} = d_1^Y + \sum_{\alpha=1}^N \Delta 4^{G_Y^{Y^{\alpha}}} [i - 1],\\
&d_3^X = d_2^X + \sum_{\alpha=1}^N d_3^{X^\alpha} = d_2^X + \sum_{\alpha=1}^N \Delta 4^{G_X^{X^{\alpha}}} [i - 2],
d_3^Y = d_2^Y + \sum_{\alpha=1}^N d_3^{Y^\alpha} = d_2^Y + \sum_{\alpha=1}^N \Delta 4^{G_Y^{Y^{\alpha}}} [j + 2].
\end{align*}
\]

The recursion of RNAplex can then be rewritten as:
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\[ C_{i,j} = \min \left\{ \begin{array}{l} C_{i-1,j+1} + \sum_{\alpha=1}^{N} \left( S(X_{i-1}^\alpha, Y_{j+1}^\alpha, X_{i-2}^\alpha, Y_{j+2}^\alpha) + d_1^{\alpha X} + d_1^{\alpha Y} \right) \\
C_{i-1,j+2} + \sum_{\alpha=1}^{N} \left( S(X_{i-2}^\alpha, Y_{j+2}^\alpha, X_{i-3}^\alpha, Y_{j+3}^\alpha) + P_{\text{bulge}} + d_2^{\alpha X} + d_2^{\alpha Y} \right) \\
C_{i-2,j+1} + \sum_{\alpha=1}^{N} \left( S(X_{i-2}^\alpha, Y_{j+1}^\alpha, X_{i-1}^\alpha, Y_{j+1}^\alpha) + P_{\text{bulge}} + d_1^{\alpha X} + d_1^{\alpha Y} \right) \\
C_{i-2,j+2} + \sum_{\alpha=1}^{N} \left( I(X_{i-2}^\alpha, Y_{j+2}^\alpha, X_{i-1}^\alpha, Y_{j+2}^\alpha) + d_2^{\alpha X} + d_2^{\alpha Y} \right) \\
C_{i-3,j+2} + \sum_{\alpha=1}^{N} \left( I(X_{i-3}^\alpha, Y_{j+2}^\alpha, X_{i-2}^\alpha, Y_{j+2}^\alpha) + d_3^{\alpha X} + d_3^{\alpha Y} \right) \\
I_{i-1,j+1} + \sum_{\alpha=1}^{N} \left( I(X_{i-1}^\alpha, Y_{j+1}^\alpha, X_{i-1}^\alpha, Y_{j+1}^\alpha) + d_1^{\alpha X} + d_1^{\alpha Y} \right) \\
B_{i-1,j+1}^X + \sum_{\alpha=1}^{N} \left( d_1^{\alpha X} \right) \\
B_{i-1,j+1}^Y + \sum_{\alpha=1}^{N} \left( d_1^{\alpha Y} \right) \\
C_{i-1,j+1} + \sum_{\alpha=1}^{N} \left( I(X_{i-1}^\alpha, Y_{j+1}^\alpha, X_{i-1}^\alpha, Y_{j+1}^\alpha) + g_{\text{open}}^f + 2g_{\text{ext}}^f + d_1^{\alpha X} + d_1^{\alpha Y} \right) \\
I_{i,j} = \min \left\{ \begin{array}{l} I_{i-1,j} + \sum_{\alpha=1}^{N} \left( g_{\text{ext}}^f + A + d_1^{\alpha X} \right) \\
I_{i-1,j+1} + \sum_{\alpha=1}^{N} \left( 2g_{\text{ext}}^f + d_1^{\alpha X} + d_1^{\alpha Y} \right) \\
I_{i,j+1} + \sum_{\alpha=1}^{N} \left( g_{\text{ext}}^f + A + d_1^{\alpha Y} \right) \\
B_{i,j}^X = \min \left\{ \begin{array}{l} C_{i-1,j} + \sum_{\alpha=1}^{N} \left( g_{\text{open}}^B + g_{\text{ext}}^B + d_1^{\alpha X} \right) \\
B_{i-1,j}^X + \sum_{\alpha=1}^{N} \left( g_{\text{ext}}^B + d_1^{\alpha X} \right) \\
B_{i,j}^X + \sum_{\alpha=1}^{N} \left( g_{\text{open}}^B + g_{\text{ext}}^B + A + d_1^{\alpha X} \right) \\
B_{i,j}^Y = \min \left\{ \begin{array}{l} C_{i,j+1} + \sum_{\alpha=1}^{N} \left( g_{\text{open}}^B + g_{\text{ext}}^B + d_1^{\alpha X} \right) \\
B_{i,j+1}^Y + \sum_{\alpha=1}^{N} \left( g_{\text{ext}}^B + d_1^{\alpha X} \right) \end{array} \right. \end{array} \right. \end{array} \right. \end{equation} \]
5.1.4 Conserved Interactions

The interaction energy between two alignments must be combined with a score quantifying the sequence variation of the base-pairs between columns \( X_i \) and \( Y_j \). This quantification should take into account both the allowed and inconsistent base-pairs, i.e. base-pairs that involved a nucleotide and a gap or unallowed base-pairs.

Let us define the abbreviation:

\[
d^\alpha_\beta ij = 2 - \delta(X^\alpha_i, X^\beta_i) - \delta(Y^\alpha_j, Y^\beta_j)
\]

where \( \delta(a', a'') = 1 \) if \( a' = a'' \) and 0 otherwise. \( d^\alpha_\beta ij = 0 \) if the nucleotides \( X^\alpha_i \) and \( Y^\beta_j \) coincide with nucleotides \( X^\beta_i \) and \( Y^\alpha_j \), respectively, \( d^\alpha_\beta ij = 1 \) if they differ in one position, and \( d^\alpha_\beta ij = 2 \) if they differ in both positions. A straightforward covariation measure for conserved base-pairs can then be written as:

\[
c_{ij} = \frac{1}{(N/2)} \sum_{\alpha < \beta} d^\alpha_\beta ij \Pi^\alpha ij \Pi^\beta ij
\]

where \( \Pi^\alpha ij = 1 \) if nucleotide \( X^\alpha_i \) and \( Y^\alpha_j \) form an allowed base pairs, in our case Watson-Crick and wobble base-pairs, and 0 else.

In case of inconsistent base-pairs, a simple score would count the combinations of nucleotide and a gap as well as the unallowed base-pairs and ignore gap-gap and allowed base-pairs. This can be written as:

\[
q_{ij} = 1 - \frac{1}{N} \sum_{\alpha=1}^{N} \{ \Pi^\alpha ij + \delta(X^\alpha_i, gap) + \delta(Y^\alpha_j, gap) \}
\]

Now both scores can be linearly combined into one scoring scheme for consistent and inconsistent base-pairs:

\[
b_{ij} = c_{ij} - \phi_1 q_{ij}
\]

It should be noted that alignments with a large number of sequences, sequencing and alignment errors must be expected. Thus two columns \( X_i \) and \( Y_j \) should not be marked as unpaired if a single base-pair is inconsistent. Thus a threshold value \( b^* \) for the combined score \( b_{ij} \) can be defined. This allows to set the pairing matrix \( \Pi_{ij}^{X,Y} \) for the interaction of two alignments \( X \) and \( Y \) as

\[
\Pi_{ij}^{X,Y} = \begin{cases} 
0 & \text{if } b_{ij} < b^* \\
1 & \text{if } b_{ij} \geq b^*
\end{cases}
\]
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Default</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold for pairing $b^*$</td>
<td>$-1.00$</td>
</tr>
<tr>
<td>Relative weight of inconsistent sequences $\phi_1$</td>
<td>$1.00$</td>
</tr>
<tr>
<td>Weight of sequence covariation $\phi_2$</td>
<td>$1.00$ kcal/mol</td>
</tr>
</tbody>
</table>

Table 5.1: Additional “energy” parameters for alignment folding

The full energy model used in RNAplex is obtained as a linear combination of the average pairing energy and the combined covariation score

\[
C'_{i,j} = \frac{1}{N} C_{i,j} - \phi_2 b_{i,j}
\]  

In addition to the standard energy model for RNA folding we only need three additional variables: the threshold value $b^*$ and the two scaling factors $\phi_1$ and $\phi_2$. In RNAplex we use their default values as listed in Table 5.1. In addition, non-standard base pairs can occur in the alignment folding for which no measured energy parameters are available. We substitute the default stacking energy of $0.0\text{kcal/mol}$ in this case.

The evolutionary model used in RNAplex, while straightforward, performs well in predicting consensus secondary structure. Its simplicity allows it to be integrated into RNAplex without runtime overhead.

A potential weakness is the RNAalifold scoring model, which was trained and optimized for intramolecular interaction, instead for the intermolecular interactions to which it is applied here. More complex scoring schemes such as the one used in PETfold and PETcofold, where a maximum expected scoring approach combines the evolutionary probabilities of a consensus structure given an alignment with the thermodynamic probabilities of the associated structures in each sequence [219, 220], perform slightly better than the RNAalifold scoring scheme. However, they can be incorporated only at the cost of a greatly increased runtime, and thus are incompatible with the purpose of RNAplex.
5.1.5 Model Errors

Simplified Energy Model

RNAplex uses an approximation both for the computation of the interaction energy as well as for the determination of the opening energy. The accuracy of the interaction and opening energy models can be tested separately. To test whether the simplified interaction model affects the sensitivity of RNAplex, we assessed how well RNAplex, RNAhybrid and RNAduplex recovered experimentally confirmed miRNA–mRNA interactions.

A set of 27 interactions taken from TarBase [222] involving 25 mRNAs and 22 miRNAs was used. For each of the reported interactions, the hybridisation energy of the reported target site with its cognate miRNA was computed with RNAplex, RNAduplex and RNAhybrid. Moreover for each miRNA-mRNA pairs, the 10 best binding sites were identified using RNAplex, RNAduplex and RNAhybrid. For RNAhybrid we constrained the hybridisation to target sites which were fully complementary to the miRNA seed region, since this gave the highest sensitivity in the test. The experimentally confirmed binding site was then reported as recovered if it overlapped with any of the 10 best hits (see Table 5.2). All three programs performed similarly well with RNAduplex retrieving 22 out of 27 interactions, while RNAplex and RNAhybrid each recovered 20 interactions.

Opening Energy

In order to investigate the accuracy of the accessibility profiles, we used a set of 11460 randomly generated sequences of length 400nts for which the accessibility profiles was computed with RNAup. For each sequence, we then determined the difference of the RNAup opening energy and the RNAplex opening energy for the region located between nucleotides 181 and 200. Figure 5.4 shows the relative energy differences between both models as bar plots for different values of $\delta$. The largest variations are seen for $\delta = 1$ with differences larger than 100%. $R^2$ (triangle) and the Pearson correlation coefficient (square) reach their minimum there (0.09 and 0.37, respectively). Both coefficients then steadily improve with $\delta$ and reach their theoretical maximum of 1 for $\delta = w$. For $\delta < w$, our approximation slightly overestimates the opening energy.
### 5.1 METHODS

<table>
<thead>
<tr>
<th>mRNA</th>
<th>miRNA</th>
<th>RNAduplex</th>
<th>RNAplex</th>
<th>RNAhybrid</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGTR1</td>
<td>miR-155</td>
<td>-11.50(NF)</td>
<td>-11.50(NF)</td>
<td>-17.2(NF)</td>
</tr>
<tr>
<td>HOXA1</td>
<td>miR-10a</td>
<td>-15.93(3)</td>
<td>-15.93(5)</td>
<td>-22.7(1)</td>
</tr>
<tr>
<td>BCL2</td>
<td>miR-16</td>
<td>-18.90(2)</td>
<td>-18.90(1)</td>
<td>-24.1(1)</td>
</tr>
<tr>
<td>KIT</td>
<td>miR-221</td>
<td>-17.70(3)</td>
<td>-17.70(NF)</td>
<td>-23.4(2)</td>
</tr>
<tr>
<td>CAT-1</td>
<td>miR-122</td>
<td>-23.80(1)</td>
<td>-23.80(1)</td>
<td>-29.0(1)</td>
</tr>
<tr>
<td>KIT</td>
<td>miR-222</td>
<td>-14.70(NF)</td>
<td>-14.70(NF)</td>
<td>-19.8(3)</td>
</tr>
<tr>
<td>CGI-38</td>
<td>miR-16</td>
<td>-20.80(2)</td>
<td>-20.80(2)</td>
<td>-26.0(NF)</td>
</tr>
<tr>
<td>KRAS</td>
<td>let-7a</td>
<td>-14.10(NF)</td>
<td>-14.10(7)</td>
<td>-18.9(6)</td>
</tr>
<tr>
<td>Clock</td>
<td>miR-141</td>
<td>-16.40(1)</td>
<td>-16.40(1)</td>
<td>-22.1(1)</td>
</tr>
<tr>
<td>Lin28</td>
<td>let-7b</td>
<td>-27.40(1)</td>
<td>-27.40(1)</td>
<td>-33.5(1)</td>
</tr>
<tr>
<td>CXCL12</td>
<td>miR-23a</td>
<td>-8.90(NF)</td>
<td>-8.90(NF)</td>
<td>-14.0(5)</td>
</tr>
<tr>
<td>MAPK14</td>
<td>miR-24</td>
<td>-27.10(1)</td>
<td>-27.10(1)</td>
<td>-32.2(1)</td>
</tr>
<tr>
<td>CYP1B1</td>
<td>miR-27b</td>
<td>-28.20(1)</td>
<td>-28.20(1)</td>
<td>-33.6(1)</td>
</tr>
<tr>
<td>MYCN</td>
<td>miR-101</td>
<td>-13.80(NF)</td>
<td>-13.80(NF)</td>
<td>-20.7(1)</td>
</tr>
<tr>
<td>E2F3</td>
<td>miR-34a</td>
<td>-19.10(2)</td>
<td>-19.10(NF)</td>
<td>-25.1(1)</td>
</tr>
<tr>
<td>Enx-1</td>
<td>miR-101</td>
<td>-16.90(1)</td>
<td>-16.90(1)</td>
<td>-22.4(NF)</td>
</tr>
<tr>
<td>PTEN</td>
<td>miR-19a</td>
<td>-17.70(1)</td>
<td>-17.70(1)</td>
<td>-23.2(1)</td>
</tr>
<tr>
<td>FLJ2130</td>
<td>miR-145</td>
<td>-21.80(1)</td>
<td>-21.80(1)</td>
<td>-27.4(NF)</td>
</tr>
<tr>
<td>RICS</td>
<td>miR-132</td>
<td>-18.80(1)</td>
<td>-18.80(1)</td>
<td>-25.1(1)</td>
</tr>
<tr>
<td>Fstl1</td>
<td>miR-206</td>
<td>-18.40(6)</td>
<td>-18.40(NF)</td>
<td>-23.2(2)</td>
</tr>
<tr>
<td>SMC1L1</td>
<td>let-7e</td>
<td>-22.20(1)</td>
<td>-22.20(1)</td>
<td>-27.5(1)</td>
</tr>
<tr>
<td>GJA1</td>
<td>miR-1</td>
<td>-14.30(3)</td>
<td>-14.30(4)</td>
<td>-20.6(2)</td>
</tr>
<tr>
<td>TMSB4X</td>
<td>miR-1</td>
<td>-16.90(1)</td>
<td>-16.90(1)</td>
<td>-21.9(NF)</td>
</tr>
<tr>
<td>GJA1</td>
<td>miR-206</td>
<td>-14.53(10)</td>
<td>-14.53(10)</td>
<td>-20.5(4)</td>
</tr>
<tr>
<td>TPM1</td>
<td>miR-21</td>
<td>-15.60(1)</td>
<td>-15.60(1)</td>
<td>-19.6(NF)</td>
</tr>
<tr>
<td>Hand2</td>
<td>miR-1</td>
<td>-12.20(1)</td>
<td>-12.20(1)</td>
<td>-18.1(2)</td>
</tr>
</tbody>
</table>

Table 5.2: Binding site summary for 27 functional miRNA–mRNA interactions in Human, taken from TarBase [222]. Columns 1 and 2 contain the name of the mRNA and miRNA, respectively. The columns 3 to 5 contain the interaction energy for the reported miRNA–mRNA interactions as computed by RNAduplex, RNAplex, and RNAhybrid, respectively. The number in parenthesis represent the rank of the experimental target site where 1 stands for the most stable interaction and 10 for the 10th best interaction. NF means that the reported target site was not found among the 10 best interaction sites and are shown in red.
5.1.5 Model Errors

Figure 5.4: Error representation of our accessibility model. l.h.s Boxplot representation of the distribution of the relative breaking energy between our approximated model and the standard energy model for different Δ size and a fixed target size of 20 nts. The larger Δ the smaller the error in our approximation. RNAplex uses Δ = 4. At this level of approximation, the pearson correlation coefficient between the approximated model and the real model reaches 0.92

This can be seen for δ = 4, the value used in RNAplex in the scatterplot in the middle of Figure 5.4. Half of the relative deviation are contained between +7% and −14%.

Whole Approximation

The influence of the different approximations made in RNAplex on the quality of the predictions were evaluated by surveying how well the boundaries of known duplexes was recovered. The knowledge of the exact localization of RNA-RNA interactions is important, because ncRNAs may regulate their targets in different ways depending on the location of the binding sites.

The accuracy of the energy model (interaction and opening energy) used in RNAplex was compared to that of RNAup, biRNA [38], and the old version of RNAplex (RNAplex -c) on a dataset of 17 known bacterial small RNA-mRNA interactions [38] (see
Table 5.3). In this dataset both the opening energy of the interacting sequences and the hybridization energy affects the prediction. RNAplex -c (old version) missed four interactions, while all RNAplex -a (with accessibility information) predictions overlapped with the corresponding experimentally determined interactions, as did the predictions of RNAup and biRNA. These results emphasize the importance of accessibility for the correct prediction of RNA-RNA interactions. Furthermore, it confirms that the approximations used in RNAplex are sufficient to reach a level of accuracy similar to that of RNAup and biRNA (see Table 5.3).

The location of the predicted closing pairs was compared to the confirmed locations. For each prediction tool, the average over all 17 interactions of the sum of the magnitude of the deviation between the predicted and confirmed locations of the four closing nucleotides was computed (see Table 5.3). All three accessibility based methods performed similarly with an average deviation of 16.76 for RNAup, 19.88 for biRNA and 20.60 for RNAplex -a, much smaller than the average deviation of RNAplex -c (59.76 nts).

It should be noted that RNAup and RNAplex, in contrast to biRNA, cannot handle interactions involving two or more interacting regions, such as the two kissing-hairpin complexes found in OxyS-fhlA. Still, in contrast to RNAup, RNAplex can return suboptimal predictions, without runtime overhead, that can be used to identify disjoint interaction regions. For OxyS-fhlA, the confirmed binding regions are located at positions [22, 30] and [98, 104] on OxyS and [87, 95] and [39, 45] on fhlA, in accord with the two best suboptimals returned by RNAplex which are located on [23, 28] and [96, 100] on OxyS and [87, 92] and [41, 45] on fhlA.

5.1.6 Computational efficiency

When comparing search speed to RNAhybrid, we found that the speedup varied with sequence length and program options, but was at least 10. RNAhybrid performed best for miRNA target search when limiting the search to targets with a perfect seed matches, i.e. Watson-Crick pairs only at microRNA positions 2 to 7. Without this constraint RNAplex speed-up increased from 10 to 20-fold. Furthermore the speedup increased slightly for longer query sequences, reaching 27 for query sequences of
Table 5.3: Binding site summary for a set of 17 functional interactions from [38]. The first and second columns contain mRNAs- and sRNAs-ID, respectively. We compared biRNA, RNAup and to RNAplex. biRNA and RNAup were run using the default parameters, while RNAplex was run with either an extension penalty of 0.3 [kcal/mol] (RNAplex -c) or the accessibility files produced by RNAup (RNAplex -a). All predictions made by RNAup, biRNA and RNAplex -a overlapped with the experimentally reported interactions, while RNAplex -c missed four interactions. The last row reports the average deviation between the experimentally found locations and the predicted ones.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>gltI</td>
<td>GcvB</td>
<td>66,77</td>
<td>31,44</td>
<td>64,81</td>
<td>26,44</td>
<td>65,76</td>
</tr>
<tr>
<td>argT</td>
<td>GcvB</td>
<td>75,91</td>
<td>89,104</td>
<td>71,90</td>
<td>90,108</td>
<td>70,91</td>
</tr>
<tr>
<td>dppA</td>
<td>GcvB</td>
<td>65,90</td>
<td>133,150</td>
<td>62,81</td>
<td>135,153</td>
<td>57,81</td>
</tr>
<tr>
<td>livJ</td>
<td>GcvB</td>
<td>63,87</td>
<td>59,82</td>
<td>66,84</td>
<td>54,73</td>
<td>63,87</td>
</tr>
<tr>
<td>livK</td>
<td>GcvB</td>
<td>68,77</td>
<td>165,177</td>
<td>67,86</td>
<td>156,175</td>
<td>65,88</td>
</tr>
<tr>
<td>oppA</td>
<td>GcvB</td>
<td>65,90</td>
<td>155,179</td>
<td>67,86</td>
<td>158,176</td>
<td>65,89</td>
</tr>
<tr>
<td>STM4351</td>
<td>GcvB</td>
<td>70,79</td>
<td>44,52</td>
<td>69,77</td>
<td>44,52</td>
<td>62,86</td>
</tr>
<tr>
<td>lamB</td>
<td>MicA</td>
<td>8,36</td>
<td>122,148</td>
<td>8,26</td>
<td>131,148</td>
<td>8,32</td>
</tr>
<tr>
<td>ompA</td>
<td>MicA</td>
<td>8,24</td>
<td>113,128</td>
<td>8,24</td>
<td>113,128</td>
<td>8,24</td>
</tr>
<tr>
<td>rpoS</td>
<td>DsrA</td>
<td>8,36</td>
<td>10,38</td>
<td>21,40</td>
<td>7,25</td>
<td>21,40</td>
</tr>
<tr>
<td>rpoS</td>
<td>RprA</td>
<td>33,62</td>
<td>16,39</td>
<td>40,51</td>
<td>22,32</td>
<td>40,62</td>
</tr>
<tr>
<td>tisA</td>
<td>IstR</td>
<td>65,87</td>
<td>57,79</td>
<td>66,85</td>
<td>59,78</td>
<td>65,87</td>
</tr>
<tr>
<td>ompC</td>
<td>MicC</td>
<td>1,30</td>
<td>93,139</td>
<td>1,16</td>
<td>104,119</td>
<td>1,16</td>
</tr>
<tr>
<td>ompF</td>
<td>MicF</td>
<td>1,33</td>
<td>100,125</td>
<td>14,30</td>
<td>99,118</td>
<td>5,28</td>
</tr>
<tr>
<td>sdhD</td>
<td>RyhB</td>
<td>9,50</td>
<td>89,128</td>
<td>22,41</td>
<td>98,116</td>
<td>22,41</td>
</tr>
<tr>
<td>sodB</td>
<td>RyhB</td>
<td>38,46</td>
<td>52,60</td>
<td>38,46</td>
<td>48,64</td>
<td>38,49</td>
</tr>
<tr>
<td>ptsG</td>
<td>SgrS</td>
<td>157,187</td>
<td>76,107</td>
<td>174,187</td>
<td>76,89</td>
<td>168,187</td>
</tr>
</tbody>
</table>

average deviation | 19.88 | 16.76 | 59.76 | 20.60
length 320. In the tests above, we searched only for the single most stable interaction site. While RNAplex can return suboptimal interaction sites without a speed penalty, RNAhybrid needs to repeat the whole dynamic programming procedure for each desired suboptimal, making it accordingly expensive.

Compared to IntaRNA and RNAup, RNAplex has also a much lower time-cost. This is exemplified in Figure 5.5. Here we compared how fast RNA-RNA interactions tools were able to search for targets for 19 bacterial sRNA in a set of 100 sequences of length 1200nts. RNAplex achieved this task in 35.7 seconds, RNAup in 86487[s] and IntaRNA in 34150[s]. Note that all tools were compiled with the same optimization and were run on the same machine.

We further compared the runtime and the memory consumption of RNAup and IntaRNA against that of the new RNAplex, by generating a set of random target sequences of size 400, 800, 1600, 3200 and 6400 nts and query sequences of size 100, 200, 400 and 800 nts and searching for targets with all three tools. On this dataset the new RNAplex is between 575 and 1600 times faster than IntaRNA and between 1500 and 65400 times faster than RNAup. The memory consumption is also drastically reduced. RNAplex needs at least 17 and at most 1330 times less memory than IntaRNA, and 15 to 626 times less memory than RNAup (see Table 5.4). Compared to the old version without accessibilities, the new RNAplex needs only four times more memory.

Furthermore we also benchmarked the runtime of the alignment version of RNAplex with accessibility on a dataset containing 9 sRNAs (dsrA, gcvB, micA, micC, micF, rprA, ryhB, sgrS, spot42) and 100 mRNAs multiple sequence alignments of the homologs of the 100 genes from e.coli K12 used to benchmark the single sequence version of RNAplex (see the Dataset section).

In Figure 5.6, we show the runtime of RNAplex with alignment and accessibility for those 900 interactions against the number of sequences in the alignments in a log-log plot. Compared to the single sequence version, RNAplex with alignment is twice slower. The runtime dependency on the number of sequences is proportional to $\sqrt{N}$, where $N$ is the number of sequences in the alignments.
Table 5.4: Speedup and memory improvement of the accessibility based RNAplex against IntaRNA and RNAup for different random query and target sequences as measured by the time application. The first two columns show the target and query length, respectively. The third and fifth column show the runtime improvement of RNAplex against IntaRNA and RNAup, respectively. The difference between RNAplex and the two other tools slightly grow with increasing target length, but diminish with increasing query length. On this dataset, RNAplex is between 600 and 1600 times faster than IntaRNA and from 1500 up to 65400 times faster than RNAup. Note that for very short sequences (less than 400 nts), RNAplex needs less than 1/100th second to compute the hybrid, too fast to be precisely measured by time, hence the NA for the first entries. The memory consumption of RNAplex is 17.4 to 1330 times smaller than that of IntaRNA and 15 to 626 times smaller than that of RNAup. Note that larger sequences could not be used because the memory need of both RNAup and IntaRNA exceeded the available RAM (4G).
Figure 5.5: Bar plots representing the time necessary to complete the target search for 19 bacterial sRNAs in 100 random sequences of length 1200 nts for different RNA-RNA interaction tools. RNAplex -c is the fastest application with a completion time of 27[s]. RNAplex -a needs 36[s] to achieve the same task. This grows to 90[s] if one considers the time necessary to compute the accessibility profile. RNAplex -a is 1000 times faster than IntaRNA and 2422 times faster than RNAup.

Prefiltering based on Guugle

We tested whether the computation time of RNAplex was reduced further by identifying stretches of complementarity before attempting the more time consuming
5.1.6 Computational efficiency

Figure 5.6: Runtime of RNAplex with alignment and accessibility against the number of sequences in alignments for a set of 9 query and 100 target sequences. The runtime of RNAplex increases proportionally to $\sqrt{N}$, where $N$ is the number of sequences in the alignments.

dynamic programming procedure. GUUGle, which locates potential helical regions under RNA base pairing rules with the help of suffix arrays to find these highly complementary regions, was used as a prefilter mechanism. The trade-off between speed and sensitivity is controlled by the $ktup$ parameter, which specifies the size of complementarity to search for (word size). We compared the CPU time and sensitivity of RNAplex and GUUGle+RNAplex when searching for experimentally verified miRNA targets. Up to a word size of 7 RNAplex is faster than GUUGle+RNAplex, while the sensitivities of both programs are the same. For larger word size, GUUGle+RNAplex performs better than RNAplex however at the cost of a reduced sensitivity. As such RNAplex+GUUGle may prove to be useful for searching of gapped interactions with
complementary regions longer than 7 nts.

5.2 Results

5.2.1 miRNA targets prediction

As a first application example, target sites of mouse miR-134, an miRNA involved in regulating dendritic development and in the differentiation of mouse embryonic stem cells [119,255], were searched with RNAplex in all mouse 3'UTRs. These results were compared with the target predicted by a two steps approach where first RNAplex selects putative targets that are then further filtered with RNAup. The specificity of both methods was assessed by recording the number of sequences that had a better interaction energy than the experimentally confirmed miR-134/Limk1 hybrid [215]. For each 3'UTRs sequences the minimal free energy of interaction (MFE) was computed. All sequences that had an MFE smaller than -15 kcal/mol were stored for subsequent inspection with RNAup (7503 sequences). Instead of using the whole 3'UTR sequence into RNAup, a 200 nts regions centered around the binding sites reported by RNAplex was selected. Then each reported interactions was ranked based either on its RNAup or RNAplex interaction energy.

In case of the two steps method, where first putative targets are rapidly identified with RNAplex and further inspected with RNAup, Limk1 had a RNAup binding energy of $-19.97$ kcal/mol and was ranked among the 74 best targets (0.9%). In contrast, the same interaction was ranked 1057 when looking at the RNAplex energy (14.10%) (see Figure 5.7). Similarly using RNAhybrid instead of RNAplex would have resulted in 1445 hits. Those results are inline with the one presented in chapter 4, where it was shown that highly structured regions cannot be targeted by miRNAs.

The 73 target mRNAs scoring higher than Limk1 are likely to contain additional true targets. 8 of the 73 targets were actually contained in a recent study of [175]. For all of them miR-134 reduced the respective protein concentration by at least 45%.

5.2.2 sRNAs targets prediction
Figure 5.7: Density distribution of interaction energy as computed by RNAplex for miR-134 against all mouse 3’UTRs. The vertical line represents the energy of the experimentally confirmed miR-134/Limk1 interaction as computed by RNAplex. The black area represents the proportion of 3’UTRs having a higher energy of interaction than the experimentally predicted one. The number in parenthesis represents the percentage of the entire distribution falling below the threshold defined binding energy, as computed by RNAplex, of the experimentally verified interaction. The inset shows the density of distribution of interaction energy as computed by RNAup for miR-134 against the mouse 3’UTRs. The vertical line represents the energy of binding as computed by RNAup for the experimentally confirmed miR-134/Limk1 interaction. The number in parenthesis represents the percentage of the entire distribution falling below the threshold defined by the binding energy, as computed by RNAup, of the experimentally verified interaction.

As an application example, we consider the genome-wide prediction of sRNA targets in e.coli. As a reference set, we use the experimentally confirmed interactions published by [250]. We expect that, for a given sRNA, the number of predicted
interactions with other (false positive) targets should decrease when accessibility of the target mRNA is included. Ideally, it should reach the low levels observed for RNAup [180].

We used the following methodology: for a given sRNA and the corresponding confirmed sRNA-mRNA interactions, we looked genome-wide at how many mRNAs binds with a lower energy to the sRNA than the reported sRNA-mRNA interaction, i.e. the number of false positive. For each 4463 e.coli genes, a mRNA of length 1200 nts, including 200nts upstream and 1000nts downstream of the start codon were defined. Accessibility profiles were computed with RNAplfold, with a folding windows (option -W) of 240 nt and a maximal base-pair distance of 160 (option -L). An interaction was reported if the corresponding sRNA-mRNA interaction energy is smaller than the experimentally confirmed interaction, and if it occurs in region encompassing 80 nts, 50 nts upstream and 30 nts downstream of the start codon.

With these settings RNAplex -c was able to precisely locate 7 out of 9 interactions, with a maximal difference of 30 nts (see Table 5.5). In two cases RNAplex -c failed to predict the correct target sites. RNAhybrid maximized the length of hybridization, leading to substantially longer target sites. In 6 out of 9 cases, experimental and predicted target sites overlapped. However the size of the predicted interactions did not allow a clear localization of the proper target boundaries.

The inclusion of the accessibility profiles in the new version of RNAplex leads to a substantial improvement as can be seen from Table 5.6. All native interaction sites are among the predictions, and the detailed target site localization is improved. Most importantly, the number of predictions with better interaction energies, i.e., the false positives, is reduced to a level similar to that of RNAup.

The average number of better binding interactions for RNAhybrid was 997, ten times higher than for RNAplex -c, showing that even a constant extension penalty is better than no accessibility correction. RNAup, with an average of 17 better binding interactions performed significantly better than RNAplex -c, however at the cost of a much higher runtime. This problem was however solved with RNAplex -a which performed on par with RNAup but with a runtime similar to that of RNAplex -c.

In order to better assess the number of false positives, the same method was applied on the dinucleotide shuffled sRNAs and mRNAs. To this end, we compared the
interaction energy of the non-shuffled, experimentally confirmed interactions, to the
energy distribution of the shuffled sequences. Interestingly, in 7 out of 9 cases, the
number of false positives is smaller (see Table 5.7) in the shuffled case than in the non-
shuffled one. This can be explained by the fact that in various bacteria, the region
around the ribosomal entry site, which is also the preferred region of sRNA binding
(see Figure 3.4), is more accessible than the rest of the mRNA (see supplementary
material). This in turn implies that compared to shuffled sequences, sRNAs have a
greater chance to bind to the region around the start codon in non-shuffled mRNAs.
Depending on the ncRNAs, one can expect between $7.5 \times 10^{-7}$ false positives per
nucleotide for micC and $1.5 \times 10^{-4}$ false positives for gcvB (see Table 5.7).
It should be noted that the RhyB-sodB interactions were badly predicted by most
of the interaction tools. The main reason is that the Hfq-protein promotes this
interaction. The mechanism how this happens is currently not well understood. Hfq
could work as a chaperone and unfold sRNAs, facilitating the interactions [179].
An other explanation could be that through its RNA-binding ability, Hfq could
artificially increase the local concentration of sRNAs, leading to an increased rate of
reaction [30].

5.2.3 Multiple alignment

While RNAplex recovers all interactions, some of them like RhyB-sodB or GcvB-oppA
are ranked lowly. A comparative version of RNAplex was designed (see methods) to
reduce the number of false positives. Similar to consensus RNA folding, the quality
of the input alignments is crucial to obtain meaningful results [19].
The comparison of the performance of the single sequence with the comparative ver-
sion of RNAplex was achieved by generating multiple sequences alignments clustalw
[135] for the 8 sRNAs from Table 5.6 and with MUSCLE [59] for the 4463 e.coli mR-
NAs. The bacteria genome used were:

- Yersinia pestis
- Yersinia pestis 92
- Yersinia pseudotuberculosis IP 31758
• Sodalis glossinidus
• Salmonella enterica serovar Typhi Ty2
• Salmonella typhimurium LT2
• Salmonella enterica Paratyphi
• Shigella flexneri 2a
• Enterobacter sp. 638
• Escherichia coli K12-MG1655
• Escherichia coli O157:H7 EDL933
• Escherichia coli 536
• Escherichia coli APEC O1
• Photorhabdus luminescens TTO1
• Pectobacterium atrosepticum

In many cases MUSCLE and clustalw were not able to satisfactorily align the sequences. This was caused e.g. by misannotations of the start codon as for the ompA gene in Escherichia coli APEC 01, which was incorrectly annotated 70 nts upstream of the true start codon. In order to better handle these cases, we devised a method to produce multiple alignments of highly similar and strongly binding target sites.

Given a reference gene in eColi_K12, the corresponding sequences in the 14 remaining species are retrieved and clustered based on their sequence similarity. We let RNAplox run on each of these sequences separately and store for each genes the $n$ (in our case 3) best targets (see Figure 5.8a and 5.8b). This gives a total of $3 \cdot 15 = 45$ high scoring sequences.

Once all high-scoring target-sequences are found, we need to know which set of 15 sequences represents the set of most conserved, best pairing target sequences. To
this aim we developed a dynamic programming approach which minimizes a scoring function based on sequence conservation and hybridization energy. Let us set the number $m$ of sequences in the alignment to 15 and for each target sequences the number of best targets $n$ to 3. Further let us define by $\sigma_{i,j}$ the $j^{th}$ best target sequences in the $i^{th}$ species ($1 \leq j \leq 3$, $1 \leq i \leq 15$). Further let us define the interaction energy between the $i^{th}$ sRNA sequence and the $j^{th}$ best sequence in the $i^{th}$ species, $\sigma_{i,j}$, as $\Delta \Delta G_{i,j}$. Next we define with $P(\sigma_{i,j};\sigma_{i-1,k})$ the sequence identity between $\sigma_{i,j}$ and $\sigma_{i-1,k}$. The sequence identity is computed with the myers bit-vector algorithm [184]. Next we define $\Gamma_{i,j}$ as the best set of target sequences from species 1 till species $i$ and containing the target sequence $\sigma_{i,j}$. We define the recursion relation as:

$$\Gamma_{i,j} = \min_{1 \leq k \leq n} \Gamma_{i-1,k} + P(\sigma_{i,j};\sigma_{i-1,k}) \cdot \Delta \Delta G_{i,j} \quad (5.32)$$

(see Figure 5.8c). In our approach $\Gamma_{1,j}$ is set to $\Delta \Delta G_{1,j}$. The score of the best set of target sequences is defined as $\Gamma_{\text{min}}$ is equal to $\min_{1 \leq i \leq n} \min_{1 \leq j \leq m} \Gamma_{i,j}$. Starting the backtracking procedure from the target sequences $\sigma_{i,j}$ for which $\Gamma_{i,j} = \Gamma_{\text{min}}$, we can retrieve the ensemble of sequences that shows high binding affinity to the sRNAs sequences and that are well conserved (see Figure 5.8d and e).

Because highly conserved interactions are more credible than non-conserved interactions, ranking of interactions based on multiple sequences alignments should not only take the interaction energy into account, but also the number of organisms (in which a predicted interactions is detectable). This can be achieved by using Z-scores as alternative ranking criterion. The Z-scores can be computed for all interactions having the same number of sequences in the alignments. This is important as highly conserved interactions tend to have a higher consensus interaction energy than interactions that are conserved in only few organisms (see Figure 5.9).

In this way, extremely stable interactions can be compared without having to worry about the number of sequences in the alignments. The main drawback of this method is that highly conserved interactions with more than 10 sequences are rare, making the Z-score analysis unreliable. This is the case for example for the micA-ompA pair, which has the highest interaction energy among the interactions involving 14 species. In this case the rank of MicA drops from 2 for the single sequence approach
5.2 RESULTS

Figure 5.8: Procedure used to select high-binding, highly similar target binding site in multiple sequence alignments. 

a) Sequences are sorted based on their sequence similarities with clustalw.

b) RNAplex is ran on each sequences in order to select the n-best hits for each sequences. In this study n = 3 was used.

c) A recursive approach based on the sequence similarities and the strength of interaction of target sites is used to find the best set of target sites among the m-species.

d) Starting from the target site with the minimum score, the best set of target sites is retrieved through backtracking.

e) The set of target sites is realigned. It is used to compute the multiple-alignment interaction between the sRNAs and the selected target sites. Accessibility information are retrieved thanks to the coordinates found in the multiple alignments, e.g. 253-270 for gene ColiAPE_APEC01_62 and 181-198 for eColi_K12_b0957.

Table 5.6 shows that the rank based on the interaction energy or the Z-score is to 11 for the alignment approach.
### 5.2.3 Multiple alignment

Figure 5.9: Boxplots showing the interaction energy distribution as a function of the number of sequences in the alignments for sRNA *GcvB*. Well conserved interactions have in average a higher interaction energy than interactions involving less sequences.

Similar to that of the single sequence energy ranking. However, when considering only interactions having a greater or equal number of sequences and a higher Z-score, the number of interactions that score better than the native one decreases significantly, with the greatest reduction being seen for *ryhB*.

Similar to the single sequence case, the use of accessibility information in the case of multiple sequences alignments allows to improve the rank of the known interactions. This can be seen in the last column of Table 5.6.
5.3 Conclusion

This chapter introduced RNAplex, a RNA-RNA interaction method derived from RNAduplex. In contrast to RNAduplex, RNAplex can consider accessibilities to predict RNA-RNA interactions. Even though the approximation used in RNAplex can lead to large errors in the computation of strongly asymmetric loop, large bulges as well as accessibilities, all interactions contained in our test samples (see Table 5.5, Table 5.3 and Table 5.6) were predicted by RNAplex with a precision similar to that of RNAup. The ability of RNAplex to perform comparative target search allows to discard poorly conserved interaction and to lend further credibility to interactions showing compensatory mutations. Based on a dataset of experimentally confirmed interactions, we

It should be noted that some false positives turned out to be real interactions: For example, *iscS* and *acnB* score better than *sodB* as targets for *ryhB* and are true targets [42, 164].

Similar trends can be seen if the Z-score threshold is set to 0 and the number of sequences in the multiple alignment remains unchanged. If we look at the gene ontology of these targets in the case of *ryhB* (43 targets), we see that 35 are involved in catalytic activities (*p* = 0.006), 9 are involved in iron-sulfur cluster binding (*p* = 0.007), 39 are involved in binding (*p* = 0.01). *ryhB* targets are also significantly overrepresented in the CO₂ fixation (*p* = 0.0001) as well as citrate cycle cellular pathways (*p* = 0.0002), in line with the gene ontology analysis.

For *micA* (18 targets), 3 targets are located in the outer membrane (*p* = 0.005), 2 in the pore complex (*p* = 0.027), and 6 are located in the plasma membrane (*p* = 0.044). Similarly for *gcvB*-sRNA *ilvJ*, *dppA*, and *cycA* [200, 227, 250] are in the list of the interactions scoring better than the *gcvB*-oppA interaction listed in the benchmark set.

A further interesting example are targets of *gcvB* (86 targets), for which 8 targets are implicated in cellular respiration (*p* = 0.0008), in line with recently published results [34]. *micF* is significantly involved in the valine, leucine and isoleucine biosynthesis pathways (*p* = 0.003), in line with results from [65], where *micF* was shown to be regulated by the leucine repression protein (lcp).
show that RNAplex in its present form is an useful tool to predict new sRNA targets. We further show that suboptimal predictions from RNAplex may actually be real targets. Application of the comparative version of RNAplex on larger genomes and other ncRNAs, e.g. miRNAs, is straightforward.
Table 5.5: Binding site summary for the 9 functional interactions from [250]. The number in parenthesis represents the quantity of predicted interactions involving the same ncRNA, overlapping with a 401 nts region centered around the start codon and having a higher interaction energy than the functional hybrid. Positions in red indicate target sites that were misspredicted by the respective tool. For RNAplex -c a per nucleotide penalty of 0.3 kcal/mol was used.

<table>
<thead>
<tr>
<th>ncRNA</th>
<th>Position</th>
<th>RNAhybrid</th>
<th>RNAhybrid</th>
<th>RNAhybrid</th>
<th>RNAhybrid</th>
<th>RNAhybrid</th>
<th>RNAhybrid</th>
</tr>
</thead>
<tbody>
<tr>
<td>DsrA</td>
<td>-49.0(1296)</td>
<td>-170</td>
<td>-61</td>
<td>-21.90(128)</td>
<td>+1,+20</td>
<td>-10.90(17)</td>
<td>-10,+11</td>
</tr>
<tr>
<td>hns</td>
<td>-10.50(60)</td>
<td>-18,+4</td>
<td>8.57(100)</td>
<td>7,+5</td>
<td>4,+5</td>
<td>7,+5</td>
<td></td>
</tr>
<tr>
<td>MicA</td>
<td>-54.2(58)</td>
<td>-87,+30</td>
<td>-23.90(67)</td>
<td>-22,-5</td>
<td>-13.46(0)</td>
<td>-21,-6</td>
<td></td>
</tr>
<tr>
<td>MicC</td>
<td>-71.1(120)</td>
<td>-86,+36</td>
<td>-22.00(97)</td>
<td>-31,-14</td>
<td>-15.85(1)</td>
<td>-30,-15</td>
<td></td>
</tr>
<tr>
<td>MicF</td>
<td>-47.5(1010)</td>
<td>-150</td>
<td>-61</td>
<td>-26.80(34)</td>
<td>-27,+10</td>
<td>-17.00(3)</td>
<td>-11,+9</td>
</tr>
<tr>
<td>Spot42</td>
<td>-79.4(28)</td>
<td>-112,+40</td>
<td>-29.30(38)</td>
<td>+4,+37</td>
<td>-18.92(0)</td>
<td>-18,+30</td>
<td></td>
</tr>
<tr>
<td>SgrS</td>
<td>-139.0(1938)</td>
<td>-68,+200</td>
<td>23.30(170)</td>
<td>+150</td>
<td>-17.17(1)</td>
<td>-28,-8</td>
<td></td>
</tr>
<tr>
<td>GcvB</td>
<td>-125.2(1436)</td>
<td>-154,+110</td>
<td>-29.40(80)</td>
<td>-31,-6</td>
<td>-16.90(16)</td>
<td>-30,-7</td>
<td></td>
</tr>
<tr>
<td>GcvB</td>
<td>-122.8(1837)</td>
<td>-156,+189</td>
<td>-25.10(263)</td>
<td>-3,45</td>
<td>-11.94(58)</td>
<td>-2,14</td>
<td></td>
</tr>
<tr>
<td>GcvB</td>
<td>-122.8(1837)</td>
<td>-156,+189</td>
<td>-25.10(263)</td>
<td>-3,45</td>
<td>-11.94(58)</td>
<td>-2,14</td>
<td></td>
</tr>
<tr>
<td>GcvB</td>
<td>-122.8(1837)</td>
<td>-156,+189</td>
<td>-25.10(263)</td>
<td>-3,45</td>
<td>-11.94(58)</td>
<td>-2,14</td>
<td></td>
</tr>
<tr>
<td>sRNA</td>
<td>mRNA</td>
<td>Pos.lit.</td>
<td>PosRNAplex</td>
<td>$\Delta G$ RNAup</td>
<td>$\Delta G$ RNAplex</td>
<td>$\Delta G$ RNAplex -A</td>
<td>$\Delta G$</td>
</tr>
<tr>
<td>-------</td>
<td>-------</td>
<td>----------</td>
<td>------------</td>
<td>-----------------</td>
<td>------------------</td>
<td>---------------------</td>
<td>----------</td>
</tr>
<tr>
<td>RyhB</td>
<td>sodB</td>
<td>-7, +5</td>
<td>-4, +5</td>
<td>-10.50(60)</td>
<td>-11.08(50/87)</td>
<td>-9.31(12)</td>
<td>65</td>
</tr>
<tr>
<td>DsrA</td>
<td>hns</td>
<td>+6, +21</td>
<td>+7, +19</td>
<td>-10.90(17)</td>
<td>-12.74(2/128)</td>
<td>-11.25(10)</td>
<td>1</td>
</tr>
<tr>
<td>MicA</td>
<td>ompA</td>
<td>-21, -6</td>
<td>-21, -6</td>
<td>-13.46(0)</td>
<td>-14.35(1/67)</td>
<td>-14.04(14)</td>
<td>0</td>
</tr>
<tr>
<td>MicC</td>
<td>ompC</td>
<td>-30, -15</td>
<td>-30, -15</td>
<td>-15.85(1)</td>
<td>-16.24(2/97)</td>
<td>-17.50(9)</td>
<td>0</td>
</tr>
<tr>
<td>MicF</td>
<td>ompF</td>
<td>-8, +10</td>
<td>-16, +10</td>
<td>-17.00(3)</td>
<td>-13.65(8/34)</td>
<td>-18.28(6)</td>
<td>0</td>
</tr>
<tr>
<td>Spot42</td>
<td>galK</td>
<td>-19, +14</td>
<td>-19, +21</td>
<td>-18.92(0)</td>
<td>-13.02(25/38)</td>
<td>-7.31(9)</td>
<td>25</td>
</tr>
<tr>
<td>SgrS</td>
<td>ptsG</td>
<td>-28, -8</td>
<td>-28, +4</td>
<td>-17.17(1)</td>
<td>-17.53(0/170)</td>
<td>-11.17(10)</td>
<td>5</td>
</tr>
<tr>
<td>GcvB</td>
<td>dppA</td>
<td>-31, -10</td>
<td>-31, -14</td>
<td>-16.90(16)</td>
<td>-17.11(8/80)</td>
<td>-13.15(9)</td>
<td>14</td>
</tr>
<tr>
<td>GcvB</td>
<td>oppA</td>
<td>-4, 21</td>
<td>-8, 16</td>
<td>-11.64(58)</td>
<td>-12.00(36/263)</td>
<td>-14.43(5)</td>
<td>27</td>
</tr>
</tbody>
</table>

Table 5.6: Summary of the predicted binding sites for the 9 functional interactions reported by [250]. The first and second columns show the name of interaction partners. Column 3 and 4 give the predicted and experimentally reported binding regions, respectively. Column 5 and 6 report the binding $\Delta G$ computed by RNAup and RNAplex, respectively. The numbers in parenthesis in the sixth column represent the number of interactions, located within a window of 80 nts centered around the start codon, with a lower interaction energy than the experimentally reported interaction for the predictions made by RNAplex with and without considering the opening energy, respectively. Column 7 gives the interaction energy for the multiple sequences interactions. The numbers in parenthesis in column 7 represent the number of sequences in the final alignments. Column 8 shows the rank of the interaction when looking only at the interaction energy. Column 9 shows the rank of the interactions based on the Z-score corrected for the number of sequences in the alignment. Finally column 10 shows the rank of the interaction based on the Z-score, given that only interactions with a greater or equal number of sequences in the alignment are taken into account. The number in parenthesis in the last column represent the number of better scoring elements in the case of alignment when no accessibility information are taken into account.
Table 5.7: Summary of the number of false positives under different conditions. In the third column, for each confirmed interaction, the number of better scoring interactions involving the corresponding dinucleotide shuffled sRNA and any dinucleotide shuffled *e.coli* mRNAs is reported. It should be noted that the interaction should take place in the region located 50 nts upstream and 30 nts downstream of the start codon. In the last column, the number of expected hits per nucleotide is reported. In this case there is no location restriction.

<table>
<thead>
<tr>
<th>sRNA</th>
<th>mRNA</th>
<th>Rank RNAplex</th>
<th>False positive rate 1/nt</th>
</tr>
</thead>
<tbody>
<tr>
<td>RyhB</td>
<td>sodB</td>
<td>20</td>
<td>1.6e^{-4}</td>
</tr>
<tr>
<td>DsrA</td>
<td>hns</td>
<td>9</td>
<td>7.2e^{-5}</td>
</tr>
<tr>
<td>MicA</td>
<td>ompA</td>
<td>0</td>
<td>3.7e^{-6}</td>
</tr>
<tr>
<td>MicC</td>
<td>ompC</td>
<td>0</td>
<td>7.5e^{-7}</td>
</tr>
<tr>
<td>MicF</td>
<td>ompF</td>
<td>17</td>
<td>8.7e^{-4}</td>
</tr>
<tr>
<td>Spot42</td>
<td>galK</td>
<td>0</td>
<td>7.3e^{-6}</td>
</tr>
<tr>
<td>SgrS</td>
<td>ptsG</td>
<td>1</td>
<td>3.9e^{-6}</td>
</tr>
<tr>
<td>GcvB</td>
<td>dppA</td>
<td>21</td>
<td>1.4e^{-4}</td>
</tr>
<tr>
<td>GcvB</td>
<td>oppA</td>
<td>1</td>
<td>4.1e^{-6}</td>
</tr>
</tbody>
</table>
Box H/ACA snoRNA facilitates the conversion of Uracil to pseudouracil (Ψ) in a specific sequence context [10]. The specificity for a particular target site is the consequence of the hybridization of snoRNA and target RNA, in most cases a ribosomal RNA. The target U is positioned by two specific interactions of the flanking target RNA sequence with the complementary sequence of the recognition loop of the snoRNA [185](see figure 6.1). The “correct” secondary structures of snoRNAs are typically hard to predict. Thus, the exact structure of the interior loop, and hence the sequence motifs complementary to the binding site, are unknown.

The prediction of putative snoRNA target sites is an integral part of two programs (snoGPS [213] and Fisher [71]) that attempt to detect H/ACA snoRNAs in genomic DNA. Both programs search for sequence complementarities between a list of possible target sites and the binding region of the snoRNA candidate. In these models, mismatches between the target and the snoRNA are not allowed. Furthermore, neither program provides information on the energetics of the interaction or the stability of the stems, two factors that were recently shown to be important for correctly predicting snoRNA-target interactions [268].

The idea of Thermodynamic Matchers [109] is employed in this chapter to determine the energetically optimal structure of an H/ACA snoRNA that is bound to a given putative target sequence. The implementation of Thermodynamic Matchers [203] is not directly applicable, however, since the snoRNA-target interaction corresponds to a complex pseudoknot that is beyond the scope of existing RNA folding software.

We present here a dynamic programming algorithm, RNAsnoop, that specifically cap-
tures the structure of the snoRNA-target interaction and is optimized for scanning speed. The thermodynamic considerations are combined with a Machine Learning component to increase the specificity of target predictions, which can be improved even further by including comparative information.

6.1 Methods

6.1.1 Single-Sequence RNAsnoop

RNAsnoop implements a specialized co-folding algorithm that takes into account that stringent structural constraints must be satisfied for a functional interaction of a box H/ACA snoRNA stem-loop and its target. As input, RNAsnoop takes one of the typical two stem-loop components of a known or predicted H/ACA snoRNA. The closing stem, $T$ is assumed to be known from the a priori prediction of the snoRNA structure. The part of the snoRNA sequence enclosed by $T$ is allowed to interact with the target structure. Figure 6.1 outlines the general principle.

The interaction structure can be decomposed into the unbranched stem-loop “above” the pseudouridylation site, and the left and right “arms” of the binding site itself. The total energy of these components will be optimized by dynamic programming. In addition, the snoRNA-target interaction is influenced by the short closing stem of the interaction loop.

The upper stem-loop structure of the snoRNA (with sequence $y$) is simply modeled as an unbranched fold. The energies of its optimal substructures satisfy the recursion

$$M_{p,q} = \min \left\{ H(y[p,q]) \right\}$$

$$\min_{k,l} M_{p-k,q+l} + I(y[p-k,p],y[q,q+l])$$

where $H(y[p,q])$ denotes the energy parameters $[150, 167]$ for a hairpin loop formed by the sub-sequence $y[p,q] = y_p y_{p+1} \ldots y_q$ including the closing pair $(y_p, y_q)$. Analogously, $I(y[u,p],y[q,v])$ is the energy of an interior loop composed of the sequences $y[u,p]$ and $y[q,v]$, again including the delimiting base pairs $(y_p, y_q)$ and $(y_u, y_v)$.

Inspection of known snoRNA-rRNA interactions revealed that the interaction region can contain only single and tandem mismatches but no bulges. Therefore we allow
Figure 6.1: Box H/ACA snoRNAs typically interact with both stem-loop structures with regions of a target RNA flanking the Uracil residue that is to be pseudouridylated. Computation of the interaction structure is performed separately for the two stems-loop components of a H/ACA snoRNA. The closing stem $T$ at the root of each branch is assumed to be given from the structure prediction. The region inside of $T$ is decomposed into the upper stem-loop structure with an energy contribution $M$, l.h.s. and r.h.s. interaction structures with their energy contribution $L$ and $R$, respectively. Since RNASnoop scans the target RNA in $5' - 3'$ direction, the snoRNA is read in $3' - 5'$ direction.
only stacked base pairs and symmetrical loops of length 2 and 4. Thus the left part satisfies the recursion

\[ L_{i,j} = \min_{k=1,2,3} L_{i-k,j+k} + \mathcal{I}(x[i-k,i], y[j,j+k]) \]  

(6.2)

The index \( i \) runs along the target RNA \( x \), while \( j \) refers to the position on the snoRNA \( y \). To ensure that all interactions start inside the recursion matrix we set \( L_{i,j} = 0 \).

The r.h.s. array \( R \) contains the optimal folding energies of the interaction structure up to positions \( i \) on the target and \( j \) on the snoRNA consisting of the l.h.s. binding region \( L \), the snoRNA stem-loop \( M \), and the partial r.h.s. binding region \( R_{i,j} \). It thus extends a r.h.s. binding region or refers to its first base pair. In the latter case, nucleotide \( x_{i-2} \) is the uracil that is pseudouridylated. The corresponding recursion reads

\[ R_{i,j} = \min \left\{ \begin{array}{l}
\min_{k,l \leq 2} R_{i-k,j+l} + \mathcal{I}(x[i-k,i], y[j,j+l]) \\
\min_{l \in [3,|y|-j]} L_{i-3,j+l+1} + M_{j+1,j+l+1} \\
\text{if } x[i-2] = 'U' \end{array} \right. \]  

(6.3)

For each \( i \), the best binding energy at target position \( i \) is \( \max_j R_{i,j} \).

Space and time requirements for the \( M \)-matrix are limited by the size \( |y| \) of the snoRNA stem-loop structure, which is a user specified constant, typically 120 nts. Formally, the space and time complexity is \( \mathcal{O}(|y|^2) \) and \( \mathcal{O}(|y|^4) \), respectively. Similarly to \textsc{RNAplex} (see chapter 5), our implementation, the space requirements for the \( L \) and \( R \) arrays are limited to \( 5 \times |y| \) independent of the target \( |x| \) of the target RNA.

This is possible because the length of interior loops in the recursions is restricted to not more than 4 and the transition from \( L \) to \( R \) recursion only looks back to \( i - 4 \). The time complexity for \( L \) is \( \mathcal{O}(|x| \cdot |y|) \), while for \( R \) we need \( \mathcal{O}(|x| \cdot |y|^2) \) operations. The total run time is thus \( \mathcal{O}(|x| |y|^2 + |y|^4) \), i.e., we have a linear “scanning algorithm” for long target RNAs.

Due to the difference in accessibility between sites with pseudouridine and uridine residues in both human and yeast (see figure 6.2), we extended \textsc{RNAsnoop} so that accessibility information are considered in the folding step. Accessibility profiles as computed by \textsc{RNAup} or \textsc{RNAplfold} describe the energy necessary to open the
Figure 6.2: Boxplots showing the accessibility distribution for all known uridines in human (top) and yeast (bottom) 28S and 18S rRNAs. The target accessibility was computed by using RNAup on the whole length sequences of 28S and 18S rRNAs. The target size was varied between 3 and 19 nts in steps of 2 nts and was centered around the (pseudo)uridine site.
secondary structure on an interval of the target sequence. The full implementation of RNA-RNA interactions is too expensive in terms of computational resources for a target search program. We therefore borrow the approach from RNAplex (see chapter 5), which uses an affine approximation to speed up the computation of RNA-RNA interaction energies. We further use pre-computed accessibility profiles in a way similar to that of RNAplex in order to improve the prediction accuracy.

6.1.2 Machine-Learning Component

[268] showed that the interaction energy is necessary but not sufficient to distinguish functional from non-functional snoRNA-rRNA interactions. Stability of the stems enclosing the pseudouridylation pocket as well as structural features relative to the stems and the interaction regions are equally relevant. In order to take those parameters into account, a machine-learning method (SVM) was used to analyze the output of RNAsnoop. Two models were developed depending on whether or not RNAsnoop considers the target site accessibility. The SVM was trained on verified interactions from yeast [213] and human [268], respectively. Because the training data set did not contain experimentally confirmed non-functional interactions we augmented it by adding artificial ones. For each snoRNA-stem involved in a verified interaction, RNAsnoop was run against yeast 28S and 18S sequences. All hits that had an interaction energy smaller than the one of the experimentally validated interaction and that do not target a known pseudouridylation site were considered non-functional. The final training data set contained 43 positive and 103 negative interactions.

For both models we derived a set of 29 features to pass to the SVM, and then selected a subset following the approach described by [36]. Features that were ultimately selected are described in some details in figure 6.3. We used different feature set depending on whether accessibility is taken into account or not.

For the case where the target accessibility was neglected, only five features are used, four of which describe the geometry of the interaction itself (t_i_gap, U_gap, i_t_gap, and gap_right) and the length of the intervening stem stem_length.

For the model with accessibility, 11 features are used. In addition to features describing the geometry of the interaction (t_i_gap, U_gap, i_b_gap, i_t_gap, gap_right) and of the upper stem (stem_length, stem_asymmetry), four energy-related values
Figure 6.3: Features considered in the SVM model. Structural (black bold lines) and energy features (shaded regions). TE: lower stem energy, LE: 5’ interaction energy, DE: upper stem energy, RE: 3’ interaction energy. For each nucleotide in the target, its local opening energy is represented by a gray circle, where light gray represents low local opening energy and dark gray high local opening energy. The target total opening energy (OE) is the sum of all local opening energies, YE: \( YE = LE + RE + TE + DE \),XE: \( XE = LE + RE + DE \), dYE: \( dYE = YE + OE \), t_i_gap: number of nucleotides between the 5’end of the upper stem and the 3’end of the 5’interaction on the snoRNA, u_gap: number of nucleotides between the 3’end of the 5’ interaction and the 5’end of the 3’interaction on the mRNA, i_b_gap: number of nucleotides between the end of the lower stem and the 3’end of the 5’interaction on the snoRNA, i_t_gap: number of nucleotides between the 5’end of the 5’interaction and the 5’end of the snoRNA stem, stem_length: length of the upper stem, stem_asymmetry: difference in the number of nucleotides located in loops between the 5’end and the 3’end of the upper stem, gap_right: number of gaps in the 3’interaction on the mRNA.
YE, DE, XE, and dYE were selected. (see figure. 6.3).

6.1.3 Performance

The prediction accuracy of RNAsnoop, snoGPS and fisher was assessed on the human [268] and yeast [213] datasets of experimentally confirmed/rejected snoRNA-rRNA interactions. For a given snoRNA involved in a confirmed interaction, we determined how many target sites were predicted to bind with a better score/energy than the experimentally reported one. Table 6.1 summarizes these rank values for the confirmed interactions in yeast. We clearly see that fisher is less sensitive, detecting only 16 of the 44 interactions in yeast. Still, these 16 interactions were all ranked first, indicating that fisher has a high specificity. In comparison, RNAsnoop and snoGPS detect 43 and 41 of the 44 verified interactions in yeast, and 11 and 10, resp., in human. We remark that RNAsnoop did not identify the interaction of snR82 with LSU-U2349, because RNAsnoop predicts the adjacent position LSU-U2351 as preferred target. On average, RNAsnoop ranks the confirmed interactions higher in the list than snoGPS. This trend is also seen in the ROC curve in figure 6.4, where RNAsnoop shows a higher prediction accuracy than snoGPS.

In human, RNAsnoop performs better than snoGPS. In particular, the SVM version successfully rejects the four non-functional snoRNA-rRNA interactions and successfully ranks 11 out of the 12 confirmed interactions first (see Table 6.2). Still, one of the confirmed interaction was rejected by the SVM.

The run time of RNAsnoop was compared to that of snoGPS and RNAhybrid. fisher was modified to turn it into a target finder; the resulting run time, however, was so high that we decided to not evaluate it further. RNAhybrid uses a dynamic programming algorithm to find putative miRNA-targets and has a run time of $O(|x| \cdot |y|)$. Because the run time of RNAsnoop is linear in the target size but quadratic in the snoRNA size, we varied the length of both sequences. Due to the important variance of H/ACA snoRNA stems length [11, 245], we incremented the snoRNA stem size in steps of 30 nucleotides from 60 up to 420 nucleotides, keeping the target RNA length fixed to 5000 nucleotides. Converstly, the target length was varied between 1000 and 256000 nucleotides with a snoRNA stem length set to 200. We set the threshold for each program so that they returned at most one hit. Independently of the snoRNA...
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>snR11</td>
<td>25S</td>
<td>2416</td>
<td>3</td>
<td>—</td>
<td>12</td>
<td>14</td>
<td>snR10</td>
<td>25S</td>
<td>2923</td>
<td>2</td>
<td>1</td>
<td>28</td>
<td>26</td>
</tr>
<tr>
<td>snR161</td>
<td>18S</td>
<td>632</td>
<td>6</td>
<td>1</td>
<td>8</td>
<td>5</td>
<td>snR46</td>
<td>25S</td>
<td>2865</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>snR161</td>
<td>18S</td>
<td>766</td>
<td>1</td>
<td>—</td>
<td>11</td>
<td>2</td>
<td>snR49</td>
<td>18S</td>
<td>120</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>snR189</td>
<td>18S</td>
<td>466</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>snR49</td>
<td>18S</td>
<td>211</td>
<td>2</td>
<td>—</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>snR189</td>
<td>25S</td>
<td>2735</td>
<td>1</td>
<td>—</td>
<td>1</td>
<td>1</td>
<td>snR49</td>
<td>18S</td>
<td>302</td>
<td>1</td>
<td>—</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>snR191</td>
<td>25S</td>
<td>2258</td>
<td>1</td>
<td>—</td>
<td>5</td>
<td>2</td>
<td>snR49</td>
<td>25S</td>
<td>990</td>
<td>4</td>
<td>—</td>
<td>—</td>
<td>1</td>
</tr>
<tr>
<td>snR191</td>
<td>25S</td>
<td>2260</td>
<td>99</td>
<td>—</td>
<td>8</td>
<td>1</td>
<td>snR5</td>
<td>25S</td>
<td>1004</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>snR3</td>
<td>25S</td>
<td>2129</td>
<td>4</td>
<td>—</td>
<td>1</td>
<td>1</td>
<td>snR5</td>
<td>25S</td>
<td>1124</td>
<td>1</td>
<td>—</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>snR3</td>
<td>25S</td>
<td>2133</td>
<td>1</td>
<td>—</td>
<td>1</td>
<td>1</td>
<td>snR8</td>
<td>25S</td>
<td>960</td>
<td>68</td>
<td>—</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>snR3</td>
<td>25S</td>
<td>2264</td>
<td>2</td>
<td>—</td>
<td>3</td>
<td>1</td>
<td>snR8</td>
<td>25S</td>
<td>986</td>
<td>55</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>snR31</td>
<td>18S</td>
<td>999</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>snR80</td>
<td>18S</td>
<td>759</td>
<td>—</td>
<td>—</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>snR32</td>
<td>25S</td>
<td>2191</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>snR80</td>
<td>25S</td>
<td>776</td>
<td>—</td>
<td>—</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>snR33</td>
<td>25S</td>
<td>1042</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>snR81</td>
<td>25S</td>
<td>1052</td>
<td>57</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>snR34</td>
<td>25S</td>
<td>2826</td>
<td>2</td>
<td>—</td>
<td>1</td>
<td>1</td>
<td>snR82</td>
<td>25S</td>
<td>2349</td>
<td>1</td>
<td>1</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>snR34</td>
<td>25S</td>
<td>2880</td>
<td>1</td>
<td>—</td>
<td>1</td>
<td>1</td>
<td>snR82</td>
<td>25S</td>
<td>2351</td>
<td>1</td>
<td>—</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>snR35</td>
<td>18S</td>
<td>1191</td>
<td>1</td>
<td>—</td>
<td>1</td>
<td>1</td>
<td>snR82</td>
<td>25S</td>
<td>1110</td>
<td>—</td>
<td>—</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>snR36</td>
<td>18S</td>
<td>1187</td>
<td>12</td>
<td>1</td>
<td>7</td>
<td>2</td>
<td>snR83</td>
<td>18S</td>
<td>1290</td>
<td>1</td>
<td>—</td>
<td>58</td>
<td>7</td>
</tr>
<tr>
<td>snR37</td>
<td>25S</td>
<td>2944</td>
<td>1</td>
<td>—</td>
<td>2</td>
<td>2</td>
<td>snR83</td>
<td>18S</td>
<td>1415</td>
<td>4</td>
<td>—</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>snR42</td>
<td>25S</td>
<td>2975</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>snR84</td>
<td>25S</td>
<td>2266</td>
<td>1</td>
<td>—</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>snR43</td>
<td>25S</td>
<td>966</td>
<td>1</td>
<td>—</td>
<td>1</td>
<td>1</td>
<td>snR85</td>
<td>18S</td>
<td>1181</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>snR44</td>
<td>18S</td>
<td>106</td>
<td>1</td>
<td>—</td>
<td>2</td>
<td>2</td>
<td>snR86</td>
<td>25S</td>
<td>2314</td>
<td>13</td>
<td>—</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>snR44</td>
<td>25S</td>
<td>1056</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>snR9</td>
<td>25S</td>
<td>2340</td>
<td>33</td>
<td>—</td>
<td>18</td>
<td>19</td>
</tr>
</tbody>
</table>

Table 6.1: Prediction comparison of RNAsnoop (abbreviated RNAsn.), snoGPS and fisher for the known snoRNA-rRNA interactions in yeast. RNAsn. A stands for the accessibility version of RNAsnoop.
### Table 6.2: Prediction performance in human for snoGPS, RNA snoop (RNAsn.), RNA snoop with accessibility (RNAsn. A) and the SVM in human. The numbers represent the rank of the interaction for the corresponding snoRNA stem. In column Type, +, - represent experimentally confirmed or rejected interactions, respectively. When using the human interactions for testing, we trained the SVM exclusively on the yeast dataset.

<table>
<thead>
<tr>
<th>snoRNA</th>
<th>Target</th>
<th>Position</th>
<th>Type</th>
<th>snoGPS</th>
<th>RNAsn.</th>
<th>RNAsn. A</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACA19_1</td>
<td>28S</td>
<td>3709</td>
<td>+</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ACA19_2</td>
<td>28S</td>
<td>3618</td>
<td>+</td>
<td>25</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ACA19_1</td>
<td>18S</td>
<td>863</td>
<td>-</td>
<td>10</td>
<td>1</td>
<td>4</td>
<td>—</td>
</tr>
<tr>
<td>ACA19_1</td>
<td>18S</td>
<td>866</td>
<td>-</td>
<td>10</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>ACA24_1</td>
<td>18S</td>
<td>863</td>
<td>+</td>
<td>—</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ACA24_2</td>
<td>18S</td>
<td>612</td>
<td>-</td>
<td>86</td>
<td>3</td>
<td>6</td>
<td>—</td>
</tr>
<tr>
<td>ACA28_1</td>
<td>18S</td>
<td>815</td>
<td>+</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ACA28_2</td>
<td>18S</td>
<td>866</td>
<td>+</td>
<td>—</td>
<td>2</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>ACA42_1</td>
<td>18S</td>
<td>572</td>
<td>-</td>
<td>3</td>
<td>4</td>
<td>19</td>
<td>—</td>
</tr>
<tr>
<td>ACA42_2</td>
<td>18S</td>
<td>109</td>
<td>+</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ACA50_1</td>
<td>18S</td>
<td>34</td>
<td>+</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>—</td>
</tr>
<tr>
<td>ACA50_2</td>
<td>18S</td>
<td>105</td>
<td>+</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ACA62_1</td>
<td>18S</td>
<td>34</td>
<td>+</td>
<td>3</td>
<td>24</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ACA62_2</td>
<td>18S</td>
<td>105</td>
<td>+</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ACA67_1</td>
<td>18S</td>
<td>572</td>
<td>+</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ACA67_2</td>
<td>18S</td>
<td>109</td>
<td>+</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
Figure 6.4: ROC curve for **RNAsnoop** and **snoGPS** on the yeast data set [213]. **RNAsnoop** was used without the SVM functionality.
or target sequence size, snoGPS and RNAsnoop have a similar run time. They are around 15 times faster than RNAhybrid (see figure 6.5 and 6.6).
Figure 6.5: Time dependency of RNAsnoop on the target size (top) and snoRNA size (bottom). The target size was varied between 500 and 25000 nts while the snoRNA sizes were varied between 20 and 500 nts. The runtime of RNAsnoop grows linearly with the target size and grows more rapidly than linear with the snoRNA size.
Figure 6.6: Ratio of the time dependency of RNAsnoop against RNAhybrid and snoGPS. (left) Dependence of the ratio on the target size. (right) Dependence of the ratio on the snoRNA size. All three programs were run so that only the best interaction was returned. Under these conditions RNAsnoop has a runtime similar to that of snoGPS (red curve), while RNAhybrid is about 15 times slower than RNAsnoop (black curve). Due to the higher than linear runtime dependency this difference becomes smaller for larger snoRNA (right, black curve).
6.1.4 A Comparative Version

The use of alignments in the target search can further help to find real snoRNA-RNA interactions. On one hand, the absence of conserved target-site in closely related species may indicate that the proposed interaction does not occur in nature. The presence of compensatory mutations between the snoRNA binding bucket and the target site, on the other hand, can lend further credibility to single-sequence target predictions [35].

The alignment extension of RNAsnoop is based on the same approach used in RNAalifold [19, 99], where a thermodynamic energy minimization folding algorithm is coupled with a simple scoring model to assess evolutionary conservation. As in the single sequence algorithm, the upper-stem is modelled as an unbranched fold by a slightly modified RNAalifold algorithm. The interaction part uses the same approach as RNAalifold, with the sole difference that only interior loops are allowed between the snoRNA and its target.

6.1.5 SNOOPY

For an efficient analysis of data we provide and recommend the perl script SNOOPY. It uses both the SVM as well as the homology information to predict putative target-interactions. SNOOPY takes as input a snoRNA alignment and a target alignment. In a first step SNOOPY uses mLocARNA to obtain sequence/structure alignments of the snoRNAs [266]. If the sum of scores of mLocARNA pairwise alignments for a sequence is lower than < 2500, then the sequence is discarded. Duplicates and sequences belonging to species that are present in only one of the two alignments are also removed. SNOOPY pre-selects possible targets in a user defined reference organism by means of the single-sequence version of RNAsnoop and one of the two SVM-models. For each reported targets, SNOOPY extracts the corresponding slice from the alignments and then realigns the corresponding subsequences with Clustalw [242]. Target sequences for which the pairwise-alignment score is below a threshold, or which do not exhibit a U residue at the previously predicted site, are removed together with the snoRNA sequences from the same organisms. Whenever the number of retained sequences is above a user-defined threshold, the alignment version of RNAsnoop is applied. Fi-
nally SNOOPY reports for each snoRNA alignment a user-specified number of putative interactions. These interactions can be ranked either by their SVM-score or by the single sequence interaction energy for the reference organism.

6.2 Results

In order to test the usability of RNAsnoop we consider the problems of finding snoRNAs associated with “orphan” pseudouridylation sites in human rRNAs. Although the role of snoRNAs in locating target uridine residues was discovered more than a decade ago, there are still a few pseudouridylation sites in human rRNAs [155, 188] for which the responsible snoRNAs have not yet been determined. We used the single sequence version of RNAsnoop to predict the possible snoRNAs that may pseudouridylate these orphan sites. For this we used all the known human H/ACA sequences reported in snoRNA-LBME-db [141] and tested them against the 11 reported orphan sites in the human LSU and SSU. Based on the currently available snoRNA data, 8 orphan sites can be mapped to existing snoRNA stems. Interestingly, 2 orphan snoRNAs (ACA38B, ACA51), and 2 stems, for which no function was reported, were among the predictions. Additionally, 4 stems with known targets were predicted to target four of the orphan sites. The predicted interactions are listed in table 6.3 and figure 6.7.

We used SNOOPY to assign putative targets to the 5 orphan snoRNAs found in Drosophila (Or-aca1, Or-aca2, Or-aca3, Or-aca4, Or-aca5). For each orphan snoRNAs reported in Flybase [9], we searched for homologous sequences in the 11 other Drosophila species by using blast [3]. For each species the sequence with the highest homology with Drosophila melanogaster was selected. The sequences were then aligned with mLocARNA, a variant of the Sankoff algorithm. For each snoRNA, the full length alignment was then divided into a 5' stem and 3' stem alignments.

The rRNA alignments were retrieved from the arb-silva database [198]. In order to get the best possible alignments, we realigned them with Clustalw, Muscle [59], and RNAsalsa [232]. The quality of the alignments was assessed by determining how well the conserved pseudouridylation sites in Drosophila melanogaster and Homo sapiens were aligned in the twelve drosophilid rRNA sequences. Based on this quality
Figure 6.7: Structure of the interactions between the human orphan Ψ sites and their predicted snoRNAs as returned by RNASnoop. From left to right: ACA55-2:18S—681, ACA13-1:18S—1248, SNORA38B-1:28S—1523, ACA52-2:28S—3747, U71c-2:28S—3863, ACA64-1:28S—4266, ACA51-2:28S—4323, ACA10-1:28S—4501, where i.e. ACA51-2:28S—4323, means that the second stem of ACA51 binds to position 4323 on rRNA 28S. All structures were generated by RNASnoop. The accessibility for each nucleotide is color-coded, with a red representing accessible and green inaccessible nucleotides.
Table 6.3: Predicted snoRNAs targeting the orphan pseudouridines in human ribosomal RNAs. No snoRNAs were found for position 1849, 3674 and 3749 on rRNA 28S. ACA51 and SNORA38B are orphan snoRNAs while ACA52-2 and ACA64-1 are orphan stems.

### RESULTS

<table>
<thead>
<tr>
<th>rRNA</th>
<th>Position</th>
<th>snoRNA</th>
<th>stem</th>
<th>function</th>
<th>SVM-score</th>
<th>Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>18S</td>
<td>681</td>
<td>ACA55</td>
<td>2</td>
<td>18S-36</td>
<td>0.76</td>
<td>-34.32</td>
</tr>
<tr>
<td>18S</td>
<td>918</td>
<td>ACA13</td>
<td>1</td>
<td>18S-1248</td>
<td>0.81</td>
<td>-35.90</td>
</tr>
<tr>
<td>28S</td>
<td>1523</td>
<td>SNORA38B*</td>
<td>1</td>
<td>—</td>
<td>0.66</td>
<td>-18.08</td>
</tr>
<tr>
<td>28S</td>
<td>1849</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>28S</td>
<td>3674</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>28S</td>
<td>3747</td>
<td>ACA52</td>
<td>2</td>
<td>—</td>
<td>0.87</td>
<td>-28.94</td>
</tr>
<tr>
<td>28S</td>
<td>3749</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>28S</td>
<td>3863</td>
<td>U71c</td>
<td>2</td>
<td>18S-406</td>
<td>0.53</td>
<td>-19.14</td>
</tr>
<tr>
<td>28S</td>
<td>4266</td>
<td>ACA64</td>
<td>1</td>
<td>—</td>
<td>0.75</td>
<td>-32.00</td>
</tr>
<tr>
<td>28S</td>
<td>4323</td>
<td>ACA51*</td>
<td>2</td>
<td>—</td>
<td>0.63</td>
<td>-20.39</td>
</tr>
<tr>
<td>28S</td>
<td>4501</td>
<td>ACA10</td>
<td>1</td>
<td>28S-4491</td>
<td>0.54</td>
<td>-15.00</td>
</tr>
</tbody>
</table>

Of the 5 orphan snoRNAs, only Oaca-4 was reported to have a target. We predict that the first stem modifies U2499 on the 28S rRNA (see figure 6.8). This target site is interesting since it was reported to be pseudouridylated [80], but no corresponding snoRNA is known. Moreover, in human and yeast this position, which correspond to U3674 in human and U2191 in yeast, is conserved and pseudouridylated [141]. U3674, finally, remains an orphan site in human.

Interestingly, both the target and binding buckets are completely conserved from *Drosophila melanogaster* to *Drosophila willistoni*, see figure 6.8. On the other hand, 6 out of the 12 base pairs found in the upper stem exhibit compensatory mutations.

The fact that no credible targets have been predicted for the remaining four orphan snoRNAs is not unexpected. First, snoRNAs have also been implicated in modifying “non-canonical targets” such as mRNAs [14, 120, 249], some cause cleavage of pre-rRNAs [66], and [238] recently showed that Or-aaca5 is processed by *Dicer*, suggesting a function in the RNA interference pathway.
Figure 6.8: Structure of the interactions between Or-aca4 and its putative target. **L.h.s.:** Single sequence structure. **R.h.s.:** Multiple sequence structure. **Below:** Alignment of the target (up to the & column) and the snoRNA. For the multiple sequence and alignment figures, the color in the order red, ocher, green indicate 1 through 3 different type of base pairs. The consensus structure is represented in dot bracket format on top of the alignment. The angle brackets represent intermolecular base pairs and the braces represent intramolecular base pairs.
6.3 Conclusion

We presented here RNAsnoop, a tool specifically designed to predict complex pseudoknotted H/ACA snoRNA-RNA interaction. In contrast to previous tools, it uses a dynamic programming approach coupled with a nearest-neighbor energy model to identify putative targets. This allows RNAsnoop to capture structural and energetic features essential for correctly predicting snoRNA-target interactions [268]. Coupled with a SVM-Classification SNOOPY achieves good performance, ranking first 11 out of 12 confirmed snoRNA-mRNA interactions in human and excluding all experimentally rejected interactions. These good results should however not be overestimated as both the training and test datasets are small and were extracted from only two species.

The run time of RNAsnoop is comparable to that of snoGPS, and scales linearly with the length of the target sequence. Together with the improved accuracy, this makes RNAsnoop not only suitable for target search in rRNA and snRNA sequences or in specific putative mRNA candidates, but also for large-scale genome-wide surveys.
Conclusion

Thanks to bioinformatics and experimental methods the number of known ncRNAs sequences has risen over 29,000,000. Still, besides the fact that a majority of ncRNAs exert their function through binding to other RNAs, only little is known about their functions. In this work, we extended RNA-folding algorithms to the problem of RNA-RNA interactions to accurately and rapidly predict ncRNA targets and, as a consequence, obtain functional annotation of ncRNAs.

The RNA-RNA interaction tools that were developed in this work can be divided into general and specialized approaches. General approaches, like RNAup and RNAplex, only assume that the interactions involve a continuous stretch of nucleotides on both interacting sequences. These algorithms capture the most common types of interaction between regulatory RNAs and their targets, even though more complicated types of interactions, such as H/ACA snoRNA with their target rRNAs or OxyS–fhlA, are neglected.

In contrast, approaches like RNAxs and RNAsnoop are especially designed to study a given type of RNA–RNA interactions. RNAxs utilizes besides accessibility a series of biologically comprehensible design criteria describing distinct stages in the RNAi pathway. RNAsnoop is specifically designed to predict complex pseudoknotted H/ACA snoRNA-RNA interaction. It uses a dynamic programming approach with a nearest-neighbor energy model to identify putative targets.

The performance of the presented algorithm can be regarded as good. RNAup and RNAplex retrieved successfully all sRNA-mRNA interactions studied and ranked known interactions high. RNAxs performs on par with the best siRNA design tools.
available. **RNAsnoop** outperforms previously published methods and successfully classifies functional from non-functional snoRNA-RNA interactions.

A central feature influencing all classes of interactions reviewed in this work, was accessibility. Its consideration allows to dramatically improve the performances of **RNplex**, **RNAsnoop** as well as siRNA design.

Due to the large amount of ncRNAs data, the approaches presented here are not only optimized for predictions accuracy but also for scanning speed. Compared to the method developed by [2] that can theoretically handle the complex snoRNA-rRNA interactions, **RNAsnoop** is many order of magnitude faster, with a runtime of $O(|x|^2 + |y|^4)$ compared to $O((|x| + |y|)^6)$ for [2], where $|x|$ and $|y|$ are the target and snoRNA lengths, respectively. Even though **RNplex** and **RNApup** have similar prediction performances, **RNplex** returns its predictions about 2000 times faster than **RNApup**. As such **RNplex** and **RNAsnoop** tools are able to cope with the task of searching targets for the rapidly growing number of ncRNAs.

While the requirement of developing fast and accurate methods to find putative ncRNA targets could be met satisfactorily, it should be stressed that the ncRNA target search field is far from being closed. A general limitation is the lack of knowledge concerning the energetics of RNA-RNA interactions within loops: the binding of the oligo to a loop will of course alter the energy contribution of the loop itself.

In this work we implicitly assume that this energy change is a constant. Additional measurement along the lines of the investigation of kissing-interactions are required to improve the energy parameters for interacting RNAs. A further concern is whether the underlying assumption of thermodynamically controlled binding is correct; it is possible that in particular when RNA binding is associated with large structural changes, kinetic effects of structure formation might be important.

Correct predictions of ncRNA targets is not only a function of thermodynamics of RNA-RNA interaction but also depends on protein factors. Proteins may sit on the predicted target region of a miRNA and impede its function. **Hfq** can promote thermodynamically unfavorable interactions between a sRNA and its target.

Concentration dependence of the solutes is a further factor to be taken into account. Even though the theoretical framework of the solution dependence of finite length RNA hybridization has already been studied [45] and implemented [21, 38, 160], only
few experimental data are currently available [38]. Successful predictions of ncRNA targets should further consider the metabolic pathways and cellular processes in which the sRNA and the targets are found. ncRNAs should not only be regarded as mere protein regulators, but rather as cellular process regulators. As such, true ncRNA targets should share similar gene ontologies and be involved in related metabolic pathways. Classical examples thereof are targets of microRNA miR-134 that are heavily involved in neuron development [67, 215, 258, 265] as well as targets of RyhB in bacteria that are involved in iron regulation [112, 163–165, 199, 228].
Appendices
## Table A.1: List of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s$</td>
<td>sequence $s$</td>
</tr>
<tr>
<td>$s_i$</td>
<td>$i$th nucleotide of sequence $s$</td>
</tr>
<tr>
<td>$(s_i, s_j)$</td>
<td>base-pair between nucleotide $s_i$ and $s_j$</td>
</tr>
<tr>
<td>$s[i..j]$</td>
<td>subsequence on $s$ contained between nucleotides $s_i$ and $s_j$</td>
</tr>
<tr>
<td>$S$</td>
<td>secondary structure</td>
</tr>
<tr>
<td>$S_y^x$</td>
<td>hybrid structure of sequence $x$ with sequence $y$</td>
</tr>
<tr>
<td>$Z$</td>
<td>equilibrium partition function</td>
</tr>
<tr>
<td>$\beta$</td>
<td>inverse of the temperature times Boltzmann’s constant</td>
</tr>
<tr>
<td>$P_u[i, j]$</td>
<td>probability that the sequence interval $s[i..j]$ is unpaired</td>
</tr>
<tr>
<td>$S_u[i, j]$</td>
<td>set of secondary structures in which $s[i..j]$ remains unpaired</td>
</tr>
<tr>
<td>$P_{ij}$</td>
<td>base pairing probability of pair $(s_i, s_j)$</td>
</tr>
<tr>
<td>$\tilde{Z}(p, q)$</td>
<td>partition function outside base pair $(s_p, s_q)$</td>
</tr>
<tr>
<td>$Z_{pq}[i, j]$</td>
<td>partition function inside a base pair $(s_p, s_q)$ given that the interval $s[i..j]$ is unpaired</td>
</tr>
<tr>
<td>$H(p, q)$</td>
<td>loop energies of hairpin loops given their enclosing base pairs $(s_p, s_q)$</td>
</tr>
<tr>
<td>$I(p, q; k, l)$</td>
<td>loop energies of interior loops given their enclosing base pairs $(s_p, s_q)$ and $(s_k, s_l)$</td>
</tr>
</tbody>
</table>
APPENDIX A. LIST OF SYMBOLS

\[ Z^m[p, q] \]
partition function of all conformations on the interval \( s[p..q] \)
that are part of a multiloop and contain at least one component

\[ Z^{m1}[p, q] \]
partition function of all multiloops on the interval \( s[p..q] \)
that have exactly one component

\[ Z^{m2}[p, q] \]
functions of multiloop configurations that have at least two components

\[ w_x P^x[i] \]
probability that nucleotide \( x_i \) is unpaired given that subsequence \( x[i - w_x..i - 1] \) is unpaired

\[ \Delta w_x G^x_u[i] \]
energy necessary to remove \( x_i \) from all intramolecular interaction, given that subsequence \( x[i - w_x..i - 1] \) is unpaired

\[ C_{i,j} \]
best energy of interaction between sub-sequence \( x[1..i] \) and \( y[1..j] \)

\[ B^x_{i,j} \]
best energy of interaction given that residue \( y_j \), respectively \( x_i \), is aligned to a bulge

\[ I_{i,j} \]
best energy of interaction given that \( x_i \) and \( y_j \) are in an interior loop

\[ S(i, j, k, l) \]
the energy gained by stacking the \((x_i y_j)\) base pair onto the \((x_k y_l)\) base pair

\[ M(i, j; i - 1, j + 1) \]
the “mismatch” energy of the unpaired nucleotides \((x_{i-1}, y_{j+1})\) adjacent to the pair \((x_i, x_j)\)

\[ L \]
energy contribution of the small interior loops

\[ \delta^I_{open} \]
gap-open penalty for interior and bulge loops, respectively

\[ \delta^I_{ext} \]
gap-extension penalty for interior and bulge loops, respectively

\[ d^T_{1,2,3} \]
energy contribution to free 1, 2 or 3 consecutive nucleotides
on sequence \( x \) in RNAplex

\[ X \]
multiple sequences alignment

\[ X_i \]
i\textsuperscript{th} column of alignment \( X \)

\[ X^\alpha \]
\( \alpha \textsuperscript{th} \)-sequence in the alignment \( X \)

\[ d^X_{1} \]
\[ \sum_{\alpha=1}^{N} \delta_{1}^{X_{1}} = \sum_{\alpha=1}^{N} \Delta 4 G_{u}^{X_{1}}[i] \]
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2.1 The major types of loops in RNA secondary structures. Taken from [101] .

2.2 A variety of tree and forest representations of RNA secondary structures have been described in the literature. From left to right: conventional drawing, sequence annotated trees as used e.g. in RNAforester [96], “full tree” [70], Shapiro-style tree [224], and branching structure. For comparison, we also show the “bracket notation”. Taken from [101] .

2.3 Representations of secondary structures. From left to right: Circular representation, Naview representation, mountain plot, dot plot. Remove the backbone edges from the first two representations leaves the matching Ω. Below, the structure is shown in “bracket notation”, where each base pair corresponds to a pair of matching parentheses. The structure shown is the purine riboswitch (Rfam RF00167) taken from [101] .

2.4 R.h.s Minimum free energy (MFE) structure of Cryptothecodinium cohnii 5.8S. Its free energy represents $-47.10\text{ kcal/mol}$. L.h.s Suboptimal folding of Cryptothecodinium cohnii 5.8S sharing no base pair with the MFE structure. This structure has a free energy that differs by only $2.80\text{ kcal/mol}$ from the MFE.

2.5 Plot of the interior loop free energies against the loop length for different loop asymmetries (red: no asymmetry, green: asymmetry of size 1, blue: asymmetry of size 2)
2.6  Loop decomposition of RNA secondary structure. Hairpin and interior loops are shown in red. Multiloop with more than one component are shown in blue, while multiloop with exactly one component are shown in green. Base Pairs are depicted by arcs. Dotted lines represent unpaired substructures. Taken from [101].

2.7  Comparison of the minimum free energy of structures of dimers, depending on the kind of linker used to concatenate both sequences. Linkers are drawn in cyan, while the interacting sequences are colored in red and black. **Top:** Structure when using a “poly-N” linker. **Middle:** Structure when using a hair-pin structured linker (from [229]). **Bottom:** Structure from RNAcofold. While the structures are in a narrow energy range (-7.4 to -7.3 kcal/mol), they differ substantially. Taken from [17].

2.8  Example of pseudoknotted structures. **l.h.s** Typical H-type pseudoknot fold found i.e. in the catalytic core of various ribozymes. **middle** Kissing hairpin pseudoknot found i.e. in the 3’ UTR region of the Coxsackie B Virus [252]. **r.h.s** Kissing hairpin-loop interaction between two RNAs. OxyS-fhlA hybrid in *E. Coli* is a typical example of such an interaction. Strictly speaking this is not a pseudoknot, as it involves two distinct sequences. Still this kind of RNA-RNA interactions are not handled correctly by the standard folding algorithm presented in the previous section as it considers it a pseudoknot.

2.9  Examples of pseudoknotted RNA-RNA interactions. **R.h.s** H/ACA snoRNA (red) interaction with its target (green). **L.h.s** Bound (right) and unbound (left) conformations of OxyS and fhlA.

2.10 Prediction of the hybridization of OmpN 5’-UTR with RybB, a small non-coding RNA found in bacteria, returned by two different RNA-RNA cofolding programs. **L.h.s:** Sequence and structure of the interaction partners. The structure stability of both RNA strands is represented by a color code, where red represents very stable regions and purple very unstable regions. **Bottom:** The hybrid predicted without considering RNA accessibility extends the whole length of RybB. The free energy of interaction of this hybrid is positive with a magnitude of 7.3 kcal/mol. **R.h.s** By considering the target site accessibility the correct hybrid can be retrieved. In this case, the free energy of interaction amounts -16 kcal/mol, making it the favored interaction compared to the previous hybrid.
2.11 Overview of the miRNA maturation process. First miRNAs are transcribed from their loci into pri-miRNAs top. pri-miRNAs are then processed by Drosha and Pasha proteins into pre-miRNAs. Dicer processes pre-miRNAs into short double stranded miRNA/miRNA* duplexes. These duplexes get loaded into RNA-induced silencing complex. Generally the strand with the less stable 5’ end is introduced into RISC, while the other strand (passenger strand) is degraded. Once loaded into RISC, miRNAs are ready to recognize their targets through base pairing, leading to the mRNA degradation and/or translation disruption .......................... 29

2.12 Structure of a 19 nucleotides RNA duplex bound to Afpiwi. Afpiwi is an archaean PIWI domain-containing protein which is used to model eukaryotic Argonaute. The guide strand is depicted in green, while the target RNA is in yellow. The region on the mRNA that is cleaved by Argonaute is shown in red. Adapted from [192] ......................................................... 35

2.13 Impact of siRNA characteristics along the silencing pathway. The innate immune system may be activated by dsRNAs. dsRNAs with specific sequence patterns or high "U" contents are recognized by Toll Like Receptors (TLRs) inducing inflammatory cytokines and interferon of type I (IFN-α, IFN-β). Large dsRNAs (>30nts) are sensed by PKR (double-stranded RNA-activated protein kinase) which can induce interferon response, expression of inflammatory cytokines and cell death. dsRNAs with 2nts overhangs escape the RIG-1 triggered cytokines and interferon response. Once into RISC, the passenger strand is separated from the guide strand. The strand with the lower 5’-end stability is incorporated into RISC, while the other strand is degraded. A wrong asymmetry results in the selection the bad siRNA strand, leading to no on-target effect. siRNAs that are highly structured are not able to hybridize to their target. Reciprocally siRNAs targeting highly structured region can not bind to their target. Finally sequence specific off-target effects makes it more difficult to gain information from RNAi experiments. ............. 37
2.14 Canonical C/D and H/ACA snoRNAs structures. **L.h.s** CD-Box snoRNA, made of a small stem and a large loop. The loop region contains either one or two sets of C/D boxes. The region directly upstream of the D boxes is responsible for the correct target recognition. **R.h.s** HACA-Box snoRNA, made of two target stems separated by an unpaired region containing the H Box. The interior loop in each stem is responsible for the correct target recognition.

3.1 A base pair \((s_p, s_q)\) can close various loop types. According to the loop type different contributions have to be considered. 

- **a** A hairpin loop is depicted in blue.
- **b** In case of an interior loop, which is shown in red, two independent contributions to \(Z_{pq[i..j]}\) are possible: The unstructured region \(s[i..j]\) can be located on either side of the stacked pairs \((s_p, s_q)\) and \((s_k, s_l)\).
- **c** If region \(s[i..j]\) is contained within a multiloop we have to account for three different conformations, indicated in the green structures, a more detailed description is given in the text.

3.2 Alternative representation of figure 3.1 for multiloops only. Base pair \((s_p, s_q)\) that includes the unpaired region \((s_i, s_j)\) is drawn as an arc connecting bases \(s_p\) and \(s_q\). The unpaired region \(s[i..j]\) is drawn as a bold black line. In the one-sided multiloop case (A) a structured region containing at least two structure components is on one side of the unpaired region. In case (B) the unpaired region \(s[i..j]\) is between two structured regions. In case (B) we have to take care to make a unique decomposition of the multiloop into a 3' part that contains exactly one component and a 5' part with at least one component.
3.3 Probability of being unpaired \( P_u[i,i] \) (dashed line), probability of binding to siRNA at position \( i \), \( P^*_i \), (thick black line) and \( \Delta G_i \), the optimal free energy of binding in a region including position \( i \) (thick red line) near the known target site of VsiRNA1. The scale for the probabilities is indicated on the left side, the scale for the minimal free energy of binding on the right side. At the bottom the protein expression levels in experimental data [216] are indicated. The isolated 21mer target sequence, displaying the same activity as the wild type mRNA, and 3 mutants are shown. A decreasing optimal free energy of binding is correlated with increasing expression. In the case of the HP5_6 mutant an alternative binding site becomes occupied as the optimal free energy of binding due to this alternative interaction nearly equals \( \Delta G_i \) at the proposed target site.

3.4 Breaking energy profile and pair probability profile around the start codon of all mRNA in four different bacteria species. Boundaries of region with increased accessibility are shown by vertical blue lines. The orange dotted line represents the position of the start codon. The red dotted line represents the mean accessibility measure of the shuffled regions. \textbf{R.h.s} Mean breaking energy. \textbf{L.h.s} Mean base pair probability.

3.5 Mean Breaking Energy and Pairing Probability distribution around the start codon for all genes in \textit{E. coli}. The black curve represents the density distribution, the red line represents the values for \textit{rpoS} before binding, the blue lines delimits the quartiles of both distributions, the green line represents the values for \textit{rpoS} after hybridization with \textit{RprA}, while the orange line represents the value for \textit{rpoS} after hybridization with \textit{DsrA}. \textit{rpoS} is among the most inaccessible mRNAs before binding, while after binding the local breaking energy belongs to the lower half. For the pairing probability, an even stronger trend is seen, as \textit{rpoS} after binding belongs to the 25\% most open targets.

3.6 Opening energy, \( \Delta G_u \) and single nucleotide base pairing probability plotted around the start codon of \textit{RpoS} versus sequence position for the interaction of \textit{DsrA} and \textit{RprA}. The red area represents regions of higher than average structural stability before sRNA binding on \textit{RpoS}, while the green region represents regions of lesser than average structural stability after sRNA binding to \textit{RpoS}. The blue line represents the position of the start codon.
4.1 Application of RNAplfold to separate functional from non-functional siRNAs. (a) The RNA is folded locally in a sliding window approach (window size W). Within W, base pairing is restricted to a maximum distance L. u represents the stretch of consecutive nts within a siRNA target site starting at its 3’ end for which the accessibility is computed. Green lines represent possible base pairs. Interactions outside the span size of L or the flanking window W are not allowed (dotted green lines). (b) Box-plot diagram comparing the accessibility of functional and non-functional siRNAs. The dataset was divided into functional siRNAs (repression efficiency > 75%) and non-functional siRNAs (repression efficiency < 25%); black horizontal lines within the boxes depict medians. The circles represent outliers and dotted lines show the standard deviation. The Wilcoxon p-value is $5 \cdot 10^{-4}$. Cutoffs for the accessibility to discriminate functional and non-functional siRNAs was set at 0.01157 (red horizontal line). The parameters W, L and u are indicated. (c) Accessibility distributions of functional and non-functional siRNAs are best differentiated for a length of 8 and/or 16 nts (according to p-values). p-values, were determined from a Wilcoxon test and are plotted against the length of the analyzed region starting at the 3’ end of the target site.

4.2 Box-plot diagram of functional and non-functional siRNAs for different target site G/C content. Functional and Non-functional siRNAs are partitioned into five groups according to their G/C content. A wilcoxon test was applied showing a significant separation for all G/C windows analyzed.

4.3 Correlation plots for different design criteria for 2433 siRNAs from dataset 1. The siRNAs were grouped into bins, each of them containing 36 siRNAs. The binning was done according to the design criteria. Correlation plots of the novartis repression score against accessibility (a), asymmetry (b) and self-folding (c) are shown. (d) Ranking of siRNAs for the combination of all design criteria including accessibility plotted against the normalized inhibitory activity.
4.4 Box-plot diagrams comparing asymmetry, self-folding and free-end for functional and non-functional siRNAs. The dataset 1 consisting of 474 siRNAs was used to determine the single criteria thresholds (red line). The dataset was divided into 363 functional siRNAs of (white boxes, $>0.900$ repression score) and 109 non-functional siRNAs (grey boxes, $<0.354$ repression score). The quartiles are represented by the edges of the rectangles, which contain 50% of the data, black horizontal lines within the boxes depict medians. The circles represent outliers and dotted lines show the standard deviation. Thresholds were chosen conservatively, such that at least 75% of the working siRNAs were kept. Note, the same was done for dataset 2 (data not shown).

4.5 Performance of RNAxs on a set of 360 siRNAs targeting the four genes firefly luciferase, human cyclophilin B, ALPPL2 and DBI. SiRNAs were grouped into functionality classes of less than 50% mRNA repression $<F50$, repression of at least 50% $\geq F50$, 70% $\geq F70$, 80% $\geq F80$ or 90% $\geq F90$. The random distribution is depicted in black. Functional class enrichments for (a) asymmetry, (b) accessibility, (c) the combination of asymmetry with self-folding plus free-end and (d) all parameters including accessibility (RNAxs) are shown in light gray. The three top ranked siRNAs are all contained in $\geq F50$ (dark gray). (e) Comparison of RNAxs to other design tools. OptiRNA, Ambion (siRNA Target Finder), Qiagen (siRNA Design Tool), Invitrogen (Block-iT RNAi Designer), oligowalk21 and Sirna (using total score threshold; score $> 12$) were compared to RNAxs for the four functional classes ($<F50$, $\geq F50$, $\geq F80$, $\geq F90$). All tools were used with default parameters using the available web servers. For each tool, the repression efficiency of the three best-ranked siRNAs was assessed. RNAxs performed better than the other design tools for all functional classes. (f) Western blot analysis of extracts prepared from EpH4 cells, transiently transfected with scrambled siRNA, Dharmacon mmLEF1 SMARTpool (a combination of four siRNAs) or the single top ranked siRNA designed with RNAxs. Relative LEF1 expression levels are indicated. Actin protein levels show equal loading.
4.6 RNAxs input page. The input page is divided into three areas: a sequence input area, where a FASTA formatted sequence is pasted. A design area where thresholds on different parameters as well as base preferences can be set and the output area which allows to set the number of siRNAs candidates. For each siRNA candidate a plot of the accessibility is generated.

4.7 Typical output of RNAxs session. A user defined number of siRNA are shown with their features scores as well as a plot of the accessibility profile around the target site. For each siRNA, a link to NCBI blast allows to search for putative off-targets.

4.8 Functional siRNA distributions of randomly selected siRNAs (black bars) and rationally designed siRNAs (dark gray bars), as well as the 3 top RNAxs predicted siRNAs (light gray bars) targeting: (A) Firefly luciferase, (B) human cyclophilin B, (C) human ALPPL2, and (D) human DBI.

4.9 Accessibility plots for all four murine LEF1 siRNAs from a commercial siRNA pool (A)-(D) and for the RNAxs designed siRNA (E). The sequence of the respective siRNA duplex is indicated. siRNAs A and B would be rejected by RNAxs because of poor target accessibility. siRNA C would be rejected based on the asymmetry rule.

4.10 L.h.s Translational repression of the Renilla luciferase (RL), normalized the firefly luciferase (FL), was measured for accessible as well as for non-accessible let-7 reporter constructs. R.h.s Distribution of opening energies for human miRNAs. The continuous line represents the density distribution of opening energies corresponding to 3'-UTRs complementary to the seeds for all known human miRNAs. The dotted line shows the density of the shuffled sequences.
5.1 Comparison of the ompA-micA hybrids predicted with and without considering intramolecular structures. (a) Hybrid structure predicted with RNAplex without considering the intramolecular structures of the RNA sequences. The hybrid extends over 67 and 69 nucleotides on ompA and micA, respectively and has an hybridization energy of \(-42.3\) kcal/mol. Still the energy needed to unfold both binding regions on ompA and micA amounts \(22.7 + 26.8 = 49.5\) kcal/mol, larger than the energy gained through binding. (b) ompA-micA interaction predicted by RNAup. OmpA-micA hybrid is shown on the right hand side, with the micA sequence represented by a bold line. Even though the hybrid is much smaller than the interaction in (a), it has a lower total interaction energy (ddG) of \(-12.25\) kcal/mol, due to the fact that the interacting regions are less structured.

5.2 Comparison of the RNAplex energy model against the Turner energy model for bulges and interior loops. a) Plot of the interior loop penalty against the total loop size for three different values of asymmetry. The model used in RNAplex slightly overestimates the loop energies. b) Plot representing the bulge loop penalty against the bulge size. Our model agree exactly with the Thurner model for bulge size up to 6 nts.

5.3 Simplified representation of the structure decomposition used in RNAplex. For clarity only the decomposition of the closed structure terms (see equation (5.1)) is shown. Black dots represent paired bases. White dots denote unpaired bases. Given that \(x_i\) and \(y_j\) are paired, \(C\) stores the best energy of interaction between \(x_{1...i}\) and \(y_{j...m}\). \(S\) is the stacking energy of two pairs of nucleotides. \(P\) is the bulge penalty to add to 1x0 bulges. \(I\) is the matrix holding the best energy of interaction given that \(x_i\) and \(y_j\) are in an interior loop. \(I_1^1\) is the destabilizing energy of a 1x1 interior loop (1x2, 2x1 and 2x2 cases not shown) and \(B^z\) represents the matrix storing the best energy of interaction given that residue \(y_j\) is aligned to a bulge. The cases where \(x_i\) and \(y_j\) do not pair (interior loop and bulge extension and/or creation) are not shown.
5.4 Error representation of our accessibility model. l.h.s Boxplot representation of the the distribution of the relative breaking energy between our approximated model and the standard energy model for different $\Delta$ size and a fixed target size of 20 nts. The larger $\Delta$ the smaller the error in our approximation. RNAplex uses $\Delta = 4$. At this level of approximation, the pearson correlation coefficient between the approximated model and the real model reaches 0.92 ................................................................. 99

5.5 Bar plots representing the time necessary to complete the target search for 19 bacterial sRNAs in 100 random sequences of length 1200 nts for different RNA-RNA interaction tools. RNAplex -c is the fastest application with a completion time of 27[s]. RNAplex -a needs 36[s] to achieve the same task. This grows to 90[s] if one considers the time necessary to compute the accessibility profile. RNAplex -a is 1000 times faster than IntaRNA and 2422 times faster than RNAup. ................................................................. 104

5.6 Runtime of RNAplex with alignment and accessibility against the number of sequences in alignments for a set of 9 query and 100 target sequences. The runtime of RNAplex increases proportionally to $\sqrt{N}$, where $N$ is the number of sequences in the alignments. ................................. 105

5.7 Density distribution of interaction energy as computed by RNAplex for miR-134 against all mouse 3'UTRs. The vertical line represents the energy of the experimentally confirmed miR-134/Limk1 interaction as computed by RNAplex. The black area represents the proportion of 3'UTRs having a higher energy of interaction than the experimentally predicted one. The number in parenthesis represents the percentage of the entire distribution falling below the threshold defined binding energy, as computed by RNAplex, of the experimentally verified interaction. The inset shows the density of distribution of interaction energy as computed by RNAup for miR-134 against the mouse 3'UTRs. The vertical line represents the energy of binding as computed by RNAup for the experimentally confirmed miR-134/Limk1 interaction. The number in parenthesis represents the percentage of the entire distribution falling below the threshold defined by the binding energy, as computed by RNAup, of the experimentally verified interaction. ................................. 107
5.8 Procedure used to select high-binding, highly similar target binding site in multiple sequence alignments.  
a) Sequences are sorted based on their sequence similarities with clustalw.  
b) RNAplex is ran on each sequences in order to select the n-best hits for each sequences. In this study \( n = 3 \) was used.  
c) A recursive approach based on the sequence similarities and the strength of interaction of target sites is used to find the best set of target sites among the m-species.  
d) Starting from the target site with the minimum score, the best set of target sites is retrieved through backtracking.  
e) The set of target sites is realigned. It is used to compute the multiple-alignment interaction between the sRNAs and the selected target sites. Accessibility information are retrieved thanks to the coordinates found in the multiple alignments, e.g. 253-270 for gene ColiAPE_APEC01_62 and 181-198 for eColi_K12_b0957.

5.9 Boxplots showing the interaction energy distribution as a function of the number of sequences in the alignments for sRNA GcvB. Well conserved interactions have in average a higher interaction energy than interactions involving less sequences.

6.1 Decomposition of interaction structure.

6.2 Boxplots showing the accessibility distribution for all known uridines in human (top) and yeast (bottom) 28S and 18S rRNAs. The target accessibility was computed by using RNAup on the whole length sequences of 28S and 18S rRNAs. The target size was varied between 3 and 19 nts in steps of 2 nts and was centered around the (pseudo)uridine site.
6.3 Features considered in the SVM model. Structural (black bold lines) and energy features (shaded regions). TE: lower stem energy, LE: 5’ interaction energy, DE: upper stem energy, RE: 3’ interaction energy. For each nucleotide in the target, its local opening energy is represented by a gray circle, where light gray represents low local opening energy and dark gray high local opening energy. The target total opening energy (OE) is the sum of all local opening energies, \( Y_E = LE + RE + TE + DE \), \( X_E = LE + RE + DE \), \( dY_E = Y_E + OE \), \( t_i \_gap \): number of nucleotides between the 5’end of the upper stem and the 3’end of the 5’interaction on the snoRNA, \( U \_gap \): number of nucleotides between the 3’end of the 5’ interaction and the 5’end of the 3’interaction on the mRNA, \( i \_b \_gap \): number of nucleotides between the end of the lower stem and the 3’end of the 5’interaction on the snoRNA, \( i \_t \_gap \): number of nucleotides between the 5’end of the 5’interaction and the 5’end of the snoRNA stem, stem_length: length of the upper stem, stem_asymmetry: difference in the number of nucleotides located in loops between the 5’ and 3’ side of the upper stem, gap_right: number of gaps in the 3’interaction on the mRNA.

6.4 SnoRNA-target features

6.5 Time dependency of RNAsnoop on the target size (top) and snoRNA size (bottom). The target size was varied between 500 and 25000 nts while the snoRNA sizes were varied between 20 and 500 nts. The runtime of RNAsnoop grows linearly with the target size and grows more rapidly than linear with the snoRNA size.

6.6 Ratio of the time dependency of RNAsnoop against RNAhybrid and snoGPS. (left) Dependence of the ratio on the target size. (right) Dependence of the ratio on the snoRNA size. All three programs were run so that only the best interaction was returned. Under these conditions RNAsnoop has a runtime similar to that of snoGPS (red curve), while RNAhybrid is about 15 times slower than RNAsnoop (black curve). Due to the higher than linear runtime dependency this difference becomes smaller for larger snoRNA (right, black curve).
6.7 Structure of the interactions between the human orphan $\Psi$ sites and their predicted snoRNAs as returned by RNAsnoop. From left to right: ACA55-2:18S–681, ACA13-1:18S–1248, SNORA38B-1:28S–1523, ACA52-2:28S–3747, U71c-2:28S–3863, ACA64-1:28S–4266, ACA51-2:28S–4323, ACA10-1:28S–4501, where i.e. ACA51-2:28S–4323, means that the second stem of ACA51 binds to position 4323 on rRNA 28S. All structures were generated by RNAsnoop. The accessibility for each nucleotide is color-coded, with a red representing accessible and green unaccessible nucleotides.

6.8 Structure of the interactions between Or-aca4 and its putative target. **L.h.s.:** Single sequence structure. **R.h.s:** Multiple sequence structure. **Below:** Alignment of the target (up to the & column) and the snoRNA. For the multiple sequence and alignment figures, the color in the order red, ocher, green indicate 1 through 3 different type of base pairs. The consensus structure is represented in dot bracket format on top of the alignment. The angle brackets represent intermolecular base pairs and the braces represent intramolecular base pairs.
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2.1 Free energies for stacked pairs in kcal/mol. Note that both base-pairs have to be read in 5'-3' direction. .................................................. 18

2.2 Summary of widely used miRNA target prediction tools. The first columns contains the name of the tools. The second column indicates the method used by the tools. Conservation means that conservation of the seed/target site is important. Hybridization means that the energy of interaction between the miRNA and its target is relevant. Accessibility means that the structuredness of the target site is taken into account. Besides the conservation of the target site, TargetScan further considers the hybrid structure, the position of the target site on the 3'-UTR as well as the AU content around the target site. The third column lists how target information can be accessed. The last column reports the corresponding literature citation. 32

3.1 Binding site summary for the 10 functional interactions published by Urban et.al [250]. Column ΔΔG shows the optimal binding energy calculated with RNAup. Column Position gives the binding position relative to the start codon. Column Position lit. gives the binding position found in the literature. 54

5.1 Additional “energy” parameters for alignment folding........................... 96
5.2 Binding site summary for 27 functional miRNA–mRNA interactions in Human, taken from TarBase [222]. Columns 1 and 2 contain the name of the mRNA and miRNA, respectively. The column 3 to 5 contain the interaction energy for the reported miRNA mRNA interactions as computed by RNAduplex, RNAplex and RNAhybrid, respectively. The number in parenthesis represent the rank of the experimental target site where 1 stands for the most stable interaction and 10 for the 10th best interaction. NF means that the reported target site was not found among the 10 best interaction sites and are shown in red.

5.3 Binding site summary for a set of 17 functional interactions from [38]. The first and second columns contain mRNAs- and sRNAs-ID, respectively. We compared biRNA, RNAup and to RNAplex. biRNA and RNAup were run using the default parameters, while RNAplex was run with either an extension penalty of 0.3 [kcal/mol] (RNAplex -c) or the accessibility files produced by RNAup (RNAplex -a). All predictions made by RNAup, biRNA and RNAplex -a overlapped with the experimentally reported interactions, while RNAplex -c missed four interactions. The last row reports the average deviation between the experimentally found locations and the predicted ones.

5.4 Speedup and memory improvement of the accessibility based RNAplex against IntaRNA and RNAup for different random query and target sequences as measured by the time application. The first two columns show the target and query length, respectively. The third and fifth column show the runtime improvement of RNAplex against IntaRNA and RNAup, respectively. The difference between RNAplex and the two other tools slightly grow with increasing target length, but diminish with increasing query length. On this dataset, RNAplex is between 600 and 1600 times faster than IntaRNA and from 1500 up to 65400 times faster than RNAup. Note that for very short sequences (less than 400 nts), RNAplex needs less than 1/100th second to compute the hybrid, too fast to be precisely measured by time, hence the NA for the first entries. The memory consumption of RNAplex is 17.4 to 1330 times smaller than that of IntaRNA and 15 to 626 times smaller than that of RNAup. Note that larger sequences could not be used because the memory need of both RNAup and IntaRNA exceeded the available RAM (4G).
5.5 Binding site summary for the 9 functional interactions from [250]. The number in parenthesis represents the quantity of predicted interactions involving the same ncRNA, overlapping with a 401 nts long region centered around the start codon and having a higher interaction energy than the functional hybrid. Positions in red indicate target sites that were misspredicted by the respective tool. For RNAplex \(-c\) a per nucleotide penalty of 0.3 kcal/mol was used.

5.6 Summary of the predicted binding sites for the 9 functional interactions reported by [250]. The first and second columns show the name of interaction partners. Column 3 and 4 give the predicted and experimentally reported binding regions, respectively. Column 5 and 6 report the binding \(\Delta G\) computed by RNAup and RNAplex, respectively. The numbers in parenthesis in the sixth column represent the number of interactions, located within a window of 80 nts centered around the start codon, with a lower interaction energy than the experimentally reported interaction for the predictions made by RNAplex with and without considering the opening energy, respectively. Column 7 gives the interaction energy for the multiple sequences interactions. The numbers in parenthesis in column 7 represent the number of sequences in the final alignments. Column 8 shows the rank of the interaction when looking only at the interaction energy. Column 9 shows the rank of the interactions based on the \(Z\)-score corrected for the number of sequences in the alignment. Finally column 10 shows the rank of the interaction based on the \(Z\)-score, given that only interactions with a greater or equal number of sequences in the alignment are taken into account. The number in parenthesis in the last column represent the number of better scoring elements in the case of alignment when no accessibility information are taken into account.
5.7 Summary of the number of false positives under different condition. In the third column, for each confirmed interaction, the number of better scoring interactions involving the corresponding dinucleotide shuffled sRNA and any dinucleotide shuffled e. coli mRNAs is reported. It should be noted that the interaction should take place in the region located 50 nts upstream and 30 nts downstream of the start codon. In the last column, the number of expected hits per nucleotide is reported. In this case there is no location restriction.

6.1 Prediction comparison of RNAsnoop (abbreviated RNAsn.), snoGPS and fisher for the known snoRNA-rRNA interactions in yeast. RNAsn. A stands for the accessibility version of RNAsnoop.

6.2 Prediction performance in human for snoGPS, RNAsnoop (RNAsn.), RNAsnoop with accessibility (RNAsn. A) and the SVM in human. The numbers represent the rank of the interaction for the corresponding snoRNA stem. In column Type, +, - represent experimentally confirmed or rejected interactions, respectively. When using the human interactions for testing, we trained the SVM exclusively on the yeast dataset.

6.3 Predicted snoRNAs targeting the orphan pseudouridines in human ribosomal RNAs. No snoRNAs were found for position 1849, 3674 and 3749 on rRNA 28S. ACA51 and SNORA38B are orphan snoRNAs while ACA52-2 and ACA64-1 are orphan stems.
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